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Nominal classification systems such as grammatical gender (e.g., the masculine/feminine dis-
tinction in French) and noun classes (e.g., Bantu noun classes based on fruits, plants, liquids,
among others) provide a window on how the human brain perceives and categorizes objects and
experiences it encounters. While the diachronic development of grammatical gender systems
is well studied, noun class systems have received less attention. We use phylogenetic compar-
ative methods to analyze where noun classes are marked (on nouns, pronouns, demonstratives,
articles, adjectives, numbers, and verbs) in thirty-six Atlantic languages and how these mark-
ers change diachronically. Our results show that noun class marking is generally preferred and
more stable within the noun phrase, i.e., on nouns, demonstratives, and adjectives.

1. Introduction

Languages can rely on various strategies to categorize nouns of the lexicon (Sei-
fart, 2010; Kemmerer, 2017). One the most common strategies is noun class
systems (Corbett, 2007), in which each noun of the lexicon is assigned to a spe-
cific category (i.e., noun class), which can relate to humans, plants, fruits, liquids,
among others (Corbett, 2013). For example, in Swahili, nouns are affiliated to
more than ten noun classes.

Two of the most common formal criteria to define noun classes are flexibil-
ity of category assignment and grammatical agreement (Corbett, 1991). First,
noun class systems typically have a rigid assignment system. Each noun of the
language belongs to one of the noun classes found in the language. This assign-
ment is not flexible and using the agreement pattern of another noun class would
result in ungrammaticality. Second, noun class systems may have marking on
nouns, as shown in Swahili, with prefixes on the nouns, e.g., m-toto (CLASS.1-
child) ‘child’. However, noun classes also generate grammatical agreement with
words associated to the noun and its referent. The noun classes can be marked
on the adjectives, verbs, demonstratives, numerals, among others. Taking Swahili
again to illustrate this type of agreement: m-toto yu-le a-li-anguka (CLASS.1-child
CLASS.1-that CLASS.1.SUBJ-past-fall) ‘that child fell’. These requirements of as-
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signment and agreement distinguishes noun class systems from inflection classes
such as on number marking. Grammatical number systems have agreement; how-
ever, number is not a fixed inherent feature of a noun/referent. For example, count
nouns can generally be singular or plural depending on the context while the noun
class of a noun is fixed. It is generally held that languages may develop a nominal
classification system that proceeds through different stages of grammaticalization
(Grinevald, 2002; Aikhenvald, 2016). At the beginning, classification is based
on lexical nouns, which then develop into classificatory morphemes, which in
turn further grammaticalize and become agreement markers. For example, the
Niger-Congo noun class systems may have developed from nouns, along with the
nominal classification systems found in modern Amazonian languages (Grinevald
& Seifart, 2004). At the same time, questions remain regarding their development
that are relevant to the diachronic change of linguistic complexity (Walchli, Ols-
son, & Di Garbo, 2020). For example, were noun classes first marked on nouns?
If so, how did they spread to pronouns or verbs? While several studies have in-
vestigated the synchronic distribution of noun class systems in languages of the
world (Corbett, 2013; Allassonnière-Tang et al., 2021), most diachronic quantita-
tive studies have focused on the evolution of agreement marking in Indo-European
languages (Allassonnière-Tang & Dunn, 2020; Carling & Cathcart, 2021). Few
studies have investigated the evolution of agreement marking in languages with
noun class systems, and even fewer studies have approached this question from
a quantitative perspective with phylogenetic methods. The current study aims to
fill this gap, quantifying the diachronic preference, speed of change, and stability
of noun class markers across multiple morphosyntactic domains in the Atlantic
languages of West Africa, with an eye to inferring the relative chronology of their
development.

2. Data

In this section, we describe how the data on noun class marking was gathered in
a sample of 36 Atlantic languages. We also provide information about how the
phylogeny of the languages in the sample was generated.

2.1. Noun class systems

The Atlantic languages were selected due to their frequent presence of noun class
systems. We consider noun class marking on the noun, in the noun phrase, and
the verb phrase. To be more precise, we consider noun class marking on the noun
itself (via a PREFIX), ARTICLES, PRONOUNS, DEMONSTRATIVES, ADJECTIVES,
CARDINAL NUMBERS, and VERBS. For instance, Segerer (2002, 85-92) shows
that Bijogo (Glottocode bidy1244) has fourteen noun classes that are marked on
the noun itself (e-we [class.E-goat] ‘goat’), adjectives and demonstratives (ño-ogo
n-nE n:-gbon [CLASS.M-rock CLASS.M-DEM CLASS.M-be.big] ‘These rocks are
big.’), pronouns (ya-g [CLASS.YA-PR] ‘them’), cardinal numbers (ya-to ya-nsom
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[CLASS.YA-two CLASS.YA-people] ‘two people’), and verbs (bisaw wO-gbe na-
jOkO na-kotong [Bissau CLASS.WO-ACC.have CLASS.ÑA-house CLASS.ÑA-big]
‘There are big houses in Bissau.’). A language is encoded as marking a domain
as long as one instance of marking is attested. Data were extracted manually
from language grammars and sketches with sufficient available information, while
maintaining a balance across the sub-branches of the language family. This pro-
cess resulted in a sample of 36 languages, displayed in Figure 1.

2.2. Tree Sample

The models used in this paper require a phylogenetic representation of the lan-
guages in our sample, in the form of a tree sample. We matched each speech
variety in our data set to its closest correspondent in a data set of automatically
generated lexical cognacy and sound class characters (Jäger, 2018). We inferred a
phylogeny of the Atlantic languages using RevBayes (Höhna et al., 2016), using a
Birth-Death tree prior (Yang & Rannala, 1997) and a General Time-Reversible
model of character evolution (Tavaré, 1986). We employed clade constraints,
enforcing a split between the North and Bak languages and including the seven
higher-order subgroups found in Glottolog (Cangin, Central Atlantic, Fula-Sereer,
Jaad, Naluic, Tenda, and Wolof-BKK), ensuring that trees that do not contain these
subgroups are assigned zero posterior probability. We run 500,000 iterations of
Markov chain Monte Carlo over 4 chains, discarding the first half of samples as
burn-in and monitoring convergence by comparing the log posteriors of the chains.

3. Method

We explore differences in the diachronic behavior of noun class marking across
the seven domains of marking in our sample via phylogenetic comparative meth-
ods. We assume that marking in each domain evolves independently according
to a continuous-time Markov process parameterized by two rates, a gain rate αd

and loss rate βd : d ∈ {1, ..., 7}. We infer the rates for all features jointly us-
ing RStan (Carpenter et al., 2017). We place Gamma(λ, λ) and Gamma(µ, µ)
priors over α and β, respectively, where λ, µ ∼ Exp(1), and incorporate phy-
logenetic uncertainty by inferring rates for 100 trees from our tree sample and
aggregating posterior samples of rates across trees. We use posterior rate val-
ues in order to generate a number of quantities of interest to the properties men-
tioned above, as described below. Code employed in this paper is available at
https://github.com/chundrac/JCoLE2022-atlantic.

Stationary probabilities of noun class marking We make use of the station-
ary probability of noun class marking in each marking domain in order to op-
erationalize the LONG-TERM PREFERENCE FOR NOUN CLASS MARKING across
different morphosyntactic elements. The stationary probability of a continuous-
time Markov chain represents the probability that the system will be in a particular
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Figure 1. Maximum clade credibility tree of languages in data set, along with data

state as time approaches infinity, as well as the long-term preference of the system
for a particular state. For a binary feature with a gain rate α and loss rate β, the
stationary probability is equal to α

α+β . We compute posterior stationary proba-
bilities of noun class marking in each domain from the posterior distribution of
rates.

Speed of change Inferring gain and loss rates also allows us to compute the
OVERALL SPEED OF CHANGE, irrespective of the direction of change for all pos-
terior samples. Given a gain rate α and a loss rate β, the overall speed of change
is α+ β.

Phylogenetic stability We carry out ancestral state reconstruction for the internal
nodes of the tree on the basis of the inferred rates. For each pair of rates in the
posterior sample, we compute the probability of noun class marking at each node
in the tree and draw a Bernoulli variate indicating the presence or absence of noun
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class marking. We then average these values, yielding a posterior probability of
presence between 0 and 1. On the basis of these reconstruction probabilities,
we infer the phylogenetic stability of marking in each domain according to the
Bayesian method of Borges et al. (2019), which provides an index of a feature’s
relative invariance over time, regardless of whether it is preferred or dispreferred.
We infer posterior values of the stability metric jointly across marking domains
for all trees in the sample.
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Figure 4. Cross-sample pairwise differences in stability between marking domains, across samples

4. Results

We compare posterior distributions or each metric of interest across pairs of do-
mains. Following Gelman, Hill, and Yajima (2012), feature pairs display deci-
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sively contrasting behavior if differences between values in 95% or more of sam-
ples are greater/less than zero.1 The 85% cutoff serves as strong but not decisive
evidence. Inter-feature comparisons for long-term noun class marker preference,
speed, and stability can be found in Figures 2, 3 and 4, respectively. Features are
organized according to their median posterior values, in increasing order.

The following cline can be found with respect to long-term noun class mark-
ing: VERB < PRO, ART < CARD, ADJ, PREF, DEM (where << indicates decisive
and < indicates strong evidence for a difference). There is additionally deci-
sive evidence that cardinal numbers, adjectives, prefixes and demonstratives show
greater preference for noun class marking than verbs and that demonstratives show
greater preference for noun class marking than pronouns and articles.

Prefixes exhibit the lowest speed of change, followed by adjectives, demon-
stratives, verbs, articles, cardinal numbers and pronouns. Unlike preference for
noun class marking, no decisive breaks can be found along this cline. There
is decisive evidence that articles, cardinal numbers, and pronouns exhibit faster
change than prefixes; additionally, there is strong evidence that pronouns exhibit
faster change than adjectives, demonstratives, and verbs, and that articles, cardinal
numbers and pronouns exhibit faster change than verbs.

In some ways, results for stability mirror those of speed, with pronouns, arti-
cles and cardinal numbers exhibiting lowest stability and highest speed, verbs ex-
hibiting intermediate values for both metrics, and adjectives, prefixes and demon-
stratives exhibiting highest stability and lowest speed. Here, however, we see
decisive and strong evidence for breaks along the cline of stability: PRO << ART
<< CARD, VERB, ADJ < PREF, DEM.

5. Concluding discussion

The high preference and stability for demonstratives is in line with the literature.
From a diachronic point of view, demonstratives are frequently the source of gram-
maticalization processes in Atlantic languages. Demonstratives inflected for class
frequently grammaticalize as class pronouns, which then reinforce and extend
class agreement (Creissels & Pozdniakov, 2015). The high preference and stabil-
ity for marking on nouns also dovetails with received wisdom. For example, in
noun class languages that lost grammatical agreement, markers are generally still
found on nouns (Kießling, 2018). The lower preference for noun class marking
on verbs is expected as noun class marking typically starts from within the noun
phrase and then extends to the verb phrase (Tang & Her, 2019). Results show that
the marking on pronouns is the least stable and most in flux, which reflects that

1Debate exists regarding the danger of false discoveries under multiple comparisons in a Bayesian
framework. Our hierarchical model has a partial pooling index of 0.67 (Ogle et al., 2019), which
corresponds to a low rate of false positives but a high rate of false negatives. A full appraisal of this
issue is outside of this paper’s scope but will be addressed in future work, e.g., via a mixture model.
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the presence of class pronouns is likely to interact with the grammaticalization of
demonstratives and other diachronic factors.

The results also indicate that marking on demonstratives, prefixes, and adjec-
tives is the most stable and preferred in comparison to articles, cardinal numbers,
pronouns, and verbs. This speaks to the development of noun class marking first in
nouns and demonstratives, subsequently spreading to other elements in the noun
phrase and finally to the verbs. However, our models do not quantify the complex
diachronic interactions between these different markers. For example, are noun
class markers most likely to be found on nouns before demonstratives, or vice-
versa? In future work, models of correlated evolution can be employed to further
assess the interactive dynamics between different noun class markers.
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