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Abstract

This article focuses on overlapped speech and gender detec-
tion in order to study interactions between women and men
in French audiovisual media (Gender Equality Monitoring
project). In this application context, we need to automatically
segment the speech signal according to speakers gender, and
to identify when at least two speakers speak at the same time.
We propose to use WavLM model which has the advantage of
being pre-trained on a huge amount of speech data, to build
an overlapped speech detection (OSD) and a gender detection
(GD) systems. In this study, we use two different corpora. The
DIHARD III corpus which is well adapted for the OSD task
but lack gender information. The ALLIES corpus fits with the
project application context. Our best OSD system is a Tem-
poral Convolutional Network (TCN) with WavLM pre-trained
features as input, which reaches a new state-of-the-art F1-score
performance on DIHARD. A neural GD is trained with WavLM
inputs on a gender balanced subset of the French broadcast news
ALLIES data, and obtains an accuracy of 97.9%. This work
opens new perspectives for human science researchers regard-
ing the differences of representation between women and men
in French media.
Index Terms: overlapped speech detection, speech, gender

1. Introduction
Gender equality in audiovisual media is a societal concern of
major importance. Gender representation is mainly studied with
statistical analysis carried on various features such as speaker
role, gender, speaking time, extracted directly from manual an-
notations [1]. However, due to the high cost of manual anno-
tations, such studies have a limited impact in terms of covered
topics and amount of data. Recently, systems have been de-
veloped in order to automatically extract some descriptive fea-
tures, like gender [2]. However, gender information alone is
not enough to study interactions between women and men in
audiovisual media and additional information such as overlap-
ping speech is needed. In the framework of the French GEM
(Gender Equality Monitoring) ANR project, we aim at auto-
matically detecting interruptions in regards to the gender of the
concurring speakers. Interruption being a subjective notion, we
use the presence of overlapped speech as a proxy to reduce the
number of candidate areas. In this article, we thus focus on both
overlapped speech detection (OSD), and gender detection (GD)
from speech.

As aforementioned, OSD is interesting in the scope of our
project, but has also a wide range of applications in automatic
speech processing. Indeed, it consists in extracting speech seg-
ments with at least two concurrent speakers. Therefore, it is
widely used as a pre-treatment to ensure processing of single-
speaker speech segments. As shown in [3] the presence of un-
treated overlapped speech degrade the performances in diari-
sation (speaker segmentation and clustering which answers the

question “who speaks when”). It thus proved to be a fair im-
provement to handle them [4]. It is also a useful task in auto-
matic speech recognition, as most systems assume that they are
fed with single-speaker utterance. Overlapped speech thus are
an important source of error [5].

GD is usually considered as a 2-classes classification task
(male or female) of speech segments. This binary approach is
motivated with physiological reasons, for instance the fact that
men usually have lower pitch than women. However, the fact
that a system can only return two values can raise some social
issues, for example in the case of non-binary gender definition.
In the data used in our work, gender annotations follows this bi-
nary approach, thus our proposed systems will be able to return
only two values.

The paper is organised in the following way : Section 2
presents current and past works on overlapped speech detection,
gender detection, and the pre-trained feature extractor funda-
mental in our experiment. Section 3 describes the corpora and
the features used in our experiments. Sections 4 and 5 present
our overlapped speech detection and gender detector systems
with pre-trained features in input. Finally, the last section dis-
cusses the results and shows possible applications in the context
of audiovisual media.

2. Related works
2.1. Overlapped Speech detection

OSD is a sequence-to-sequence classification task, i.e. the au-
tomatic system has to return a numeric sequence given a speech
segment in input. Usually the output frame rate is set to 10 ms,
and the output is binary with 1 meaning the presence of over-
lapped speech and 0 otherwise. Some works combined an
overlapped speech detector with a voice activity detector or a
speaker counter, thus using more than 2 classes [6, 7].

Multiple representations of the speech signal are used for
automatic audio signal processing. Low-level acoustic features
are used for a long time, such as Mel Frequency Cepstral Co-
efficients (MFCCs) and Mel Filter Banks. These features both
use a Mel scale, which is close to human perception of sound,
and still bring fairly good results with low calculation times.

Improvements have been made on acoustics features with
for example the pyknogram, an enhanced time-frequency rep-
resentation [8].

With the extensive use of neural networks, the current trend
is to get rid of hand-crafted acoustic features and let the network
learn its own best acoustic representation given the task. For
example, SincNet [9] network originally developed for speaker
identification, is able to learn a speaker representation directly
from the time domain. Such a representation has been proven to
be very efficient for OSD [4]. x-vectors [10], i.e. considered as
speaker embeddings, are trained for speaker identification, but
are also efficient for OSD [11].

Most of the current OSD systems use sequence-to-sequence



neural architectures, mainly recurrent networks including
LSTMs (Long Short-Term Memory) [12]. This architecture is
a relevant choice due to its capacity to deal with variable length
sequences. The bi-directional variant (BiLSTM), which relies
on the past and future context, brings an improvement as over-
lapped speech detection depends on the context.

Convolutional neural networks (CNN) have been recently
used in audio and speech processing. Following this trend,
OSD systems based on convolutional layers are becoming fre-
quent [13], granting results as good as the one obtained with
recurrent layers, with smaller training duration. Some OSD
systems combine recurrent and convolutional layers to improve
performances [6]. Finally, the Temporal Convoluted Network
(TCN) originally developed for sequence modelling [14] have
been adapted for speaker counting in overlapped speech [15].
Indeed, this network combines a good representation of the low-
level context with the first convolutional layer, and exploits a
long context provided by stacked dilated convolutional layers.
Speaker counting being reasonably close but harder compared
to overlapped speech detection, we hope that the issue presented
in [15] on high number of concurring speakers will not apply to
our task.

2.2. Gender recognition

Gender detection (GD) from speech is usually considered as a
2-classes classification task where the model returns either ‘fe-
male’ or ‘male’. Model performances are evaluated in terms of
accuracy. This task is usually considered as well-defined and
almost resolved task. Indeed, different models have been used
from the 90s (two HMM [16] in 1996, or SVM [17] in 2008),
and all of them have reached accuracy above 90%. More re-
cently, neural networks have been used to predict gender from
voice [2]. The lack of common corpus, combined with good
results in each evaluation, makes it difficult to assess the degree
of improvement of these types of systems.

2.3. Pre-trained features for audio segmentation

Recently, following the success of the language model
BERT [18] on textual data representation, various models which
learn audio data representation have been developed. The ob-
jective is to train a system to a single task requiring an exten-
sive representation of the underlying audio data. Once the net-
work is trained, the last few layers are then removed to get a
system building an extensive vectorial representation of audio
data, which can then be used as input features. Overlapped
speech can be considered as rare in speech signals (less than
10% in duration), therefore we lack real data to train OSD mod-
els. Such pre-trained features can help to mitigate the small
amount of overlapped speech data, because they were learnt us-
ing huge quantity of data. Our work is based on the new fea-
ture extractor created by Microsoft, named WavLM [19]. This
system is a new self-supervised system built with transformer
blocks trained on Mix94k, a corpus of 94k hours drawn from
LibriLight, VoxPopuli and GigaSpeech. WavLM learns to rep-
resent speech by masking a part of the signal and trying to pre-
dict the hidden part. On this aspect, this system is similar to
the self-supervised systems HuBERT [20] and wav2vec2.0 [21].
During the training, artificial overlap has been implemented to
augment the number of data by summing two audio segments.
This makes WavLM particularly suitable for overlapped speech
detection as it already seen artificially overlapped speech dur-
ing the training phase. This is the major reason, we chose this
feature extractor for our speech processing tasks. In order to be

able to represent the diversity of the speech data used to train
WavLM, the network architecture involves a lot of parameters.
For example, its large variant, which reaches the best perfor-
mances on the SUPERB benchmark [22] has 316.62 M parame-
ters. Consequently, such a model is very costly to train, in time,
energy and money. Fortunately, pre-trained models are avail-
able on torch hub 1 in all of its variants. It is therefore usable by
the vast majority of the community.

3. Corpus and features
3.1. Corpus

This section presents the two corpus used in our study. DI-
HARD corpus is used to train and evaluate OSD systems, while
ALLIES is used to train and evaluate GD systems. Table 1 sum-
marizes the characteristics of these databases.

Table 1: Characteristics of the annotated corpora: total du-
ration, overlap and gender proportion in duration, number of
speakers (female speakers).

Corpus Dur. Overlap Female #Spks (F)
DIHARD 34h 11.6% NA NA
ALLIES 307h 3.2% 27.3% 5711 (2001)
ALLIES-G 18h NA 50.0% 1576 (798)

The DIHARD corpus [23] is the corpus provided for the
eponymous challenge in 2020. This corpus has been designed
to contain ‘difficult’ data, i.e. data with various recording quali-
ties, situations and spontaneous speech. Spontaneous speech by
nature contains a lot of overlapped speech. This corpus is thus
adapted to the OSD task. This corpus has been divided accord-
ing to the distribution used for the evaluation campaign, in a
train set and a development set, while the test set is provided by
the organisers. This corpus can not be used for gender detection
as it has not been annotated in gender.

The ALLIES corpus is a French broadcast media corpus
that extends previous speech evaluation campaigns [24]. This
corpus is composed of different types of shows (broadcast news,
interviews, debates) which have been partially segmented in
terms of speaker and gender, thus making it suitable to our gen-
der detection task. The ALLIES annotated partition represents
3̃07h of gender unbalanced speech: female speech represents
only 27.3% of the total duration. To ensure a minimal data bias
for gender detection, we extract a balanced subset of this cor-
pus, referred as ALLIES-G in Table 1. The limiting number of
speakers is the number of female speakers (798). The eventual
cross-show presence of speakers with different names has not
been treated. From ALLIES reference segmentation, we extract
single speaker speech segments. We then split the speakers in
train and test sets with the following rules:

• The intersection between train, dev and test sets must be
null.

• There must be 40 females and 40 males in test set.
• There must be the same number of males and females in

the train set.
From these selected speakers, we select 4000 1s segments for
test set and 60000 1s-segments for train set by balancing the
number of speech segments per speaker 2.

1https://pytorch.org/hub/
2Available on https://git-lium.univ-lemans.fr/

mlebourdais/corpora/



To be able to further evaluate our systems on full shows,
11 audio files have been discarded from ALLIES-G. These files
have been manually chosen because they contain a lot of inter-
actions and different genders. This test set consists of three 1h
debate shows from 2011 to 2014 produced by the French TV
media LCP.

3.2. Features

In our experiments, two types of features are used: low-level
features MFCCs and WavLM pre-trained features.

MFCCs are extracted on 2s-audio segments to serve as a
baseline. 20 MFCCs completed by the deltas and the deltas
second without the energy for a total vector of dimension 59,
are extracted every 10ms on a 30ms window.

WavLM: The second set of features is extracted with
WavLM [19]. For OSD, we used the large version of WavLM 3

which returns 1024-dimension vectors per frame, without fine-
tuning the model. A segment of 2 seconds at 16 kHz is given
in input of our model. A linear layer added on top of WavLM
enables to return a 200 samples sequence, aligned with our ref-
erence (1 in presence of overlapped speech, 0 in other case). GD
is usually considered as an ‘easy’ task. Therefore, we decided
to use a smaller model, also trained on the same Mix94k, called
‘Base-plus’ in WavLM nomenclature. It returns 768-dimension
vectors.

4. Overlapped speech detector (OSD)
4.1. Architectures

First, a Recurrent Overlap Speech Detector (ROSD, Fig. 1),
adapted from pyannote OSD system [25], contains two 128-
dimensional BiLSTM layers followed by two 128-dimensional
linear layers and a 2-dimensional output layer representing
overlapped speech and non overlapped speech.

BiLSTM 128

BiLSTM 128

Linear 128

Linear 128

Linear 2

Figure 1: Recurrent Overlap Speech Detector (ROSD) network.

The second system (referred as TCN) is the TCN archi-
tecture developed for speaker counting in [15]. In our case,
the output layer is a binary classifier which returns overlapped
speech and non overlapped speech classes. Both architectures
are trained with a cross-entropy loss during a maximum of 120
epochs.

4.2. OSD system results

The experiment is conducted on DIHARD3 for ROSD and TCN
architectures combined with MFCC and WavLM inputs. Table2
shows F1-score, precision and recall on the test set. The state of
the art performance for OSD is claimed by [7] with a F1-score

3model is available on torch.hub at wavlm large in s3prl/s3prl

Table 2: OSD results on DIHARD3 test. F1-score, Precision
and Recall in %

Input Archi Param Prec Recall F1-score
MFCC ROSD 0.638 M 34.2 60.8 43.8
MFCC TCN 0.268 M 46.6 59.8 52.4

WavLM ROSD 1.647 M 61.0 63.6 62.3
WavLM TCN 0.352 M 60.1 67.1 63.4

Bredin et al. [7] 57.2 62.8 59.9

of 59.9%. TCN and ROSD systems based upon WavLM signif-
icantly beats this result with respectively 63.4% and 62.3% of
F1-score.

More precisely, WavLM features (63.4% with TCN) seems
to better represent overlapped speech than MFCC (52.4% with
TCN) with an absolute gain of almost 11 points. A small ad-
vantage (1.1 in absolute) for TCN is observed over ROSD with
WwvLM features.

The second advantage of using TCN with high-dimensional
inputs such as WavLM is that the first convolutional layer of
this network reduces rapidly the number of dimensions, thus
limiting drastically the overall parameters.

5. Gender classification
5.1. Architectures

The gender classification backbone is a recurrent network with
one 64-dimensional LSTM layer. Two different approaches are
tested which only differ by the last output layer.

The first approach referred as GD1 outputs two classes (fe-
male, male). A 2-dimensional output linear layer is added to the
backbone and summed for each class before applying a softmax.
The argmax of the softmax output gives the final predicted gen-
der. In this approach the model is trained with a cross-entropy
loss. The main drawback of this approach is that, in case of
overlapped speech, it can predict only one gender.

To cope with this issue, we propose a second approach
based on two independent models: the first predicts the pres-
ence of male, while the second predicts the presence of female.
For each, a linear layer outputs a numerical value, summed at
the segment level. The final prediction, is the argmax between
the outputs of the two values given by the two models. This
approach is considered as a regression task, therefore a RMSE
loss is used to train the two models. This second approach is
called GD2 in the following tables.

In preliminary experiments, we have shown that WavLM
outperforms MFCCs input features in the same manner than for
OSD. Therefore, only WavLM results are reported. All the sys-
tems are trained on the balanced ALLIES-G train corpus. Ex-
cept the number of epochs, no hyper parameters needs to be
tuned on a development set. The final models are obtained with
2 epochs only as the loss function do not significantly improves
after.

5.2. Results

Table 3: Accuracy results (%) of GD systems on ALLIES-G test

System Acc Acc M Acc F
GD1 94.9 97.8 92.1
GD2 94.4 98.0 90.8



Our systems are evaluated with a global accuracy (Acc) that
counts the number of well-classified samples over the total num-
ber of samples, and one accuracy per gender (Acc M, Acc F).
The results (see Table 3) of our systems all reach results above
90% of accuracy consistent with state of the art. We can notice
that even when the data bias is strongly limited, female accu-
racy is generally lower than male accuracy, in the same way as
most of speaker recognition tasks. GD2 system gives slightly
lower performances than GD1, however GD2 has the advantage
of being tunable with a threshold in order to better balance the
accuracy between classes.

5.3. Analysis of GD errors according to pitch

Figure 2: Gender detection errors normalized by the total num-
ber of samples with respect to voice pitch in logF0

We noticed that the GD accuracy is extremely variable ac-
cording to the speakers. We hypothesize that both systems build
their decision on implicit pitch information.

The Figure 2 shows the distribution of errors with respect
to the pitch extracted on all segments using YIN algorithm [26].

We expected that most of the errors occur where the two
distributions overlap, however we observe that the errors mainly
occurs in the distribution tails. For example, the 5% female
speech segments with the lowest pitch (logF0 between 4 and
4.69), those the most confused with the male distribution, only
have Acc F=76.9%. In comparison, the female segments in the
middle of the distribution reach Acc F= 96.8%, and 97.8% for
those in the 5% highest part of the distribution. The same ten-
dency is also observed for male speakers: 96.4% for the high-
est 5%, 98.3% for the middle of the distribution, 100% for the
not mixed part. From this analysis, we confirm that GD model
decisions are affected by pitch related information but also by
additional cues to be further explored.

6. Discussions and perspectives
In the medium term, the objective is to automatically detect gen-
ders into overlapped areas. We propose to evaluate a combined
overlapped speech detector and gender detector system on one
of the complete debate show from ALLIES that have never been
seen in training phases.

In this preliminary study, our OSD system has not been
adapted to ALLIES data, therefore we will only consider refer-
ence overlap segments and gender scores predicted by the two
gender models (GD2 approach). GD2 output values are com-
puted over a sliding window of 1 second with a 10ms step.

Figure 3 shows an example for 1 minute of speech drawn
from a debate (ALLIES corpus). The predicted gender scores

Figure 3: Gender segmentation reference (top), gender predic-
tion scores (bottom) and reference overlaps (red rectangles) on
a full show (one minute excerpt)

are plotted in the bottom panel as well as the reference overlaps
(red rectangles). The top panel shows the reference gender seg-
mentation. From 35’10” to the end, a female speaker has been
identified (the green curve is over the blue one). From the be-
ginning to 35’10” and around 35’30” two overlap segments are
present in which both male and female are speaking. The male
and female scores are close to an absolute male and female av-
erage. We hypothesize that it indicates a probable presence of
both genders.

The ALLIES corpus is dedicated to single and cross speaker
diarization and speaker identification. Most of the speakers are
precisely identified by forenames and family names, while the
overlapped speech boundaries and gender annotations are less
accurate. This preliminary study shows that references need to
be manually verified before proposing a joint evaluation frame-
work for overlapped speech and gender detection.

7. Conclusions
In the framework of GEM project, we study overlapped speech
detection and gender detection tasks. We present two sys-
tems based on WavLM and neural network architectures (TCN,
LSTM and biLSTM). Experiments, conducted on the DI-
HARD3 and ALLIES corpora, overtake the state of the art for
overlapped speech detector whereas the gender detector reaches
an accuracy of 94.9% on a gender balanced dataset. This there-
fore concludes that WavLM based architecture are versatile and
competitive with standard features. Moreover, pitches and dy-
namics of gender scores show promising results, thus motivat-
ing the further development of a joint gender and overlapped
speech detector.
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