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expectations with least-square Monte Carlo?

Aurélien Alfonsi* Bernard Lapeyre' Jérome Lelong?

May 11, 2023

Abstract

The problem of computing the conditional expectation E[f(Y")|X] with least-square
Monte-Carlo is of general importance and has been widely studied. To solve this prob-
lem, it is usually assumed that one has as many samples of Y as of X. However, when
samples are generated by computer simulation and the conditional law of Y given X can
be simulated, it may be relevant to sample K € N values of Y for each sample of X. The
present work determines the optimal value of K for a given computational budget, as well as
a way to estimate it. The main take away message is that the computational gain can be all
the more important as the computational cost of sampling Y given X is small with respect to
the computational cost of sampling X . Numerical illustrations on the optimal choice of K
and on the computational gain are given on different examples including one inspired by risk
management.
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1 Introduction and Framework

We consider the classical problem of computing a conditional expectation using a least-square
Monte Carlo approach. To be more precise, let (€2, F,[P) be a probability space, X : Q —
R? and Y : Q — RP be two random variables and f : R? — R be a measurable function
such that E[f(Y)?] < oo. We are interested in computing E[f(Y)|X] by using a parametrized
approximation. Thus, we introduce a family of measurable functions ((6, -))gers from R? to
R satisfying for all § € R?, E[p(6, X)?] < co. This family will be used to approximate the
conditional expectation E[f(Y")| X]. It is well known that E[f(Y")|X] solves the two following
minimisation problems

inf E[(Z-f(Y))], inf E[(Z-E[f(Y)X])],

ZeLl?(Q,0(X)) ZeL?(Q,0(X))

where L?(Q,0(X)) denotes the set of square integrable random variables that are measurable
with respect to the o-algebra generated by X. Therefore, we are interested in the following
minimization problems

inf E[(p(6,X) = F(V))?], jnf E[((6, X) — E[f(¥)|X])?] (1)
In practical cases, all these expectations are not explicit and it is often used Monte-Carlo es-
timators to approximate them. The classical problem of regression consists in minimizing
~ Zi\il (¢(0, X;) — f(Y;))? with respect to 6, where (X;,Y;);>; is a sequence of iid random
variables with the same distribution as (X, Y"). In this work, we consider the possibility of hav-
ing for each X; many samples of Y given X;. This is the case when samples are generated by
computer simulation and when the conditional law of Y given X can be simulated. More pre-
cisely, let (X;);>1 be a sequence of iid random variables following the distribution of X. For
each 7 > 1, we introduce independent sequences (Y;(k)) >1 of iid random variables following the
law L(Y|X = X;) of Y conditionally on X = X;. For N, K € N*, we define the sequence of
functions v% : R? — R by

N

HOEESY <90(9, X)- 2> f@@‘“)) . @)

i=1 k=1

We are interested in finding 6% minimizing v, so that (6%, X) will give an approximation of
E[f(Y)|X]. Formally, the two minimisation problems of Equation (I]) correspond respectively
to N =00, K = 1and N = K = co. Note that the minimisation of (2)) with K’ = 1 corresponds
to the classical case, with as many samples of Y; as of X;. Up to our knowledge, most of
the literature (if not all) considers the case of minimizing v} to approximate the conditional
expectation, and we refer to Gyorfi et al. [GKKWO2] for a nice presentation of the topic and
references. This may be understood from the point of view of statistics: on empirical data, one
usually have as many observations of X’s and Y’s. However, when X and Y are generated by
computer simulation, it is relevant to consider the possibility of sampling K > 2 values of Y



for a given X. The natural question then is to understand how to choose N and K in order to
achieve the best accuracy for a given computational time. This is the goal of this paper.

The problem of computing conditional expectations is an important problem that arises in
many different fields of research, such as the approximation of backward stochastic differential
equations [BT04, \GLWOS]], the pricing of American options and more generally optimal stop-
ping problems [LS15], and stochastic optimal control problems [BKS10]] to mention a few. It
has a particular relevance in risk management, see e.g. [BBR09, BDM 15, IKNK18]], where fi-
nancial institutions have to evaluate risk from a regulatory perspective. The valuation of future
risks naturally involves conditional expectations. To be more precise, let us consider the case of
insurance companies that have to calculate their Solvency Capital Requirement (SCR). This SCR
can be calculated by computing expected losses under some stressed scenarios. This regulatory
procedure to evaluate risk is called the “standard formula”. If one aims at evaluating the SCR at
a future date 7" with the same procedure, one has to compute conditional expected losses under
the different stressed scenarios, given all the market information between the current date and 7",
see [ACIA21]]. Therefore, one naturally has to deal with the numerical approximation of con-
ditional expectations. Let us stress that it is usually natural in this context to be able to sample
conditional laws: assets are usually modeled by a Markovian process that can be simulated, and
we can then simulate as many paths as desired after 7', from a given path up to time 7.

Many works have developed numerical methods based on nested simulations and refinements
to approximate an expectation that involves conditional expectations. Among them we can cite
[GJ10] which optimize nested simulations to estimate a value at risk on a conditional expectation,
[BRS12] which study nested simulations in the context of risk insurance modeling and [ACIA21]
which use a multilevel approach on the same kind of insurance problem. But to the best of
our knowledge, none of these works are interested in the nested approximation of conditional
expectations using a parametric representation as done in this work.

The paper is structured as follows. First, Section [2] presents our main assumptions, under
which we are able to show, by quite standard arguments, the convergence of 6% as well as a Cen-
tral Limit Theorem. Section [3| presents the main results of the paper. In particular, Theorem [3.2]
gives a precise asymptotic of the suboptimality of §% (with respect to #*) as a function of K
and /V, and the optimal value of K for a given computational budget. It also gives estimators to
approximate it. The computational gain is all the more important as the computational cost of
sampling Y given X is small and the approximation family is close to the conditional expecta-
tion. Section ] gives a focus on the particularly important case of linear regression. We are able
to refine the result of Theorem [3.2]in this context. Besides, Proposition 4.3 shows for a particular
choice of approximating functions that the optimal value of K can be arbitrarily large. Finally,
Section [5| presents numerical results and shows the relevance of considering A > 1 on different
examples. We also compare different estimators that approximate &, and it comes out that one
estimator is more relevant for practical use.



2 Assumptions and Convergence results

In this section, we apply the general results on the convergence of the estimators of the optimal
solutions presented by [RS93, Section 2.6]. We introduce the function

v™(0) =E [(p(6, X) — E[f(Y)|X])’] 3)

and make the following assumptions.

Assumptions Let C' C R? be a compact set with a non-empty interior C.
(H-1) Uniform integrability: E [supgeq |4 (6, X)ﬂ < 0.

(H-2) The function § — (6, X) is a.s. continuous on C.

(H-3) The function v*>° admits on C' a unique minimizer 6* € C.

(H-4) The function  — (0, X) is a.s. twice continuously differentiable on C' and such that

E {sup |V¢(9,X)|2} <oo; E {Sup ’VQgO(Q,X)’Q] < 0.
oeC oeC

Here, and in the whole paper, the gradient V is taken with respect to 6. Let us note that Hypothe-
ses [(H-D)| [(F{-2)] and [(7{-4)] are satisfied in the case of the linear regression, see Section [ for
further details.

To apply the results on the convergence of the estimators presented by [RS93, Section 2.6],
we introduce the function

K 2
1
— _ (k)
(0, 7) = <so<0, X) - % kX_j its )) ,
with Z = (X, YW, ... Y5, where the sequence (Y #)),~; is conditionally iid given X, and

given X = x follows the distribution £(Y'|X = x)ﬂ We also define, for K € N*, the function
| K 2
K(p\ — (%)
0) =E 0,X)— Y 4
v (6) (w( X) =% k;f( )> : )

and 0§ (0) = £ SN @(0, Z;), so that vX(0) = E[v&(9)]. Since |®(0, Z)| < 2|p(0, X)|> +
2 STK L F(Y®)2, we get the uniform integrability on C' by using The continuity of ¢
with respect to § € C'is clear by and we get the following lemma from the uniform law
of large numbers, see Lemma[A.1]

'In practice, we typically have Y = F(X,U) with U independent of X and F' a measurable function, and
the conditional independence means that Y *) = F(X, U®)) with X, U™, ... UX) independent and L(U®) =
L(U).



Lemma 2.1 Under (H-1)| and [(H-2)| for every fixed K € N, supgec [v&(0) — v5(0)] — 0
almost surely as N — oo.

The next lemma makes explicit the link between v°°(6) and v* () defined respectively by

and (d).
Lemma 2.2 We have for all § € C,
1

v (0) = v(0) + = E[(f(Y) = E[f (V)| X])?]. (5)
Proof. We expand (@) and get
VK(0) = B [(9(0, ) — F)) + 2 3B [(0(6,X) — FY®) (0, X) — Fr®)].
kAk!

On the one hand, using the conditional independence of the Y *)’s, we get for k # k'

E | (6, X) = f(r®)) (0, %) = f(¥*))]
~EE w X) = FY )X E [0, X) — F(r#) x|
— E[((6, X) — BLf(¥)|X])"]
On the other hand, as the conditional expectation is an orthogonal projection,
E[(#(6,X) = f(V))’] = E [(((6, X) — E[F(V)|X]) + (B (V)]X] = F(¥)))’]
— E[(¢(6, X) — E[f(¥Y)|X])’] + E [(ELf(V)|X] = f("))"] .
This yields to the claim. |

Let O (resp. 0*) be a minimizer of v (resp. v>) on the compact set C, i.e.

KK\ __ : K co/Nx\ = [e’s)
vN(QN)—Hnelng(H) and v (0>_612£U ().

By Lemma vX and v> differ only by a constant. So, * is also the unique minimizer of v
for every K. Therefore, we have the following result from [RS93, Theorem Al, p. 67].

Proposition 2.3 Under|(H-1)|{(H-2), (H-3)| for every fixed K, 0% — 0* a.s. when N — oo.

Beside this almost sure convergence result, we also have a central limit theorem under additional
assumptions.



Proposition 2.4 Under the assumptions of  Proposition [2.3] and if
2
E {(gp(@*,X) _ LK f(y<k>)> |V¢(0*,X)|2} < o and the matrix H = V20 (0*) is

positive definite, we have

VN (0 — o) NL> N, 4H'TKHY) (6)
with
= A+ B/K, (7)
where A, B € R%*9 are the following semi-definite positive matrices:
A=E[(p(0", X) = E[f(Y)|X])*Vo(0", X) Ve (6", X)T] , (8)
B =E [(f(Y) = E[f(Y)|X])* Ve (6", X)Vo(6", X)"] . )
Furthermore, we have
N(v>®(0%) — v™=(6%)) N—> 2GTHG with G ~ N (0, H'T*H ™). (10)

Proof. First, we check some properties on gradients. We have V®(0,7) = 2(p(0,X) —
& i SO0, X) and V20(0,2) = 2Ve(0, X)Ve(0, X)" + 2(0(6,X) ~
LS F(Y®))V2p(6, X). From Cauchy-Schwarz inequality,and E[f(Y)?] < oo, we
get that supge [VO(0, Z)| and supye [V2P(0, Z)| are integrable. Besides, the matrix

K 2
( 1 =2 FY®) ) V(0" X )VsO(@*,X)T] : (11)

k:l

' =E

2
is well defined since [E {((p(&*,X) —Lsr f(Y(k))> V(6% X)|2] < oo, and we get (6))

following the result from [RS93 Theorem A2, p. 74].
Let us check that '® = A + B/K. We have

o= L H(ZW >>2X

= %E [E [(0(6%, X) = f(Y))*|X] Vo(6", X)Vip(6%, X)7]
+ —KI; 'k [(p(0%, X) — E[f(Y)|X])? Vep(0", X)Vip(6*, X)T]

= E [(p(6", X) — E[f(¥)|X]*Vip(6", X)Vio(6", X)"]

V0%, X))V (0%, X)T}

1 . . B
+ B [(f(¥) = E[f(V)IX])* Ve (0", X)Vip(", X)T] = A+ .

Last, we have v>(0) — v (6*) = £(6 — 0*)"H(0 — 6*) + |6 — 0*]*c(|0 — 6*|) withe(h) — 0

as h — 0. By Slutsky’s theorem Proposmonmand (), we get (10). [ |

6



Remark 2.5 Note that the matrix A defined by (8)) corresponds to the asymptotic variance of
the optimal regression that we would obtain if we could directly sample E[f(Y")|X]. The addi-
tional term B/K in the decomposition of I'¥ is the extra variance generated by the Monte Carlo
approximation of E[f(Y")| X].

Unless in very specific cases where the function v™> is explicit, it is impossible in practice
to numerically evaluate N (v>®°(6%) — v>°(0*)). The next proposition shows that N (vE (0*) —
v& (X)) has the same asymptotics as (I0). Roughly speaking, the suboptimality of 6* for v& is
of the same order as the suboptimality of #% for v>°. This result will be used in the numerical
section [5to illustrate the convergence.

Proposition 2.6 Under the same assumptions as in Proposition and if C' is convex, we have
NE(0*) — vE(5)) NL> 2GTHG, with G ~ N(0, H'T*H™).
— 00

Proof. We have by Taylor’s theorem

00— 0 = 08— ([ (009 0 + w0 ) ) 0 0. 12
with
VA (0) = %;ww,mww,xf + (sow,xo - me“%) V(6. X.).
By Lemma[2.2] we have
V2R (0) = V2™(0) = 2E [V (0, X)Ve(0, X)" + (p(0, X) — E[f(Y)|X]) VZp(0, X)] .

By [(H-DI)} [(H-2) and [({-4) we can apply [RS93, Lemma Al p. 67] and get that
suppec | V20X (0) — V20> (0)| = 0, almost surely. Since 6", 0% € C and C is convex, we get
—00

fol(l — u) V2L (08 + u(0§ — 6%)) du — fol(l —u) V2> (0K + u(0N — 6%)) du — 0, almost
surely. Since V?v* is bounded on C, we get

1
/ (1 —u)Voy (08 +u(dy —0%)) du — H = V*"(6"),a.s.,
0

N—oo

by using Proposition[2.3] This gives that N (v (6*) — v&(0%)) converges in law to 2GT HG by
using (I2), Proposition 2.4 and Slutsky’s theorem. [ |

3 Main results

In this section, we present our main theorem that determines the optimal allocation between N
and K to approximate the conditional expectation. Let us denote the computational time for

7



sampling X and £(Y|X) respectively by C'x and Cy|x. With these notations, the cost for com-
puting v¥ is proportional to NCx + NK Cy|x. Without loss of generality, we will assume that
Cx = 1. This means that the computational time for sampling X is one unit and that we express
all the other computational times with respect to this unit.

We now discuss the computational cost of calculating #5 by using a gradient descent type

method. Let us observe from the definition of v& in Equation (2)) that <% Zle f (Yi(k))>
1<i<N

can be computed once and for all. Then, the gradient descent applied to v has exactly the same
computational cost as the one applied to v},. This is why we do not include the cost of calculating
6% in our reasoning and only focus on the computational cost of v .

3.1 Optimal allocation between N and K

Definition 3.1 For x > 0, we denote by v(z) € N* the unique natural number such that
(v(z) — Dr(z) <z <v(z)(v(z)+1).
It is easy to check that Vz > 0, | /2| < v(z) < [y/x]. Now, we state our main result.

Theorem 3.2 Under the assumptions of Proposition and if the sequence N(v>®(0%) —
v>°(0%)) N>1 is uniformly integrable, we have

tr(TEH1)

B0 (05)] = v (6) +

+o(1/N),

as N — oo. If A # 0, the asymptotic optimal choice minimizing E[v>°(0%)] for a computational
budget c — o0 is to take

c tr(BH™)
N =|— |, K*= .
L—i—K*Cyp(J ’ U(Cyp(tr(AH—l))

Note that if A = 0 and P(Vp(0*, X) # 0) > 0, then p(6*, X) = E[f(Y)|X]. The condition
A # 0 ensures that tr(AH 1) > 0.

Proof. We have by Proposition N(>(05) — v>°(0%)) NL> 2GTHG with G~
—00

N (0, H'T'® H=1). From this convergence in distribution and the uniform integrability assump-
tion, we get E[N(v>®(0%) — v>°(0*))] — 2E[GTHG]. Let C = vV H-'TKH-1. Then, G has
the same law as CG with G' ~ N(0, 1) and thus E[GT HG] = E[GTCHCG] = tr(CHC) =
tr(HC?) = tr(I'® H~1), which gives the first claim.
As N — oo, the minimization of E[v>°(0%)] with respect to K amounts to minimizing
tr(I' H=1) with respect to K. For a large enough budget ¢, the problem becomes
of tr(AH™Y) N tr(BH_l)'

N,K €N N KN

Then, we apply Lemma[A.2]to get the claim. [ |



Remark 3.3 Theorem [3.2] gives the asymptotic optimal allocation to minimize E[v>° (0% )]. Un-
fortunately, it involves the matrix A which is in general unknown and may be difficult to estimate.

When 6 is a one dimensional parameter, A, B and H are scalar values and thus K* = v (ﬁ) .

Otherwise, since H is a definite positive matrix, we have A\;; [, < H < XHIq and thus
N tr(TE) < (DK HY) < A (D).

Therefore, it is reasonable (though not optimal) to minimize tr(I'*) under the same computa-
tional budget constraint, which then leads to

V= [remml o = ()

The next corollary gives a bound on the computational gain that can be obtained by the
optimization of K given by Theorem [3.2]

Corollary 3.4 (Comparison of the estimators 6% and 03, for a fixed computational budget)
Let ¢ be the computational budget. Under the assumptions of Theorem and with
N = [c¢/(1 4 Cy|x)], we have
E[v>(05.)] = v (0") ~emoo 1 (B (0))] — v(6")),

with

. (1+v(§)Cyx) (1 + %Qﬂx) c tr(BH) 03

r’ = , &= :
(]. —|—Cy|X>(1 —|—€Cy|X) Cy‘X tI'(AH_l)

Cyx
1+CY\X

Cy|x
1+CY\X.

This multiplicative gain r* € (0, 1] satisfies r* > and limg_, oo 17" =

Note that if Cy|x = 1, i.e. the computation time of sampling £(Y'|.X) is the same as the one
of sampling X, we cannot reduce the computation time more than by a factor 1/2. Besides, the

smaller is Cy|x, the more we may hope a significant reduction of computational time, and this
Cy|x
1+CY\X :

really occurs if £ is large, so that r* ~

Proof. Since we are comparing 0% and 6% for the same computation budget, we have ¢ ~ 4,
N(1+ Cy|x) ~esoo N*(1 + K*Cyx). By Theorem the multiplicative gain in precision is
_(@EH)/NY (@ HT) 14 KOy

tr(TTH-1) /N c=oo tr(I'THT) 1+ Cyx
Since ' = A+ B/K and K* = v(£), we get (T3) after simple calculations. We have r* < 1

. ol . . c .
since (&) + % < 1+&r > HE‘Y)‘(X since v(§) > 1 and limg oo 7% = ﬁ since

Remark 3.5 By the same reasoning as in the proof of Corollary we can define
K tr(FKH_l) 1+Koy|x
= X
tr(TTH-1) 1+ Cyix
as the multiplicative gain resulting from using 0% instead of #%,. Note that this is indeed a gain
if 7 < 1 and that we have r* = %",

*

(14)



3.2 Estimation of the matrices A and B

In practice, to calculate the value of K* given by Theorem [3.2] we need to estimate the matrices
A and B. Let (X, Y;(I), . ,Yi(K))i be iid samples such that for all i, X; ~ X and Y;(k)
LY|X = X;) fork = 1,..., K being sampled independently given X;. From these samples,
we can compute 0% and define

K 2
= —Z< (8. X ! Zf '“) ) V(0% X)) V(0% X)T. (15)

k:l

Proposition 3.6 Assume|[(H-I)| (H-2), [(H-3)| [(H-4) and

E[supw(e,sto(e,xnﬂ < oo, E[ﬂm?supww,xn?] co.  (16)
feC oecC

Then, we have f‘ﬁ —  I'% almost surely.
N—00

Proof. We define the function g : R? x R? x (RP)E — R7*¢ by

90,2, (Y™ ) 1<) = ( (0,z) — —Z (k) > V0, 2)Ve((0,2)".

Assumptions [(H-1)} [(H-2)| |(H-4)| ensure that the function § — gx (0, X, (Y*)), <) is as.
continuous, while Assumption (T6) gives the integrability of supycc |gx (6, X, (Y1 cpc ko).
From Lemma |[A.T] we get that
|
sup |— Y gx (0, X;, (V" 1crer) — Elgr (0, X, (V) 1c0<5)]| = 0, a.s.
occ | N =
From Proposition 0K — 0* a.s. Hence, we deduce that I — 'K as. [ ]

Estimators for A and B From Proposition [3.6] and Equation (7)), we deduce estimators of A
and B. For K, K5 € N* such that i; < K5, we have by Propositionwhen N tends to +oo

~ ~ K K.
KoDKe — | K s KK (PNI - FN2>

.S. — B a.s.
Ky — K, ’ Ky — K, -9

We will mainly use K; = K and K, = 2K for a given K € N*, which leads to simpler formulas

Ag = 2l2K _PE B — 9k (rﬁ - F?VK) .

10



Besides, we rather work with the following antithetic estimators:

=1 = k=1
_ 2
1 = (k) 2K 2K T
— 5 [ POR XD — = D T || Vel X)Ve(0iF, X))
k=K+1
) LA i | K 2 | 2K
B??“=2K<NZ[§< (9?5(,&)—?2]0(11(“)) +5 | w0 X)) - = D
=1 k=1 k=K+1
1 2K 2
i ) i
- (w(eva,X» 5 2 1) ]V@(Q?vKaXi)VSO(QJQVKaXz)T)

Note that the same value of 63 is used. Similarly, we have the almost sure convergence of these
estimators respectively to A and B as N — oo. Thanks to the convexity of the square function,
B}{”“ is a semi-definite positive matrix. Unfortunately, the matrix A%’“ may not be semi-definite
positive. More generally, the matrix A is in general difficult to estimate. From its definition (8],
we see that the better is the approximation family (¢, X), the smaller is the matrix A for the
natural order (Lowner order). Thus, when the conditional expectation is well approximated, the
matrix A is small and may be smaller than the noise in O(N~%/2), so that the estimated matrix
A%‘“ may have negative eigenvalues. Thus, in practice, we use

. tr( Banti fj—1
Kjp=v ( B e L (17)
Cyx tr((AZ"H=1),)

to approximate K. An alternative is to approximate A by F?VR for a (fixed) large value of K: it
is a nonnegative estimator of I' = A + B/K > A, and therefore

) tr(Banti {1
RE g (SBEHT) (18)
Oy|X tr(F?VKHfl)

underestimates K *. These estimators are discussed and illustrated in the numerical section

4 The linear regression framework

In this section, we rephrase some results of Section [3]in the framework of linear regression as
they actually take simpler forms. In particular, we show that the uniform integrability assumption
of Theorem [3.2]is always satisfied.

11



4.1 Main results for the linear regression framework

We consider in this section a function u : R? — RY such that E[|u(X)|%] < oo and
00, X) =0 -u(X), 0 R

In this case, we have Vo (0, X) = u(X), VZp(0,X) = 0, Vo>*(0) = 2E[(6 - u(X) —
E[f(Y)|X])u(X)] and V?0>°(0) = 2E[u(X)u” (X)] does not depend on 6. Therefore, Assump-

tions [(F-1), [(H-2)| and [(F{-4)] are clearly satisfied for any compact C, while holds if, and
only if

H = 2E[u(X)u” (X)] is positive definite and 6* = 2H 'E[f(Y)u(X)] € C.  (H-3-lin)

We also get a simpler expression for 6% and f%

o — (% > u@g)u(w) (% > (% > f(Yf’“)) u<XZ>> ,
=3y (955 u(X)) - %;f(ii““’)) u(X)u(X)"

Here, we assume that H is positive definite and N is large enough so that sz\il w(X)u(X;)T

is positive definite by the law of large numbers. However, it may be convenient to slightly modify
the estimator as in the next proposition. This new estimator satisfies in particular the uniform
integrability assumption of Theorem [3.2] as shown in the proof of Proposition 4.2}

Definition 4.1 For a positive semi-definite matrix S € R7% and e € R, SV (el,) is the positive
definite matrix such that (S V (el,))e; = max(\;, €)e;, where (e;)1<i<q is an orthonormal basis
of eigenvectors with respective eigenvalues (\;)1<i<q-

Proposition 4.2 We assume (H-3-Tin)), E[|u(X)[*™] < oo and E[f(Y)*T|u(X)[*™] < oo for
some n > 0. Let € > 0 be such that H — 2¢l is positive definite and define

Ke 9 N . -1 . N .
Oy =2 ((NZU(Xi)u(Xi) )v(a@)) (NZ (%

K
i=1 i=1 k=

me“”)) u(X») .

1

Then, we have 01{5’6 — 0% a.s., \/N(GJI\?E —0%) NL> N(0,4H'TEH~1) and
—00

B (05)) — ve(o)+ T

= ~—— +o(1/N).

The conclusions of Theorem 3.2 hold.
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Proof. By the law of large numbers, % SN u(}(l)u(Xl)T — H, almost surely. Since H — 2el,,

is positive definite, there exists, almost surely, N such that for N > N, 2 S u(X)u(X;)T —

el, is positive definite and thus 6]{?’6 = K. This gives 6]{?’6 — 0* a.s. by Proposition and

VN = 0°) —E N(0,4H-'TKH ) by Proposition@
— 00

Now, we check the uniform integrability of the sequence N|6% — 6*|2. We have
N ! |
o g2 ((% > u(Xi>u<Xi>T) v <dq>) | B )u(X)]
o N -1 1 N1 X )
2 ((N > u<xi>u<xi>T) v <efq>) (N > (g ) f<Yf’“>> u(X;) — E[f(Y>u(X>])
i=1 =1 k=1

Note that for two symmetric matrices My, M, such that M; — el, and M, — €, are definite
positive, we have |M; " — M| = |M{ ' (My — My)My ' < 5|My — M;|. Thus, we obtain

2 T
(N Zu(Xz)U(X%> ) vV (ely) —

Then, Lemma @ with the assumptions on the moments gives the uniform integrability of the
sequence (N |0y — 6*]*) x>1. Last, observe that 0 < v>°(0) — v>(0*) = (0 — 0*)TH(0 — 0*) <
|H||6 — 0*|*. Therefore, the sequence N (v (HKE) —v (9*)) is uniformly integrable, and we

get E[v>°(6%)] N Y > (0) + M + 0(1/N) as in the proof of Theorem [ |

2
K,e *
0N — 07 SE—Q

HIE[f(Y)u(X)]]

4.2 Piecewise constant approximation framework

We now specify our results in the linear case when X takes its values in [0, 1]%, with ¢ = M? and
the basis

d
r) =[] 1n, (@), (19)
j=1

forn —1=a; +aM + -+ +agM¥ with ay,...,aq9 € {0,...,M — 1}, and I, = [%,“—;21)
fora=0,...,M —2and I);_; = [%,1].

The next proposition shows that with this choice of basis, the optimal number of inner simu-
lations is (under suitable assumptions) at least of order M. This illustrates that the sharper is the
family (6, x) to approximate the conditional expectation E[f(Y")|X], the larger is the optimal
number of inner simulations.

Proposition 4.3 Let us assume that E[f(Y)|X] = ¢(X) with ¢ : [0,1]% — R being a Lipschitz
function with Lipschitz constant L. Let us assume that E[f(Y)?| X] — (E[f(Y)|X])? = 0*(X)

13



for a function o : [0,1]¢ — [0, +00) for some 0 < g < oco. We consider o(0,X) = 0 - u(X)
with 6 € RY, ¢ = M? with the basis defined by (19).

Then, tr(AH™') < %LQJ\/[d_2 and %QQMd < tr(BH™"). In particular, br(BH™ ) > g?M?
and thus K* > v M for some v > 0, with K* given by Theorem 3.2}

Proof. We have u,,(z) = 1¢, (), with C,, = I, X -+ x I,,. Since C,, N C,y = () for n # n’, we
have that u(z)u(z)” is a diagonal matrix. Then, the matrices H, A and B are diagonal and we
get:

Hyp =2P(X € Cy), Apn = E[(0" - u(X) — E[f(y)‘X])21XeCn]>
Ban = E[(f(Y) = EL/(V)|X)PLyec,] = E[ELF(Y21X] — (B (V)[X]*Lsecs |

Therefore, we get tr(AH ) = 237 E[(0*-u(X) —E[f(Y)|X])*|X € C,] and tr(BH ') =
5 30 BIE[F(Y)?1X] — (BIf(V)IX])P|X € O] = § 357, Blo(X)?|X € C,] > %52 Besides.
we observe that 6% = E[(X)|X € C,] since 0* mlnlmlzes v>e(0) = > Elle, (X)(0, —

¥ (X))?], and therefore |0 — ¢ (z)| < L/M for x € C,, by the triangular inequality. This gives
tr(AH ') < $(L/M)?q, and then the claim. [ |

Remark 4.4 (Asymptotic optimal tuning of M, K and N) We work under the assumptions of
Proposition 4.3| and assume in addition that o(z) < & < co. We are interested in minimizing

X 2
=K NZ (911\5 u(X Z Y(k > ,
k:

which is the averaged quadratic error on the sample. Following the lines of [Gobl6, Theorem
8.2.4], we get £ = & + &, with

& =E %;(eﬁ-uw—w(mf] and & = E %;(wxi)—% ] f(Yf“)) ,

representing respectlvely the approx1mation error and the statistical error. We show in the same

manner that £ < 2 and & < Z£—. To achieve a prec151on of order ¢ > 0 (and a quadratic
error of order £2), we then take £ M2 = ¢2 and UK]yV = ¢2. Thisleadsto M = cs~' and KN =

&=+ for some constants ¢,¢’ > 0, for an overall computational cost of O(e~(+%)). Taking
the optimal choice K™ of Theorem does not change the order of convergence but improves
its multiplicative rate.

5 Numerical experiments

The present numerical section is organized as follows. We first present the different estimators to
approximate /{* and describe the Monte-Carlo algorithm that is used for all the examples. Then,

14



we begin with a toy example that illustrates that /X may be arbitrarily large. In this case, as the
computational time Cy |y is equal to C'y, the theoretical multiplicative gain 7* ~ 1/2, and we
almost reach this bound in practice. The second example shows a case where the computational
time C'y|x is much smaller than C'y, and therefore where the multiplicative gain may be larger.
The last example is more practically oriented and deals with risk management concerns.

In this section, we compare the performances of the following estimations of /* based on

Theorem [3.2] X
tr(BH™)
Kl =
H v (Cy|X tl"(AH1>>

with the one suggested by Remark[3.3]

= (G o)

which is much simpler to estimate. Following and (18], we approximate K7 or K}, by the
four estimators

t Bqntiﬁ'—l N t Bqnti
A=v i = t'A> ; K}A{:y il = )t.
Cyx tr((AZ"H")4) Cyx tr((AF")+) 20)
[A(-ll} =V tr(B%(nti‘E,[_Al) 3 KE{: 14 —tr(B%{nti)— y
CY\X tr(F?VKH_l) Cy‘X tI‘(F?VK)
where H = V20l (05). Note that in the linear regression framework, we simply have

H = % Zf\il w(X;)u(X;)T. When ¢ = 1, matrices are scalar, and we take K7 = KH =

Banti
v (o ) and Ky = Ky = v (
<CY\X|A(}("“‘> H H

Bantz

W) Since I'?F > A is a semi-definite positive ma-
Y|X

trix, K, and K}F{ will slightly underestimate K7; and K. However, as we will see they have a
much smaller variance and give a nearly optimal computational gain.

For each example, we run our algorithm 20, 000 times to approximate E[v% (0*)]—E[v% (6%X)],
which is (under uniform integrability assumption) an estimator of E[v (HK )] — [ ]
by Proposition Namely, we calculate for J = 20,000 the estimator - Z i1 UN ](0*)
vy (08 ;). where (v ;)1<j< are iid samples of (2) and, for each j, 0} ; is the minimum of vy .
This minimum is computed explicitly for linear regression and can be approximated by a gradient

descent otherwise. The value of 6* is approximated by minimizing v}, () for N = 100, 000. In

1+KCy | x ~
TR A 5000,

This means that the simulation computational cost is fixed at 5000 times the cost of simulating X,
across the different values of K.

Using the 20, 000 runs, we compute as many samples of the estimators KA K }A}, K L and [A(;{
and plot their empirical distributions on the window 0, ..., 110. To do so, we use N = 50000
samples in the formulas (20) and indicate the value of K in the captions of each related figure.
Separately, we also calculate on 20,000 runs the multiplicative computational gain r* defined

comparison, the values of (N, K') to sample UJ{% ; and then 6’]{% ; are such that N

15



by Remark [3.5| by using the estimator

J %
7@[( _ %Zjil U]I\g’(NJ(),j(Q ) - U]I\gl(]\a[()’j(e]{?/(]v,[{)d) (21)

% Z;']:I Ujlv,j (0%) — Ujlv,j(ejlv,j>

with N = 5000 and N'(N, K) = {N ﬁf—gf‘lj In fact, assuming the uniform integrabil-

ity of the family N'(N, K) (v .1y (0") — vRr (v 1) (ON+(v 1)))» We get by Proposition [2.6| that

E[vX, .10y (07)] —E[Uﬁ,(NjK) (Hﬁ,(NK))] ~N—roo % exactly as in the proof of Theorem
By , this gives

E[Uﬁ’(N,K)(H*)} — E[Uﬁ’(N,K)(QJ[\g’(N,K))] N 1+ KCyx tr(TFH™) =K
E[vy (0*)] — Efvy (0))] N T Oy te(TTHY) ‘

5.1 Toy example in a Gaussian framework

Consider a one dimensional toy example in a Gaussian framework. Let (X,Y") be a Gaussian
vector such that X and Y are two standard normal random variables with covariance p € [—1, 1].
Let f be the square function, f : z € R — x*. We consider a constant approximation meaning
that the function ¢ is defined by ¢ (6, ) = 0, for 6 € R and x € R. Easy computations lead to
explicit formulas

E[f(Y)|X] = p*X* + (1 - p?)
0*=1;, A=T.=2p" B=2(1-p".

In this case, the value of K™ is given by

1 — 4
K*:V( 4p).
P

This very simple example shows that the optimal number of inner samples K* can vary from 1
to arbitrary large values. As the parameter 6 is one dimensional, the Hessian matrix H is scalar
valued and therefore K* = K}*{. Thus, the four estimators reduce to two.

For our numerical experiments on this toy example, we fix p = 0.1, in which case the the-
oretical value of K™ is 100. Figure (1| clearly shows that the gain rx is almost constant for any
K > 20. Even though from a theoretical point of view K™ = 100, any values of K larger than
20 are equally good in practice. Note that from Corollary r* > %; this lower bound is al-
most attained by rx for X' > 20. Figure Q shows a comparison of the distributions of the two
estimators K7, and K};. The estimator K3 has a very large standard deviation (equal to 79)
and may take values as large as 4275, whereas the estimator K L is much more concentrated and
only takes two values 8 and 9. These are typical behaviours of these estimators: as discussed at
the end of Section the estimated matrix fl‘;—("“ may have negative eigenvalues coming from a
too large variance in the Monte Carlo computation and leading to non reliable estimations of A.
On the contrary, K L uses I'3X as an approximation of A from above leading to a conservative
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Figure 1: Computational multiplicative gain as a function of K estimated
with (21) for the Gaussian toy example (p = 0.1) with regression on the

constant function.

min: 15; max: 4275; mean: 51; median: 37; stddev: 79.
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(a) Distribution of K 1‘3 with K =4
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(b) Distribution of K Il} with K = 32

Figure 2: Comparison of the 2 estimators K 2 and KE for the Gaussian

toy example.
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estimation of * from below with far less variance. The gains rx reported in Figure|[I|for X' = 8
or K = 9 are very close to the best possible gains. In the example, we can conclude that K L
with K = 32 is much better than K2, since it has small fluctuations and gives a nearly optimal
computation gain.

5.2 A SDE conditioned on an intermediate date

We consider the following SDE
dXt = COS(Xt)th; XO =0

where W is a real valued Brownian motion. We aim at estimating E[X? | X;,] with t, = 10 and
t; = 9. This amounts to take Y = X;,, f(z) = 2? and X = X}, in (I). The SDE is discretized
using the Euler scheme with 200 time-steps, hence inner simulations are cheaper than outer
simulations; their relative cost is Cy|x = %. We consider two different settings for the family of
functions ((6;))e: a polynomial with degree 3 (see Figures |3|and [5)) and a piecewise constant
approximation (see Figures 4 and [6). In both settings, the parameter 6 is multi-dimensional, so
the Hessian matrix is a true matrix and the estimators with and without H are actually different.

We build the piecewise constant approximation on R in the following way. First, we center
the samples of X around their mean and rescale them by their standard deviation, then we apply
the function z \/%? [* e dt to map Rinto (0, 1). Finally, we split the interval [0, 1] into M
regular sub-intervals.

Gain r_K
c o o o o =
w [e)} ~ [e0] (e} o
!
X
X

o
iN
!

o

w
XL
X

o
N

Figure 3: Computational multiplicative gain as a function of K estimated
with (21)) for the SDE example with a polynomial regression of order 3
and t; = 9.
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Figure 4: Computational multiplicative gain as a function of K estimated
with (2I)) for the SDE example with a local regression with ¢, = 9 and
M = 50 (orange crosses) or M = 100 (blue crosses).

Figures [3| and @ exhibit very similar gain profiles for 7. The polynomial regression of
order 3 works quite well on this example, which is related to the choice of f(x) = x2. Figure
compares the multiplicative gain for two different local regressions: one with M = 50 intervals
and the other one with M = 100. As expected, increasing the number of cells improves the
approximation and thus the gain, according to Corollary [3.4] The multiplicative gain obtained is
around 0.2 for M = 50 and 0.15 for M = 100, to be compared with the best gam G given by
Corollary 3.4

Figure [5|shows a comparison of the four estimators defined in (20) in the polynomial regres-

sion setting. The estimators K 4 (resp. K L) and KA g (resp. K H) have very similar distributions.
tr(BH 1)
CY|X tI‘(AH_

mator without significantly changing its mean. The estimators K 2 and K j} based on the use

Simplifying H in the ratio Ty even tends to slightly reduce the variance of the esti-

of fl‘;—(”“ have larger variances and may return very extreme values (between 4 and 340). On
the contrary, the estimators f(}rf and K;{ have very small standard deviation and show a much

more concentrated probability function than the estimators based on A‘}?“ The use of 'y as
an approximation of A tends to produce smaller approximations of K™*: their empirical means
are shifted by approximately —20. However, the gain profiles of Figure [3] are almost flat for
K > 20, hence this shift does not change the best gain attained by our method. As a conclusion,
we recommend to use K g to approximate /*.

In Figure [6] we observe very similar behaviours for the piecewise constant approximation
setting as the ones we described above for the polynomial regression framework. However, we
note that the estimation of the matrix / is more difficult than in the previous polynomial frame-
work, especially for the intervals with few data. This explains heuristically why the estimators
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Figure 5: Comparison of the 4 estimators K4, K ﬁr’ KL and IA(}; for the
SDE example with a polynomial regression with degree 3 and ¢; = 9.
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without H are less noisy.

min: 6; max: 348; mean: 89; median: 88; stddev: 12. min: 35; max: 42; mean: 38; median: 38; stddev: 0.9.
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Figure 6: Comparison of the 4 estimators K A K }4{, K}F{ and K;{ for the
SDE example with a local regression with A/ = 50 and ¢; = 9.

5.3 Anintroductory example to risk management in insurance

In the introduction of the present paper, we have indicated the relevance of computing conditional
expectations for risk management. Here, we take back this example from [ACIA21] that mimics
the methodology of the standard formula to calculate the Solvency Capital Requirement, in the
sense that it applies a shock to the underlying asset (we refer to [ACIA21] for further details). We
now describe this example and consider an asset whose price follows the Black-Scholes model:

o2
St = Soexp (O’Wt — gt) s t> 0,

where Sy, > 0 and W is a standard Brownian motion. In practice, insurance companies are
interested in computing the losses of their portfolio when a shock occurs in the economy. Here,
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for simplicity, we will consider a butterfly option as a crude approximation of a true insurance
portfolio. Thus, we are interested in a butterfly option with strikes 0 < K; < K, that pays

K1+K2>+

B(Sr) = (Sr— Ky)* + (Sr — Ka)* — 2 (ST Kt

attime 7' > 0. The price of such an option at time ¢ € [0, T is given by E[¢)(S7)|S:]. Solvency II
in its standard model assumes that there is a shock on the asset at time ¢ € (0,7") that multiplies
its value by 1 + s, s € (—1, +00). Then, in the Black-Scholes model, we have to compute the
following quantity

£ = E[max(E[(Sr) — ¢((1 + 5)5r)[54], 0)], (22)

which can be seen as the expected loss generated by the shock. In this particular example,
E[¢(S7) — ¥ ((1 + $)Sr)|S;] has an explicit form by using the Black-Scholes formula, that we
can use as a benchmark to compute the mean square error of our estimator of (22)). Note that
since x — max(z,0) is 1-Lipschitz, we have

\E[maxw(e, 5, 0)] — Efmax(E[(Sz) — (1 + 5)5r)[S],0)]

< VB [(B[(Sr) — (1 +5)Sn)ISi] — (6, 5))"]

The estimator #§ minimizes empirically the right hand side, which gives at the same time an
upper bound on the approximation error of the expected loss.
Here, we have used our approach to compute E[¢)(S7) — ¢((1 + $)S7)|S¢|. Thus, we have

X=5,Y = X exp <U(WT — W) — (T - t)) and C'y = Cy\y (the simulation of X and of

Y given X both require to sample one normal random Variable We have taken s = 0.2,t =1
and 7' = 2 and consider the local regression with A/ = 50, using the same transformation as the
one used for the SDE example presented in Subsection

Figure[7|plots the multiplicative computational gain as a function of K, while Figure §|shows
the empirical distribution of the different estimators (20). We see from Figure [§] that most of the
computational gain is realized for A* > 5. Similarly to the previous example, Figure ] shows
that the estimator KT 7 1s a good one to choose K: it has few fluctuations and avoid the issue of
estimating H.

We now focus on the numerical approximation of (22)). Figure [9]illustrates the mean square
error on the estimated expected loss as a function of (/V, K') for a given computational budget,
as explained in the introduction of Section |5l More precisely, from the sample (Gﬁ,( N LS
j < J), we compute:

2

J
Z [max(¢p N’NK St) )‘eﬁ’(NJ(),j]_‘C) )

k. I

2Note that Cx = Cyx is particular to the Black-Scholes model for which exact simulation is possible. For a
more general diffusion, one typically uses a discretization scheme to approximate it, like in Subsection [5.2] Then,
we rather get Cy|x ~ %C 'x and the computational gain may be important when t — 7.
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and plot the different values. Here, we compute

) 712/2

E[max(gp<9][\§’(N,K),jv St), )|9N' N,K), / max( (QN’ (N,K),j 5060\/1 7 t/2> O)de
and £ by numerical integration, using the Black-Scholes formula for £. We find £ ~ 3.077.
We first note from Figure [9] that in this example, as in all the other ones in Section [5] the choice
K =1 that is commonly used is suboptimal. Numerically, the optimal choice of K seems to be
K* = 8 or K* = 9, which is in line with the estimators K, 7 and KE{ However, any choice of K
between 5 and 20 leads to an MSE that is close to the optimal one, which confirms that a precise
estimation of /K™ is not needed to take the benefit of the proposed method.

1.04 X%
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0.8 1

Gain r_K
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0.6 1 X

X X

2.5 5.0 7.5 10.0 125 15.0 17.5 20.0
K

Figure 7: Computational multiplicative gain as a function of K estimated
with for the butterfly example with a local regression with M = 50.
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(b) Distribution of K}’;‘, with K = 4
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Figure 8: Comparison of the 4 estimators K#, K j}, KL and [A(E{ for the
butterfly example with a local regression with M = 50.
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Figure 9: Computation of the mean square error as a function of K with
a local regression with M = 50.

6 Conclusion

In this work, we have investigated how to balance the computational effort between inner and
outer simulations when computing conditional expectations with least-square Monte Carlo. The
computational gain can be significant when the computational cost C'y|x is small with respect to
Cx, and when the family (p(60, X)), well approximates the conditional expectation E[f(Y")| X].

We have proposed several estimators to approximate the optimal number of inner simulations
in practice. Numerical simulations have shown that the estimators K}E and IA(E{ have much
smaller standard deviations. Although they provide smaller estimations of the optimal number
of inner samples K™, they almost attain the best gain and should be used in practice in favour of
those relying on At When it comes to choosing between K L and f(;{ one should keep in mind
that [ is a Hessian matrix, whose computation may be extremely costly and noisy. The effect
of removing H in KT is to reduce the noise, and in all our experiments, this estimator almost
reaches the optimal gain. Then, as the best trade-off between accuracy and ease of computation,
we suggest to use K.
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A Technical results

We start by recalling the uniform law of large number, that can be found e.g. in [RS93, Lemma
Al, p. 67].

Lemma A.1 Let X : Q — R? be a random variable, 1) : R7 x R® — R a measurable function
and C C R a compact set. Let (X;);>1 be an iid sequence with the same distribution as X. If
C 30— (0,X)is a.s. continuous and E[sup,yc |1(0, X)|] < 0o, then

sup
oeC

1 N
N ;W), X;) — E[y(0, X)]‘ 0. as.

The next lemma solves the optimisation problem that arises to find the best estimator for a given
computational budget.

Lemma A.2 Leta,b,c > 0. As ¢ — +00, we have

e () ()]

and the following solution is asymptotically optimal

b
v =)= (). )

in the sense that it satisfies v*(c) + x*(c)y*¢ < c and

) a b
inf — 4+ — ~eoo —
z,yeN*:z+xyc<c T xy

) a b a b
inf -+ — ~eeo + .
z,yeN*:x4+zyc<c T Yy x* (C) :I;*(c)y*

Proof. We consider the semi-discrete minimization problem inf, - yen«.z+aye<c % + x—by For each

y € N¥, the optimal choice is to take = 5 fyé, and the infimum is given by

a -+ be b ac

9(y) = +—+—y
c cy c

Let y5 = /. We check easily that g is decreasing on (0,;) and increasing on (y§, +00).

Therefore the minimum on N* is reached by 1 if y§ < 1, and by p or p + 1 if y§ € [p,p + 1] for

some p € N*. We compare these two candidates and rewrite g(y) = 2 + b—f + “?E <y + %)

Since
2 52

z
+—<p+1+
b p_p p+1

— 22 <pp+1),
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we get that p is optimal if (y3)? < p(p + 1) and p + 1 is optimal if (y5)*> > p(p + 1) (both
are optimal for (y5)?> = p(p + 1)). Therefore, the infimum is reached by y* = v (see

Definition [3.1]), and we have
at+bc+—\|v|—|+rv|— .
ac ac ac

. . . b . b
Now, we simply notice that inf,~o yen o raye=c 5 + 7> < Infe yencrtaoye=c 5 + e and that z*L(C) +

ﬁwwmi[a+bé+§a<”(§a)+V(a%)_l)] "

The next lemma gives a sufficient condition to get some uniform integrability in the central limit
theorem.

ac

) a b 1
inf —+ — ~esoo =
z>0,yeN*:x4+xyc=c T Ty C

Lemma A.3 Let (Z;)i>1 be an iid sequence of random variables in R? such that E[| Z,|*™"] < oo
for somen > 0. Let Zy = + Zf\il Z;. Then, the sequence (N|Zy — E[Z1]|?)n>1 is uniformly
integrable.

Proof. This is a direct application of [GHJvW23, Proposition 2.4] that gives
E[(N|Zy — E[Z)]]*)' "] = E[(VN|Zy — E[Z)]|)**"] < CouyEll Z1 — E[Z1] ],

for some constant C,, < 0. u
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