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Abstract

In this paper, the modelling of phase change in an incompressible two-phase flow
solver is detailed without restricting the numerical methods to a specific interface cap-
turing method. The main challenge when including phase-change is the handling of
flux discontinuities at the interface when advancing temperature and species mass frac-
tion. An accurate and second order discretization is proposed for any Eulerian repre-
sentation of the interface either by adding a sharp source term or by imposing a bound-
ary condition at the interface. As the accuracy and convergence rate of such solver are
driven by the reconstruction of the evaporation rate ṁ, particular attention is devoted
to the reconstruction of gradient normal to the interface. Several methodologies are
proposed to compute second-order gradients at the interface location adapted to any
interface representation. Applying such techniques to a second-order accurate field
leads to an expected first order accuracy of ṁ but with remarkable accuracy improve-
ments using ghost cell methods with quadratic extrapolation. Then, several phase-
change procedures are built by combining a selection of numerical methods to handle
flux discontinuities and evaluate gradients. The procedures are investigated on pla-
nar phase-change simulations to bring out inconsistent combination choices. Finally,
a multidimensional evaporation test case is presented to show the final accuracy and
limitations of phase-change modelling in today two-phase flow solvers.

Keywords: Volume-of-fluid, Level-set, Phase change, Incompressible flows,
Cartesian grids

1. Introduction

Evaporation is a natural phenomenon ubiquitous in industrial processes such as
food drying [1], spray cooling [2], or spray combustion [3]. In the literature, authors
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employ different methods to solve two-phase flows, which can be classified into two
main interface representations

1. The diffuse interface methods (DIM) define the interface as a region where quan-
tity variations are stiff but continuous. Then, they do not need to represent the
interface location explicitly. These methods are often used to study compressible
flows as they rely on enriched thermodynamic treatments in the interfacial region
where classical physics is not valid.
DIM encompass the multifluid methods [4] which describes the interface as an
artificially diffused region and the phase-field methods [5] based on an advanced
thermodynamic description of the interface.

2. The sharp interface methods (SIM) use an infinitely thin interface as a moving
surface with a given position. With this representation, the fluid properties are
discontinuous, and the interface needs to be located accurately to apply the cor-
rect jump conditions.
Front tracking (FT) methods [6] explicitly transport Lagrangian markers all be-
longing to the interface while interface capturing methods such as Volume-of-
fluid (VOF) [7] and Level Set (LS) [8] rely on an Eulerian representation of the
interface through the transport of a colour function.

As this work aims to study low Mach evaporating two-phase flows, compressible
formulations are unnecessary. Thus, this work focuses on SIMs.

When evaporation comes into place, the numerical methods based on SIM must be
adapted to treat additional discontinuities, which constitutes challenging issues. In the
late ’90s, the pioneer works of Juric et al. [9] with an FT method, Welch et al. [10]
using VOF or Son et al. [11] with LS have paved the way for simulations with phase
change. These works only contained the boiling phenomenon as the set of equations,
and the phase-change modelling was limited to mono-component mixtures.
Some years later, Tanguy et al. [12] proposed an LS solver for evaporation simula-
tions with a bi-component gas phase. The method performed simulations of convected
droplets in 2D axisymmetric configurations. One year later, a solver based on VOF
proposed by Schlottke et al. [13] performed 3D simulations of evaporation of con-
vected droplets subject to high deformations.
Since these contributions, the domain of two-phase flow simulations has been very ac-
tive with a noticeable gain in interest for the simulation of evaporation [14, 15, 16, 17,
18, 19, 20]. This increasing research activity resulted in considerable improvements
in the robustness and accuracy of the methods in the last decade, which allowed to
simulate more complex configurations such as evaporation in turbulence [21, 22, 23],
combustion [24], or supersonic flows [25].
The literature presented here shows a vast spectrum of numerical methods, indicating
no consensus on the best methodology to achieve evaporation simulations. This paper
initially chooses to consider Eulerian representations of the interface and a one-fluid
representation of the velocity in mass and momentum equations. The aim is then to
bring some clarifications on the different methodologies which are available in the lit-
erature to face the main challenges emerging from the integration of phase change in
an incompressible two-phase flow solver:
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1. The computation of the evaporation rate ṁ, which is the pillar of the phase-
change phenomenon: as for the evaluation of κ to obtain an appropriate surface
tension modelling, the evaluation of ṁ requires specific attention to describing
phase change adequately.

2. The treatment of the velocity jump [u]Γ in the continuity equation, which cannot
be reduced to a simple divergence-free condition ∇ · u = 0 using a one-fluid
representation of the velocity.

3. The temperature T and species mass fraction Y also need to be solved to close
the system of equations. The main difficulty arises in the flux jump at the inter-
face due to phase change.

These numerical aspects are often treated differently depending on the method em-
ployed to capture the interface. While the interface capturing method defines the trans-
ported color function c (the liquid volume fraction f for VOF or an implicit function φ
or ψ for level Set), it does not impose any interface representation.
Indeed, an explicit representation of the interface Σ can be obtained equally from any
c. The only difference resides in the method and constraint applied to Σ: for geomet-
ric VOF, it is possible to reconstruct Σ with the constraint that the volume enclosed
matches exactly with the transported f while for algebraic VOF or Level-Set, Σ is re-
constructed based on the iso-contour defining the interface position c−1. On the other
hand, an implicit representation, the signed distance to the interface φ, can also be ob-
tained equally from any c. From VOF or Conservative Level-Set, this signed distance
can be reconstructed from c−1, while in Standard Level-Set, φ is directly transported.
It is then clear that limiting an interface capturing method to a single interface represen-
tation shrinks the spectrum of numerical methods that allow reconstructing the critical
information of the interface topology (normal, curvature, surface, Dirac, Heaviside).
Nonetheless, using explicit and implicit interface representations from any interface
capturing method does not guarantee an accurate or consistent method. The outcome
is highly dependent on the reconstruction techniques employed and the color function
it is based on.
This paper investigates these issues from an interface representation perspective (Σ or
φ) instead of an interface capturing method perspective (color function c). First, the
governing equations of incompressible two-phase flows in Sec. 2. Then, the handling
of flux jumps and the gradient reconstruction are studied both from explicit and im-
plicit representations of the interface in 3 and 4 respectively. Finally, the most accurate
methods are selected and employed to simulate evaporation test cases either using VOF
or Standard Level-Set in Sec. 5 followed by a conclusion on the study in Sec. 6.

2. Physical description

A two-phase flow with phase change can be described by a set of governing equa-
tions and jump conditions. The jump conditions need additional physical considera-
tions to close the terms such as the curvature κ and the evaporation rate ṁ. Finally, an
interface representation makes the link between the governing equations valid in the
phases taken separately and the jump conditions only valid at the interface. Both fluids
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are here supposed to be incompressible with a mono-component liquid phase and a gas
phase consisting in the mixture of the vapour of the condensable species and inert gas.

2.1. Incompressible flow governing equations

The set of governing equations for bi-component incompressible flows is:

∇ · u = 0 , (1a)

ρ

(
∂u
∂t

+ ∇ · (u ⊗ u)
)

= −∇P + ∇ · (2µD) + ρfv , (1b)

ρcp

(
∂T
∂t

+ u · ∇T
)

= ∇ · (k∇T ) , (1c)

ρ

(
∂Y
∂t

+ u · ∇Y
)

= ∇ · (ρDv∇Y) , (1d)

where u is the velocity, P is the pressure, T is the temperature and Y is the species
mass fraction in the gas. The fluid properties are denoted by ρ the density, µ the
dynamic viscosity, k the thermal conductivity, cp the specific heat at constant pressure
andDv the species diffusivity of the fluid. Finally, fv is the body force and D the
rate-of-deformation tensor.

2.2. Interface jump conditions

The two phases are coupled through jump conditions at the interface

[u]Γ · nΓ = ṁ
[
1
ρ

]
Γ

, (2a)

ṁ [u]Γ · nΓ − [P]Γ + 2
[
µD · nΓ

]
Γ · nΓ = σκ , (2b)

ṁ [u]Γ · tΓ + 2
[
µD · nΓ

]
Γ · tΓ = 0 , (2c)

[k∇T · nΓ]Γ = ṁ [ht]Γ , (2d)
ρgDv ∇Y |Γ · nΓ = ṁ (1 − YΓ) . (2e)

where the jump operator [Φ]Γ is defined such that [Φ]Γ = Φl − Φg, the interface
normal vector nΓ is defined by the outward pointing liquid normal nΓ = nl = −ng, the
interface tangential vector is tΓ, σ is the surface tension, κ is the curvature, ṁ is the
evaporation rate and YΓ is the species mass fraction at the interface. The enthalpy
jump [ht]Γ is defined by

[ht]Γ = −Lvap +
[
cp

]
Γ

(TΓ − Tsat) (3)

with Lvap the specific heat of boiling, TΓ the interface temperature and Tsat the
saturation temperature of the pure liquid.
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2.3. Phase-change closures

The phase-change procedure needs a closure for the evaporation rate ṁ, the interface
temperature TΓ and the species mass fraction at the interface YΓ. While ṁ appears in
all jump conditions related to phase change, the interface temperature and species
mass fraction can be used explicitly at different stages to impose boundary conditions
or jump conditions at the interface and compute accurate gradients at the interface.
A general system of equation can be written to determine these quantities by using the
jump conditions and a thermodynamic relation between TΓ and YΓ

ṁ =
[k∇T · nΓ]Γ

[h]Γ

=MT (TΓ) ,

ṁ =
ρgDv ∇Y |Γ nΓ

YΓ − 1
=MY (YΓ) ,

YΓ =
Ps (TΓ) Mv

Ps (TΓ) Mv +
(
Pre f − Ps (TΓ)

)
M0

= R(TΓ) ,

(4a)

(4b)

(4c)

with Mv and M0 the molar mass of vapour and inert gas respectively. The relation
Eq.(4c) is obtained by assuming that the interface is at thermodynamic equilibrium,
pressure, temperature and chemical potential are equal in the two phases. The
saturation vapour pressure Ps is obtained from the Rankine relation

Ps = Pre f exp
(
−

Lvap

R

(
1

TΓ

−
1

Tsat

))
. (5)

In this integration, Lvap and R are supposed constant with temperature, which is not
always true (see [26] for some extended studies) and Tsat is taken at a reference
pressure Pre f . Note that some authors use different relations such as in FS3D [13, 20]
for which authors prefer the Wagner equation [27]. Other authors [22, 28] use the
Antoine equation [29] instead. These other formulations rely on empirical corrections
to take into account dependencies of Lvap with the temperature.
For general vaporization problems, Eqs. (4) need to be solved, and can be
reformulated into an implicit equation on TΓ

TΓ = R−1
(
M−1

Y (MT (TΓ))
)

. (6)

Numerically,MT andMY contain also the normal gradients T (1)
l = ∇Tl · nΓ,

T (1)
g = ∇Tg · nΓ and Y (1) = ∇Y · nΓ which are not known a priori and needs an explicit

reconstruction with TΓ and YΓ appearing in the stencil. This can be done by simple
differencing as in [30, 18] or by fitting an Erf function as in [31]. However, Palmore et
al. [18] pointed out the necessity to have a high order treatment of ṁ to obtain
converging methods. This is why, in most of the methodologies presented in the
literature, ṁ is obtained directly fromMT orMY by using more sophisticated normal
gradient evaluations.
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2.3.1. Evaporation rate
Letting aside the general phase-change system of Eq. (4), one of the expressions of ṁ
has to be used arbitrarily. While this approach leads to the loss of the discrete equality
MT =MY it gives more degree of freedom on the computation of ṁ.
Most of the evaporation solvers [12, 13, 30, 31, 19] rely onMY to compute ṁ, as it
only requires one gradient evaluation. While it gives a straightforward framework for
the simulation of general unsteady evaporation process, it suffers from ill-posedness
when the interface conditions are close to TΓ = Tsat and YΓ = 1. This has been first
observed in [30] which motivated the resolution of the full system Eq. (4) instead to
obtain ṁ. They noticed that this problem arises in the case of high evaporation rate
only. This behaviour has been widely explored in [17] where it was found thatMY is
prompt to large errors when YΓ > 0.9.
A way around is to compute ṁ fromMT as in all the boiling solvers
[11, 32, 33, 34, 35, 36, 37]. It can be generalized to evaporation simulations as in
[38, 15, 18] by considering an interface temperature TΓ , Tsat to handle both
evaporation and boiling without further considerations.
Finally, in the work presented in [17], a switch between the two regimes is proposed
to benefit from both formulations and avoid the numerical issues previously
encountered. If TΓ is below a certain value Tc, the interface is supposed to be far
enough from boiling andMY is used. When Tc is reached, the method switches to the
boiling limit where ṁ is computed fromMT instead.
Other authors also considered the use of both formulations in the same solver [14, 16].
But no switch is possible during a given simulation, the formulation is chosen with
respect to the test case simulated.

2.3.2. Temperature and species mass fraction at the interface
As discussed previously, TΓ and YΓ can be retrieved from solving the general system
Eq. (4). However, if ṁ is evaluated from a methodology of Sec. (2.3.1), the relevance
of solving iteratively Eq. (4) is limited as the system will not be verified (MT ,MY ).
This is why most of the phase-change solvers [13, 15, 12, 17, 19] disregard Eq. (4a)
and Eq. (4b). Therefore, another equation is required in addition to the
Clausius-Clayperon relation YΓ = R (TΓ) to obtain TΓ and YΓ. In practice, this is done
by either deducing TΓ from the computed temperature field T or YΓ from the
computed species mass fraction field Y through extrapolation (first order extrapolation
[13, 15] or second order extrapolation [12, 17, 19]).

2.4. Two-phase flow representation
Now that the physical problem with the phase-change closures have been described,
the discretization of the governing equations defined by Eq. (1) must include the jump
conditions from Eq. (2) using an interface capturing method.

2.4.1. Interface representation
The interface is represented in an Eulerian fashion using a color function c which is
transported using

∂c
∂t

+ uΓ · ∇c = 0 (7)
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with uΓ the interface velocity.
From this color function, all the information related to the interface topology can be
retrieved such as the normal nΓ, the Heaviside HΓ, the Dirac distribution δΓ or the
curvature κ. Note that this paper presents the different numerical techniques without
restricting them to a specific interface capturing method. However, two approaches
will be considered in the conclusions and in the investigation of full phase-change
procedures in Sec. 5.1.1. They are selected to be as representative as possible of the
state-of-the art of VOF and Level-Set frameworks:

• An approach applied to VOF with an explicit representation of the interface and
quantities defined at the phase barycenter;

• An approach applied to Standard Level-Set (SLS) with an implicit
representation of the interface and quantities defined at the cell center.

In addition to the discretization errors related to imposing flux discontinuities and
evaluating normal gradient, the transport errors from VOF and SLS are not equivalent
and need to be compared to give the full picture of numerical methods design for
phase-change simulations.

2.4.2. Momentum conservation
The jump condition associated to momentum is treated using a one-fluid formulation
as in the majority of incompressible two-phase flow solvers of the literature. This
leads to the following momentum equation with an additional term due to surface
tension located at the interface through a Dirac distribution δΓ:

∂ρu
∂t

+ ∇ · (ρu ⊗ u) = −∇P + ∇ · (2µD) + ρfv + σκnΓδΓ . (8)

The resolution of Eq. (8) is not the scope of this paper as it has already been broadly
investigated in the literature. Moreover, phase change does not impact algorithms
developed for isothermal two-phase flows as the one-fluid formulation takes into
account the new contribution in Eq. (2b) implicitly through the surface tension. The
numerical methods used in the solver are detailed in Appendix 8.3.

2.4.3. Other transport equations
The jump conditions associated to phase change result in flux discontinuities located
at the interface:

• The mass conservation Eq. (1a) appears indirectly in the pressure equation such
that

∇ ·

(
1
ρ
∇P

)
= ∇ · u∗ , (9)

with
[

1
ρ
∇P · nΓ

]
Γ

= [u]Γ · nΓ = ṁ
[

1
ρ

]
Γ
.

• The temperature transport Eq. (1c) is rewritten as

∇ · (k∇T ) = ρcp

(
∂T
∂t

+ u · ∇T
)

, (10)

with [k∇T · nΓ]Γ = ṁ [ht]Γ.
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• The species mass fraction transport Eq. (1d) is rewritten as

∇ · (ρDv∇Y) = ρ

(
∂Y
∂t

+ u · ∇Y
)

, (11)

with
[
ρDv∇Y · nΓ

]
Γ = ṁ [Y]Γ.

The resolution of these equations requires to impose a flux discontinuity[
β∇Φ · nΓ

]
Γ = bΓ on a Laplacian operator ∇ · (β∇Φ). All the jump conditions depend

on the evaporation rate ṁ which needs a numerical reconstruction. Then, two
numerical challenges arises when designing numerical methods to solve these
transport equations: how to impose the flux discontinuity with a sharp and accurate
method and how to reconstruct accurately ṁ at the interface ?
The velocity jump is imposed using a source term to be consistent with the
momentum treatment. For temperature and species mass fraction, an investigation is
performed in Sec. 3 to obtain an optimal method able to give a sharp representation of
the quantities and an accurate discretization. The reconstruction of ṁ requires the
computation of normal gradients of liquid and gas temperature or species mass
fraction at the interface location. The high accuracy of ṁ is a prerequisite for accurate
phase-change simulations as it appears in the transport of all important fluid
quantities. This challenge is detailed in Sec. 4.
Finally, Sec. 5.1.3 investigates several combinations of the handling of flux
discontinuities and the evaluation of ṁ from Eq. (4a) or Eq. (4b).

3. Imposing flux discontinuities

This section focuses on the first numerical challenge of phase-change simulations
resulting in the resolution of the Poisson equation with a jump condition. Given the
general Poisson equation

∇ · (β∇Φ) = S , (12)

with the associated jump condition
[
β∇Φ · nΓ

]
Γ = bΓ at the interface. This problem is

analogous to solve Eqs. (9), (10) or (11). The jump condition bΓ can be handled with a
source term or an immersed boundary condition (IBM) at the interface location.
When the cell is not cut by the interface, the following 2D finite volume discretization
is used for Eq. (12)

F(Φ)
i+ 1

2 , j
Ai+ 1

2 , j
− F(Φ)

i− 1
2 , j

Ai− 1
2 , j

+ F(Φ)
i, j+ 1

2
Ai, j+ 1

2
− F(Φ)

i, j− 1
2
Ai, j− 1

2
= S i, jVi, j , (13)

with A the face area (length in 2D) and V the cell volume (area in 2D).
In this section, a 2D static diffusion problem is considered to evaluate the different
methodologies to solve Eq. (12) with a flux jump.
The study is based on the test case defined in [34] and illustrated in Fig. 1 for a
domain Ω = Ωl ∩Ωg of dimensions [1 × 1] where Ωl is the interior and Ωg the
exterior of the circle of radius R = 0.2 centered at (0.5, 0.5)

Φ =

 exp
(
−r2

)
exp−

(
−R2

)
if r > R

10
(
R2 − r2

)
if r ≤ R

, (14)
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Γ

(a) Surface contour of Φ with the interface Γ

represented in black.
(b) Evolution of Φ with respect to r (in blue)
with ghost values (in red and green).

Figure 1: Illustration of Φ with a surface contour (left) and a 2D plot with respect to r (right)

with r the reduced radius such that r =

√
(x − 0.5)2 + (y − 0.5)2).

The associated static diffusion problem with βl = 10 and βg = 1 is written as

∇ · (β∇Φ) =

{ (
4r2 − 4

)
exp

(
−R2

)
if r > R

−400 if r ≤ R
, (15)

with either a flux jump or an IBM based on the interface value ΦΓ or/and the interface
flux Φ

(1)
Γ

= ∇Φ · nΓ. They are imposed using the exact values[
β∇Φ · nΓ

]
Γ = −200R + 2R exp

(
−R2

)
, ΦΓ = 0 , Φ

(1)
Γ,l = −20R , Φ

(1)
Γ,g = −2R exp

(
−R2

)
.

(16)

The error is then computed using L2 and L∞ norms for a range of number of cell per
diameter from ND = 3.2 to ND = 409.6.

3.1. Source term method
This section considers the resolution of Eq. (12) in the whole domain by imposing[
β∇Φ · nΓ

]
Γ as a source term. Then, Eq. (12) is rewritten as

F(Φ)
i+ 1

2 , j
Ai+ 1

2 , j
− F(Φ)

i− 1
2 , j

Ai− 1
2 , j

+ F(Φ)
i, j+ 1

2
Ai, j+ 1

2
− F(Φ)

i, j− 1
2
Ai, j− 1

2
=

(
S i, j + bΓ,i, jδΓ

)
Vi, j . (17)

The accuracy of the problem resolution then depends on the approximation of the
Dirac distribution δΓ.
In practice, a good approximation of δΓ is as sharp as possible with a good accuracy
on the associated interface area.
This Dirac distribution can be retrieved either based on explicit or implicit
representations of the interface through the notional relations

δΓ =
AΓ

VC
= |∇HΓ(c)| = nΓ · ∇HΓ(c) (18)
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with AΓ the interface surface, VC the cell volume and HΓ(c) an Heaviside function.
Studies on the approximation of δΓ have already been performed using VOF [39] or
Level-Set [40]. They both agree that using an explicit representation of the interface
always leads to better approximations of δΓ. In this section, this statement is
moderated by giving a full picture of δΓ approximations and their corresponding
accuracy. Then, the accuracy metric is studied based on the relative error Earea

between the exact perimeter Aexact = 2πR and the reconstructed perimeter
Areco =

∑NC
i=1 AΓ,i of the circle of radius R = 0.2. The final metric is 〈Earea〉 the mean of

Earea over the 100 circles randomly located in the domain to meet as many
configurations as possible.

3.1.1. Implicit representation
In the VOF framework, direct differentiation of the volume fraction f can provide an
interface density. The most popular formula [41, 42] that was used in the context of
algebraic VOF is the following:

δΓ = |∇ f | . (19)

The issue of such approximation is that it is a global formulation and can suffer from
local inaccuracies. Moreover, it provides finite values of interface area even in cells
which does not contain the interface. This last aspect is not compatible with a sharp
representation of the interface and can lead to shape deformations through phase
change [39]. A more general formula of the form F ( f )|∇ f | such that

∫ 1
0 F ( f )d f = 1

was proposed in [43] to sharpen the approximation of δΓ. Taking F ( f ) = 1 leads to
the AF0 formula Eq. (19) while two other choices AF1 and AF2 use the sharper
formulae F ( f ) = 2 f and F ( f ) = 6 f (1 − f ) respectively. Even if those formulae have
been originally introduced in the VOF framework, they can be extended to any
Heaviside HΓ(c). In this study, algebraic formulae are applied to Hε

Γ
( f ) and Hε

Γ
(φ)

defined as
Hε

Γ( f ) = f , Hε
Γ(φ) = ψ =

1
2

(
tanh

(
φ

2ε

))
. (20)

Another interesting formulation is the reinterpretation of the ghost fluid method
(GFM) of [44] as a source term with a sharp Dirac distribution based on H0

Γ
. While

this reinterpretation was made on the pressure jump for surface tension force [45], it
can be extended to a flux jump using H0

Γ
defined at the faces.

δΓ = nΓ · ∇H0
Γ , (21)

The 1D discretization is then

δΓ,i =

(
H0

Γ

(
1
2

(ci+1 + ci)
)
− H0

Γ

(
1
2

(ci + ci−1)
))

nx,i

∆x
, (22)

with nx,i the first component of the normal to the interface, H0
Γ
(c) = 1 in the liquid and

H0
Γ
(c) = 0 in the gas.

In Fig. 2a, convergence of 〈Earea〉 is presented for the algebraic formulae applied to
the volume fraction f . The sharpest version AF2 provides highly erroneous area
estimations while AF1 shows convergence in the low resolution. In the high
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(a) From f (b) From ψ

Figure 2: Mesh convergence of 〈Earea〉 for algebraic formulae applied to f and ψ

resolution limit, AF0 and AF1 gives similar results. However, none of these formulae
converges with mesh refinement. On the other hand, the GFM formulation presents a
second-order convergence which is always more accurate than the algebraic formulae
considered here.
Fig. 2b shows 〈Earea〉 convergence of those formulae applied to ψ defined by Eq. (20)
which is a smoother version of f . The smoothing of HΓ leads to higher errors on AF0,
however it provides a convergent behaviour for AF1.
Overall, the conclusions are the same in the literature [40, 39]: using algebraic
formulae is not suitable for accurate and sharp evaluation of the interface area even
when the Haeviside is smoother. On the other hand, the GFM formulation using a
sharp Heaviside leads to a second-order approximation of δΓ.
It is then clear that an implicit representation of the interface can also lead to sharp
and convergent approximations of δΓ if the appropriate formulation is used.

3.1.2. Explicit representation
The other way to define δΓ is to directly rely on the explicit representation of the
interface in a given computational cell. This methodology naturally leads to a sharp
representation of δΓ as it will be located only in cells containing the interface. The
following study aims to explain the different methodologies to reconstruct the
interface and compare their accuracy.
The reconstruction of a second-order explicit representation of the interface can be
done either using a cell decomposition (CD) [46] based on the iso-contour of c or a
piecewise linear interface construction (PLIC) [47] based on the volume fraction f .
The explicit reconstructions of the interface are defined as:

• CD0, the marching cube method [46].

• CD1, the simplex decomposition in two simplices [48].

• CD2, the simplex decomposition in four simplices [21].

• PLIC, the piecewise linear interface construction [47].
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(a) CD0 and PLIC (b) CD1 (c) CD2

Figure 3: Cell decomposition level illustration, the thick line represent a piece of interface

The difference between these decompositions is illustrated in Fig. 3. While CD0 and
PLIC lead to a single linear reconstruction in the cell (Fig. 3a), CD1 allows two slopes
(Fig. 3b) and CD2 three slopes (Fig. 3c). Then, the level of decomposition can
provide a subcell representation of the interface curvature if a simplex decomposition
is used. However, PLIC reconstructs the interface such that the liquid volume
enclosed in the cell corresponds exactly to the volume fraction f . It is then relevant to
observe the volume error Evolume provided by the interface reconstruction for CD
which is not exact in volume. The area and volume errors from these explicit
reconstructions of the interface are presented in Fig. 4.

(a) Convergence of 〈Earea〉 (b) Convergence of 〈Evolume〉

Figure 4: Mesh convergence of 〈Earea〉 and 〈Evolume〉 for the different cell decomposition levels
CD0 ( ), CD1 ( ) and CD2 ( ). PLIC is added in 〈Earea〉 but does not appear for
〈Evolume〉 as it is exact in volume.

In Fig. 4a, a second-order convergence of the area evaluation is observed for the use
of CD0 with small effects of the choice of c−1 on the results. However, f −1 and ψ−1

saturate for the last resolution point displayed using CD0 while they saturate for
coarser meshes using CD1 and even coarser meshes using CD2. On the other hand, all
the decompositions applied to φ−1 show a straight second-order convergence with
accuracy magnitude increased by the level of decomposition. CD2 is then the best
choice when φ is transported. The saturation is not observed for 〈Evolume〉 in Fig. 4b
where a second-order convergence of the volume is obtained for all simplex
decomposition from any c−1 with only limited improvement of volume accuracy (all
slopes almost collapse).
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From these observations, a conclusion can be drawn: the evaluation of area seems to
be more prompt to errors compared to the volume and increasing the decomposition
level amplifies these errors for f −1 and ψ−1. In practice, the intersections are obtained
from linear interpolation of c. As f and ψ are far from being linear, they are more
prompt to intersection errors which are accumulated by increasing the level of
decomposition. Finally, using the inherent PLIC reconstruction leads to the most
accurate area evaluation while being exact in volume, it is then the best choice when f
is transported.

3.1.3. Application to the diffusion problem
Here, the selected methods of Sec. 3.1.1 and 3.1.2 are compared on the diffusion
problem. The implicit representation of the interface is based on the GFM formulation
of Eq. (21) using either f or φ. For the explicit representation, PLIC is used from f
and CD2 is used from φ.

(a) Convergence of L2(Φ) (b) Convergence of L∞(Φ)

Figure 5: Mesh convergence of L2(Φ) and L∞(Φ) for the static diffusion problem using an
implicit ( ) or an explicit ( ) representation of the interface.

Fig. 5 shows second-order convergence in L2(Φ) and first-order convergence in L∞(Φ)
for all the δΓ approximation choices. It was already shown in the literature that GFM
[49] and Dirac approximation from explicit reconstruction [40] both lead to first order
convergence in L∞(Φ) and second-order convergence in L2(Φ) when based on φ. This
is explained by the main error contribution introduced by the source term approach
which is the mixing of phase quantities at the interface. The maximum error is then
located at the interface and is even more important when

[
β
]
Γ is large. An important

result is that GFM is not the most accurate methodology to impose a jump condition
as a source term at the interface even if it is often used in the literature.
On the other hand, the choice of f or φ to retrieve an interface representation does not
seem to affect drastically the accuracy of the schemes while using an explicit
representation always lead to more accurate results.
Now, it is interesting to investigate the immersed boundary method which allows to
avoid the mixing of quantities and is independent of the magnitude of

[
β
]
Γ.
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3.2. Immersed boundary method

Imposing boundary conditions at the interface can be done using the cut-cell method
[50] (CCM) which uses explicitly the boundary defined by the interface reconstruction
or the ghost-cell method [51] (GCM) which defines ghost values to implicitly impose
the boundary condition at the interface.
In this case, Eq. (12) is divided into two subproblems in Ωl and Ωg coupled with a
boundary condition at the interface defined as

aΦΓ + bΦ
(1)
Γ

= c , (23)

with a, b and c defined such that

1. If a , 0 and b = 0, it reduces to a Dirichlet boundary condition
2. If a = 0 and b , 0, it reduces to a Neumann boundary condition
3. If a , 0 and b , 0, it corresponds to a Robin boundary condition

Note that a, b and c are not known a priori for a phase-change solver application and
are reconstructed.

3.2.1. Cut-cell method
The method was first presented as the Cartesian grid method [50] and then applied to
the study of compressible flows [52] and the resolution of the Poisson equation in 2D
[53] and 3D [54].

F(Φ)
i,j− 1

2

Si,j
F(Φ)

i+ 1
2 ,j

F(Φ)
i,j+ 1

2

F(Φ)
i− 1

2 ,j

(a) Pure cell

F(Φ)
i,j− 1

2

Si,j

F(Φ)
Γ,i,j

F(Φ)
i+ 1

2 ,j

F(Φ)
i− 1

2 ,j

F(Φ)
i,j+ 1

2

(b) Interfacial cell

Figure 6: Illustration of the flux definitions for a pure cell and interfacial cell using CCM

In the case of a cell containing the interface, an additional contribution is due to the
interface and the configuration of Fig. 6b can be discretized by

F(Φ)
i+ 1

2 , j
A f ,i+ 1

2 , j
−F(Φ)

i− 1
2 , j

A f ,i− 1
2 , j

+ F(Φ)
i, j+ 1

2
A f ,i, j+ 1

2
−F(Φ)

i, j− 1
2
A f ,i, j− 1

2
+ F(Φ)

Γ,i, jAΓ,i, j = S i, j fi, jVi, j ,
(24)

with A f the wetted areas, F(Φ)
Γ,i, j the interface flux, AΓ,i, j the interface area and fi, j the

volume fraction of the known part of the domain in the cell. In Eq. (24), the face and
interface fluxes need to be evaluated.
Two compact discretizations are considered here with Φ either stored at the cell center
(cc) [55] or at the phase barycenter (pb) xcm,i, j [18].

14



The discretization proposed in [55] for F(Φ)
f is written as

F(Φ,cc)
i− 1

2 , j
= βi− 1

2 , j
Φi, j − Φi−1, j

∆x
, (25)

with Φ defined at the cell center. Note that higher order flux can be retrieved by taking
into account the wetted face area with additional interpolations as in [53, 54].
However it loses the compactness of the discretization which is a drawback for an
implicit treatment.
In [18], F(Φ)

f is based on the following expression

F(Φ,pb)
i− 1

2 , j
= βi− 1

2 , j

(
Φi, j − Φi−1, j

) ∆xcm

‖xcm,i, j − xcm,i−1, j‖
2
2

, (26)

with Φi, j defined at the cut-cell barycenter xcm,i, j and ∆xcm the distance in the x
direction of both cell barycenters. This expression is not second-order accurate, but
allows to keep a symmetric discretization of the gradient.
If the cut-cell is defined from a PLIC reconstruction which is not continuous, A f ,i− 1

2 , j

need to be defined from A−
f ,i− 1

2
the wetted face area of the PLIC reconstruction from

cell Ci−1 and A+

f ,i− 1
2

the wetted face area of the PLIC reconstruction from cell Ci. In

the work of [18], they found that using min
(
A−f , A

+
f

)
was providing the most stable

results. A drawback of this method is that it can lead to cells with a non-zero interface
area AΓ,i, j and zero wetted areas which is clearly inconsistent. As a circumvent, this
work proposes to define the wetted areas from a weight average of both wetted areas

A f ,i− 1
2

=

Wi−1, jA−f ,i− 1
2

+ Wi, jA+

f ,i− 1
2

Wi−1, j + Wi, j
, (27)

with W = f (1 − f ). This interpolation gives more importance to the wetted areas
computed from interface cells close to f = 0.5 which are expected to provide interface
reconstructions less prompt to errors.
Then, the definition of F(Φ)

Γ,i, j = βΓ,i, jΦ
(1)
Γ

depends on the type of boundary condition
that needs to be prescribed at the interface.
To apply Dirichlet boundary condition ΦΓ, one need to compute F(Φ)

Γ,i, j from an
approximation. In [18], a compact first-order gradient approximation is built from xΓ

and xcm

F(Φ)
Γ,i, j = βΓ,i, j

Φi, j − ΦΓ

‖xcm − xΓ‖2
. (28)

This expression allows to handle the boundary condition fully implicitly while
keeping a symmetric matrix.
For Neumann boundary condition, the choice is straightforward and has been used in
several works [53, 54, 56, 57]. The flux is directly prescribed by the Neumann
condition

F(Φ)
Γ,i, j = βΓ,i, jΦ

(1)
Γ

. (29)
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The Robin boundary condition is very interesting for evaporation applications and has
been presented by [55] for the resolution of the Stefan problem. This takes the form

F(Φ)
Γ,i, j = βΓ,i, j

ci, j − ai, jΦi, j

bi, j
, (30)

with the first-order approximation ΦΓ = Φi, j.
Using CCM with quantities defined at cell center or phase barycenter leads to the
following L2(Φ) and L∞(Φ) errors convergence displayed in Fig. 7.

(a) Convergence of L2(Φ) (b) Convergence of L∞(Φ)

Figure 7: Mesh convergence of L2(Φ) and L∞(Φ) for the static diffusion problem with CCM
using phase barycenter quantities ( ) or cell center quantities ( )

When quantities are defined at the cell center, the method leads to second-order
accuracy. However, when using quantities defined at the phase barycenter, the
resulting accuracy is between first and second order because of the face flux
approximation Eq. (26). More specifically, the Dirichlet methodology leads to a
first-order convergence which is due to the first-order flux approximation at the
interface from Eq. (28). When a Neumann boundary condition is applied, the flux at
the interface is exact and the method is between first and second-order. The Robin
boundary condition is slightly less accurate than the Neumann boundary condition
which is expected as at is a mixing between Dirichlet and Neumann. Then, the phase
barycenter arrangement seems to be a higher constraint on numerical methods to
obtain higher order accuracy.

3.2.2. Ghost cell method
In parallel to CCM, another approach has been developed in the late 90’s to handle
Poisson equations on irregular domains based on a ghost cell method (GCM).
The first algorithm was proposed in [51] to apply Dirichlet boundary conditions at the
interface. Then, other works such as [58] proposed an extension of GFM to impose
boundary conditions instead of quantity jumps at the interface.
The following second-order finite difference discretization is proposed for the 1D
version of Eq. (12) where the interface lies between xi and xi+1

βi+ 1
2

Φ
gh
i+1−Φi

∆x − βi− 1
2

Φi−Φi−1
∆x

∆x
= S i , (31)
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with Φ
gh
i+1 the ghost value of Φ in the unknown domain.

Then, a second-order approximation of Φ
gh
i+1 can be defined as Φ

gh
i+1 =

ΦΓ+(θ−1)Φi
θ

using
linear extrapolation. Higher order extrapolations were already used for the resolution
of Stefan problem [51] or for fourth order accuracy when solving Laplace and heat
equations in [59]. However, they lead to a non-symmetric linear system. As for the
cell volume in CCM, expressions including θ are not well-defined for arbitrary small
values of θ. This issue can be handled by fixing a threshold θc for which the interface
xΓ is too close to xi and imposing Φi = ΦΓ does not alter the overall accuracy and
boundness of the method [58]. Another way to handle such singularity is to use a new
stencil which does not include Φi in the discretization [34]. Then the denominator is
bounded by ∆x.
The convergent behaviour was first observed numerically without any evidence from
Taylor expansion analysis, however in [60] a theoretical proof is provided.
This approach is easily extended to multidimensional Poisson equation by applying
the same methodology for the other directions. However, application to other
boundary conditions such as Neumann or Robin is not straightforward and has been
addressed only recently [61, 62].
The extrapolation used to defined Φ

gh
i+1 can be generalized to any boundary condition

type using the following second-order extrapolation

Φ
gh
i+1 = Φi +

(c∆x − a∆xΦi) nx

b + aθ∆xnx
. (32)

Note that in this relation, a = 1, b = 0 and c = ΦΓ leads to the second-order
extrapolation initially proposed in [58].
In [61], authors demonstrated that using a dimensional-splitting is inherently
first-order and not even consistent for the gradient evaluation due to the the normal
direction nature of such boundary condition type. They propose a new procedure for
imposing a Robin boundary condition in the normal direction to the interface using a
ghost-cell method.
Instead of approximating Φgh, the normal derivative Φ(1) is approximated as

Φ(1) =
c − aΦi

b + aθ∆x
. (33)

This derivative is then extrapolated constantly in a narrow band following [63]. This
derivative is then used in order to define second order accurate ghost cells Φgh in the
interface vicinity following the linear extrapolation of [63]. Finally, the standard
discretization of Eq. (31) is used for the Laplacian with Φ

gh
i+1 defined by the procedure

above.
Note that the procedure to impose Robin boundary conditions has been extended to
general boundary conditions in [62] by fixing b = 0 for Dirichlet boundary conditions
or a = 0 for Neumann boundary conditions.
In Fig. 8, the error with GCM either from a dimensional-splitting or a normal
direction discretization is shown. As pointed out by [61], the use of
dimensional-splitting leads to first-order accuracy when applied to Neumann or Robin
boundary conditions while the normal direction discretization provides second-order
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(a) Convergence of L2(Φ) (b) Convergence of L∞(Φ)

Figure 8: Mesh convergence of L2(Φ) and L∞(Φ) for the static diffusion problem with GCM
using a dimensional-splitting ( ) or a normal direction discretization ( )

accuracy for all boundary condition types. However, the Dirichlet boundary condition
is less accurate than the dimensional-splitting approach.
Then, it is mandatory to use a normal direction discretization for Neumann or Robin
boundary conditions to retrieve consistent gradient approximation while it is more
interesting to use dimensional-splitting for Dirichlet boundary conditions.

3.3. Methods selection for VOF and SLS framework
To conclude this investigation, several approaches have been compared based on
explicit or implicit interface representation of the interface from f or φ. As the VOF
framework considered in this paper uses a phase barycenter arrangement of scalars,
CCM is used with an accuracy between first and second-order. Note that this method
could be improved to obtain second-order accuracy which is not the scope of this
paper.
For the SLS framework, the source term method is not as accurate and sharp as IBM.
Moreover, looking at methods to impose Neumann or Robin boundary conditions,
CCM and GCM based on cell center arrangement of scalars are both second-order
accurate with similar accuracy magnitude. It is then more interesting to use the recent
GCM based on normal direction discretization to apply Neumann or Robin boundary
conditions instead of using the CCM which requires to reconstruct an explicit
interface. It is more accurate to rely on the dimensional-splitting discretization to
apply Dirichlet boundary conditions.
With the above discretization choices, the SLS framework relying on GCM is more
accurate than the VOF framework based on the phase barycenter CCM.

4. Evaluating normal gradients

The imposition of flux discontinuity can now be handled by one of the methods
presented above. They all require an accurate approximation of the normal gradient at
the interface which is essential for phase-change simulations as it is used for
computation of ṁ. This numerical aspect has been broadly investigated in the
literature for phase-change simulations as it conditions the accuracy of the predicted
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mass variation during a simulation. The main challenge of this computation is to
provide high-order accuracy with limited information. Several approaches can
respond to these constraints such as one-sided differences and ghost cell differences.
In this section, these methods are evaluated and improvements are proposed to obtain
an accurate gradient computation using different interface representations.
For a quantitative investigation of the gradient reconstruction accuracy, the test case
defined in Sec. 3 is reused. The errors for a phase normal gradient Φ

(1)
Γ,p with p = l, g at

the interface is computed as the normalized L2 error norm. Note that it is interesting to
investigate both gas and liquid normal gradients as their related fields are not of the
same nature.

4.1. One-sided differences
The idea behind one-sided differences is to consider the available information of the
single phase and include the interface value ΦΓ in the gradient stencil. This implies the
use of the interface location xΓ from an interface representation (see Appendix 8.1).
First, one-sided gradients can be evaluated with dimensional-splitting from
Φ

(1)
Γ

= ∇Φ · nΓ. In the Level Set framework, one-sided differences can be designed
using the signed distance φ [30] where, in a cell Ci with the interface lying between xi

and xi−1, the gradient is computed as

∂Φ

∂x

∣∣∣∣∣
Γ,i

=
Φi − ΦΓ,i

∆xΓ

, (34)

with ∆xΓ the distance between xi and xΓ. In [38], a higher-order finite difference
defined in cell Ci is used if the interface lies between xi and xi−1

∂Φ

∂x

∣∣∣∣∣
Γ,i

=
−∆x2

Γ
Φi−1 +

(
∆x2

Γ
− ∆x2

)
Φi + ∆x2ΦΓ,i

∆x∆xΓ (∆x + ∆xΓ)
. (35)

In [34], an improvement is proposed to handle the singular case ∆xΓ ≈ 0

∂Φ

∂x

∣∣∣∣∣
Γ,i

=

(
∆x2 − ∆x2

Γ

)
Φi−2 +

(
−4∆x2 + ∆x2

Γ

)
Φi−1 + 3∆x2ΦΓ,i

∆x (∆x + ∆xΓ) (2∆x + ∆xΓ)
. (36)

This new stencil is used only when ∆xΓ < εc defined as εc = 10−3∆x. Actually, it is
possible to use any arbitrary order finite differences for this gradient computation. For
instance, fourth-order one-sided gradients are used in [28] .
A discretization based the PLIC reconstruction has been proposed in the VOF
framework [13]

∂Φ

∂x

∣∣∣∣∣
Γ,i

=
Φi+1 − ΦΓ,i

∆x + ∆xΓ

, (37)

In this expression, the computational point is always chosen such that ∆x + ∆xΓ > ∆x
to avoid any troublesome behavior when ∆xΓ is arbitrarily small.
In practice, the evaporation rate evaluation ṁ have to be performed at the interface
position xΓ. As the finite differences defined by Eq. 37 is defined at the cell center xi,
it contains an inherent first order error. Eq. 34, Eq. 35 and Eq. 36 are then of huge
interest as they correspond to a Taylor expansions around xΓ.
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Other methods use normal finite differences instead of dimensional-splitting. In the
Front-Tracking framework, a method based on a fixed normal distance to the interface
is presented in [16] to prevent any singular behaviour for gradient discretizations
when δxΓ is arbitrary small. This takes the form of a first-order one-sided difference

Φ
(1)
Γ,i =

Φ̃(δ) − ΦΓ,i

δ
, (38)

with Φ̃(δ) retrieved from linear interpolation of the cells adjacent to Ci at the point
which is located at a normal distance δ from the interface. δ can be chosen between
∆x and 2∆x without noticeable impact on the accuracy. It has also been used in a VOF
framework relying on the PLIC reconstruction barycenter [35]. In [64], a
second-order discretization is proposed

Φ
(1)
Γ,i =

Φ̃(2δ) − 4Φ̃(δ) + 3ΦΓ,i

2δ
, (39)

with Φ̃(2δ) and Φ̃(δ) obtained from linear interpolation.
A last approach was presented in [65, 66, 36] to avoid using the mixed cells values
which are averaged. The normal gradient is computed in a set of pure cells by
first-order derivatives. Then, the gradients in the mixed cells are retrieved either using
simple average of neighbour pure cells [65, 66] or using a weighting [36].
In the present comparison, both normal finite differences (NFD) and
dimensional-splitting finite differences (SFD) are tested either with first or
second-order discretization. In practice, the first-order and second-order
discretizations of NFD method correspond to Eq. (38) and Eq. (39) respectively based
on a PLIC reconstruction. SFD method uses the first order discretization of Eq. (34)
and the second-order discretization Eq. (36) with ∆xΓ computed from Level-Set (see
Appendix 8.1). These choices are representative of the current methods of the
literature.

(a) Convergence of L2
(
Φ

(1)
Γ,l

)
(b) Convergence of L2

(
Φ

(1)
Γ,g

)
Figure 9: Mesh convergence of L2

(
Φ

(1)
Γ,l

)
and L2

(
Φ

(1)
Γ,g

)
for normal finite differences (NFD) and

dimensional-splitting finite differences (SFD) using first-order ( ) or second-order discretiza-
tion ( ).

In Fig. 9, all methods exhibit a first-order convergence for the gradient. This rate is
expected for FND-OS1 and SFD-OS1 while it is not trivial for FND-OS2 and
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SFD-OS2. In fact, using the location of the interface in the stencil, which has been
demonstrated to be second-order accurate in Appendix 8.1 prevents any one-sided
discretization to reach high-order accuracy. This point was reported in [34] where a
higher-order representation of the interface using Gradient Augmented Level Set
allowed to recover a second-order accuracy of the gradients.
Moreover, the interface value ΦΓ is not known a priori for general phase-change
simulations. The quantity is reconstructed with a limited order of accuracy which
could induce even more error in the gradient computation. This aspect is not discussed
in most of the work using the one-sided gradient method as it is mainly used in boiling
applications where TΓ is imposed at the saturation temperature of the pure liquid.
These limitations can be circumvented by keeping a uniform discretization based on a
ghost cell method. Then, neither the interface position nor the interface value are
required.

4.2. Ghost cell method

The dimensional-splitting GCM presented in Sec. 3.2.2 can also be employed to
compute the interface value and normal gradient. In [12, 17, 19], ghost cells are
defined in the unknown part of the domain, and linear interpolation and central
differences are used to retrieve the quantity and the gradient respectively. This gives
the second-order interpolation of ΦΓ at xΓ

ΦΓ = (1 − θ)Φp,i + θΦ
gh
p,i+1 , (40)

with θ = |φi|/(|φi| + |φi+1|).
In 2D or 3D configuration, Φx

Γ
, Φ

y
Γ

(and Φz
Γ
) are obtained from Eq. (40) and projected

to the correct value ΦΓ with

ΦΓ = Φx
Γn2

x + Φ
y
Γ
n2

y . (41)

The second-order difference located at the cell center is written as

∂Φ

∂x

∣∣∣∣∣
Γ,i

=
Φ

gh
i+1 − Φi−1

2∆x
. (42)

Note that in this expression, ∂Φ
∂x

∣∣∣
Γ,i is not defined at the interface but at xi. In [14], the

gradient are upwind to give a gradient evaluation closer to the interface

∂Φ

∂x

∣∣∣∣∣
Γ,i

=
Φ

gh
i+1 − Φi

∆x
. (43)

Even if this is still not providing ∇Φ exactly at the interface position, it reduces the
first-order error of a standard central difference located at the cell center by centering
the gradient at the closest cell face to the interface.
The gradients computed from uniform discretization are defined at the cell center and
contain an inherent first-order error which cannot be overcome by improving the
stencil of the gradient evaluation.
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For higher-order interface gradients, an interpolation to the interface position is then
required. This can be done either by linear or harmonic interpolation applied to Φ(1)

(when interface lies between xi−1 and xi)

Φ
(1)
Γ,i =

Φ
(1)
i |φi−1, j| + Φ

(1)
i−1|φi|

|φi| + |φi−1|
, Φ

(1)
Γ,i = Φ

(1)
i Φ

(1)
i−1

|φi| + |φi−1|

Φ
(1)
i |φi| + Φ

(1)
i−1|φi−1|

. (44)

In practice, the gradient is first computed at the cell center xi. Then, the interface
gradient is only computed in cells where φ changes sign. In a multi-dimensional case,
φ can change sign in several directions, in this case, Φ

(1)
Γ

is retrieved by weight average
of all the interpolated values based on squared normal components. Note that this
interpolation step is only required when using quadratic interpolation or higher-order.
In the case of linear interpolation, the ghost cells are already defined such that the
gradient is constant in the normal direction, then the evaluation of the gradient
between two cells apart from an interface cells are expected to be substantially equal.
For the comparison, no interpolation (NI), linear interpolation (LI) or harmonic
interpolation (HI) of the gradient with ghost cells defined either by linear extrapolation
(LE) or quadratic extrapolation (QE) are investigated. The exact signed distance to the
interface is used in this study. However, a second-order signed distance is expected to
lead to the same accuracy order with a potential shift in accuracy magnitude.

(a) Convergence of L2
(
Φ

(1)
Γ,l

)
(b) Convergence of L2

(
Φ

(1)
Γ,g

)
Figure 10: Mesh convergence of L2

(
Φ

(1)
Γ,l

)
and L2

(
Φ

(1)
Γ,g

)
for gradients either based on LE ( )

or QE ( ) with no additional interpolation (NI), linear interpolation (LI) or harmonic interpo-
lation (HI).

A first-order trend is presented in Fig. 10 for gradients evaluated from both LE and
QE. This is an expected result for LE as the extrapolated field is second-order and the
gradient computed using centered finite differences leads to a first-order gradient
approximation. On the other hand, QE improves accuracy while maintaining a
first-order convergence rate. From the same reasoning as for the linear extrapolation, a
second-order gradient would be expected from a centered finite difference on a third
order field.
In fact, the first-order trend is due to the location of the gradient evaluation. As
expected, an interpolation process does not improve the accuracy of gradient from LE.
Indeed, they all collapse to the same error trend.
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For QE, the gradient is not constant anymore in the normal direction and an
interpolation is expected to improve the accuracy of the evaluation. In Fig. 10, it is
clear that both LI and HI improve the accuracy and rate of convergence of the normal
gradient evaluation. Surprisingly, a super-convergence is observed in Fig. 10a for LI.
This can be explained by the quadratic nature of the Φl field which leads to an exact
extrapolation using QE, and an exact interpolation of the gradients using LI. For the
exponential functional of Φg, the expected second-order convergence is retrieved in
Fig. 10a.
As a conclusion, using QE for Φgh and LI or HI for Φ

(1)
Γ

leads to second-order normal
gradients.

4.3. Least-square minimization

A last methodology is to compute the interface value and normal gradient from a
functional fitting based on least-square minimization (LSM) of the field. This
approach retrieves these quantities at the interface location without any additional
interpolation and dimensional-splitting in opposition to GCM. Moreover it can be
applied to both uniform and non-uniform (based on phase barycenter) discretizations
without additional considerations.
In two-phase flow simulations, LSM was initially used to achieve convergence in the
curvature evaluation for unstructured meshes [67] or from a distance prompt to
reconstruction errors [68]. For phase-change simulations, this idea has already been
used in [18] to fit a linear profile for T and Y . It was found that LSM allows
mitigation of numerical errors by increasing the sample size of points in the stencil.
The Taylor expansion around the interface location xΓ,i gives

Φ(x) = Φ(xΓ,i) + ∆xᵀ∇Φ(xC) + ∆xᵀ∇∇Φ(xΓ)∆x , (45)

with ∆x = x − xΓ.
Keeping the first-order derivatives and neglecting second-order derivative corresponds
to a linear functional fitting with an expected first-order accuracy at the point of
interest while keeping the Taylor expansion up to second-order derivatives
corresponds to a quadratic functional fitting with an expected second-order accuracy
at the point of interest.
Note that other fitting can be used such as in [31] where the temperature evolution in
the interface vicinity is fitted by an Erf profile.
In the following, three different stencils are proposed to solve this problem either
based on linear or quadratic fit.
The first method is based on non-uniform arrangement and proposes to only use the
points belonging to the considered phase with their values located at the phase
barycenter. Then a cell located in the phase p has the following distance to the phase
barycenter ∆x = xcm,p − xΓ,i and the value Φ

(
xcm,p

)
. An extension of this first system,

referred as PI, can be build by adding the interface value in the stencil. Then the
associated distance is ∆x = 0 and the corresponding value is Φ

(
xΓ,i

)
= ΦΓ.

It has been shown in Sec. 4.1 that errors on the interface location could lead to
important errors in the gradient evaluation when the interface value was explicitly
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used in the stencil. To demonstrate this behaviour, another discretization, named P, is
also proposed without the interface value in the least square minimization.
Finally, uniform discretization is also investigated. Then the distance is just
∆x = xC − xΓ with values taken at the cell center Φ (xC). When the stencil implies
values of mixed cells or the other phase, the values are retrieved either using LE or
QE. The above discretizations PI, P, LE or QE are used either with linear (LSL) or
quadratic (LSQ) functional fitting. A weight inspired from [36] is used to give more
importance to stencil points in the normal direction to the interface. The test case
performed here rely on a phase barycenter arrangement of Φ to be representative of a
gradient evaluation used in the VOF framework.

(a) Convergence of L2
(
Φ

(1)
Γ,l

)
(b) Convergence of L2

(
Φ

(1)
Γ,g

)
Figure 11: Mesh convergence of L2

(
Φ

(1)
Γ,l

)
and L2

(
Φ

(1)
Γ,g

)
for different discretizations using LSL

( ) or LSQ ( ).

The results are presented in Fig. 11 where LSL is first-order accurate while LSQ is
second-order unless for LE and PI. As for the results of NI, using LSL in combination
with QE improves the accuracy magnitude but does not allow second-order accuracy.
LE errors collapse as the slope is already imposed by the linear extrapolation, then
using LSL or LSQ leads to the same accuracy.
The discretizations P and PI do not provide the same accuracy for high resolutions.
Indeed, the combination of LSQ with PI is second-order accurate for coarse to
medium meshes while it decreases to first-order convergence for high resolutions
while combining LSQ with P lead to second-order accuracy for all resolutions. This is
explained by the second-order error introduced by the interface location
approximation already observed in Sec. 4.1.
Finally, using only one-sided values of Φ (P) is more accurate than using the
extrapolated values (QE) combined with LSQ. In fact, P only implies exact values of
Φ while QE introduces a third order error on more than half of the values used in the
least square minimization.

4.4. Methods selection for VOF and SLS framework

For completeness, the same gradient methodologies are applied to a second-order
scalar field obtained from the static diffusion problem presented in Sec. 3. This last
study is relevant for evaporation problems where the scalar field is not exact and
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evolves in time through diffusion and convection. As demonstrated in Sec. 3, the
handling of flux jumps is second-order accurate at best. Then, a first-order accuracy is
expected on gradient evaluation. For a phase-change solver, it means that ṁ is
evaluated at first-order from the gradient reconstruction.
The most accurate gradient evaluations retained in the above study are directly applied
on the scalar field obtained from the static diffusion problem with Dirichlet boundary
conditions of Sec. 3. This problem is analogous to the resolution of the energy
equation with computation of the evaporation rate ṁ fromMT .

VOF framework with a combination of CCM and LSM. Using an explicit
representation of the interface with quantities defined at cell barycenters, the scalar
field Φ

VOF
obtained from Sec. 3.2.1 is between first and second-order. Then, the

normal gradient is expected to be at most first-order accurate.

(a) Convergence of L2
(
Φ

(1)
Γ,l

)
(b) Convergence of L2

(
Φ

(1)
Γ,g

)
Figure 12: Mesh convergence of L2

(
Φ

(1)
Γ,l

)
and L2

(
Φ

(1)
Γ,g

)
for the different least square approaches

applied to Φ
VOF

The results are presented in Fig. 12 for the LSL-LE, LSL-QE, LSQ-QE and LSQ-P
methods. The accuracy is drastically decreased compared to the results presented in
Sec. 4.3. The LSQ-P method is not convergent anymore while other methods show a
convergent behaviour. LSL provides a solid first-order convergence of the normal with
a more accurate computation using QE. However, LSQ leads to error saturation for
high resolution while it is the most accurate method for low to medium meshes. In
fact, trying to fit a quadratic functional is not the most suited method for its lack of
monotonicity as discussed in [31] where an Erf functional was fitted instead. From
these considerations, LSL is the most robust method and will be used hereafter.

SLS framework with GCM. With an implicit representation of the interface, the scalar
field Φ

S LS
obtained from Sec. 3.2.2 is second-order accurate. Then, the normal

gradient is expected to be first-order accurate.
In Fig. 13, the error convergence of NI-LE, NI-QE and LI-QE are represented. All
methods have an asymptotic first-order convergence rate while LI-QE is essentially
second-order for low to medium resolutions. The use of quadratic extrapolation
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(a) Convergence of L2
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Φ

(1)
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(b) Convergence of L2
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)
Figure 13: Mesh convergence of L2

(
Φ

(1)
Γ,l

)
and L2

(
Φ

(1)
Γ,g

)
for the different combination of field

extrapolation and gradient interpolation applied to Φ
S LS

improves gradient accuracy while performing the additional linear interpolation
improves it even more.

Recap of method choices. From the above considerations, the LE and QE lead to
first-order gradient evaluations while the use of quantities restrained in a single-phase
close to the interface did not converge for a VOF framework Moreover, LSQ was
proven to be less robust in the literature and did not lead to substantial accuracy
improvements in the coarse and fine meshes. Then LSL combined with LE or QE is
used to obtain first-order accurate gradient close to the interface.
In a SLS framework, the use of QE is a huge improvement in accuracy if combined
with a linear interpolation of the gradient at the interface location. The difference is
more important compared to QE applied to a VOF framework, as Φ

S LS
is already

more accurate than Φ
VOF

. Another reason is the difference of accuracy for QE
described in Appendix 8.2 if normal are computed from the PLIC reconstruction or
from φ directly. As observed in Sec. 3 for imposing flux discontinuity, the SLS
framework is again more accurate than the VOF framework for evaluating normal
gradients.
However, the same conclusion is not clear for phase-change applications from this
investigation on a static test case. Indeed, it has been demonstrated here that the
introduction of new errors in the scalar field can lead to different convergence
behaviour for the gradient evaluation using LE and QE. This is then interesting to
pursue this investigation on dynamic test cases where important transport errors are
also introduced and can impact gradient evaluations and the handling of flux
discontinuities at the interface using VOF and SLS frameworks.
In the following section, these methods are investigated for all test cases and are
referred to VOF-LE, VOF-QE, SLS-LE and SLS-QE respectively.

26



Tw
Yw

T∞
Y∞

L

xΓ

Ωg Ωl
TΓ
YΓ

Figure 14: Illustration of the planar Stefan problem

Case Frank sphere Boiling Evaporation
c on on on
ṁ on on on
Tl on off on
Tg off on on
u off on on
Y off off on
TΓ, YΓ off off on

Table 1: Activated equations for the Ste-
fan problems

5. Full phase-change procedure

In this section, the goal is to study different phase-change procedures built from a
combination of methods evaluated in Sec. 3 and 4. Apart from the choice of flux
discontinuity imposition and normal gradient evaluation, all other numerical methods
used in the solver are detailed in Appendix 8.3.
For this purpose, planar Stefan flow and spherical Stefan flow problems are
investigated.
The planar solutions allow to consider 1D simulations where the transport of VOF is
exact in space while it is quasi-exact for SLS. Moreover, the quantity reconstructions
at the interface are not prompt to geometric errors which can be prevalent as
demonstrated in Appendix 8.1. In the 3D test case, topology errors are also included
and allow to demonstrates interest of the reconstruction choices in more complex
applications.

5.1. Planar Stefan problems

The planar Stefan flow problems considered here are successively introduced with
different levels of coupling between mass, momentum, energy and species given in
Tab. 1. This allows a step-by-step validation of the solver along with the impact of the
solver choices for different degree of complexity in the test case investigated. All the
presented planar Stefan flow problems consist of the same domain of length L, with
wall boundaries at the left Tw, Yw and outflow boundaries at the right T∞, Y∞ as
illustrated in Fig. 14. The gas phase is located between the wall and the interface
while the liquid domain is supposed infinite starting from the interface position. Phase
change occurs because of the jump in energy flux or species flux at the interface and
creates the motion of the interface. The corresponding analytical position xΓ and
velocities uΓ, ul and ug derived as [59, 69, 34, 18]

xΓ = 2γ
√
λt , uΓ = γ

√
λ

t
, ul = γ

√
λ

t

(
1 −

ρg

ρl

)
, ug = 0 .

(46)
with γ a diffusion layer and λ the thermal diffusivity such that λ = k/(ρcp).
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The analytical solution of temperature and species depends on the Stefan problem and
is given in the corresponding sections. The fluid properties and physical set-up used in
these problems are given in Tab. 2 and 3 respectively.

Case Frank sphere Boiling Evaporation
Phase Liquid Gas Liquid Gas Liquid Gas
ρ (kg/m3) 1 1 1000 1 1000 1
µ (Pa · s) 1 1 1 · 10−2 1 · 10−5 1 · 10−2 1 · 10−5

k (W/m/K) 1 1 1 · 10−1 1 · 10−2 1 · 10−1 1 · 10−2

cp (J/kg/K) 1 1 1000 1000 1000 1000
λ (m2/s) 1 1 1 · 10−7 1 · 10−5 1 · 10−7 1 · 10−5

M (kg/mol) – – – – – 0.018
Lvap (J/kg) 1 – 1 · 106 – 1 · 106 –
Dv (m2/s) – – – – – 1 · 10−5

Tsat (K) 0 – 373.15 – 373.15 –
σ (N/m) 1 – 0.01 – 0.01 –

Table 2: Physical properties of fluids considered in the planar Stefan problems

Case Frank sphere Boiling Evaporation
L (m) 10 1 · 10−3 1 · 10−3

t0 (s) 1 0.1 1 · 10−2

t f (s) 1.5 0.2 0.1
xΓ (m) 0.86 1.4119 · 10−4 7.3204 · 10−5

TΓ (K) 0 373.15 296.12
T∞ (K) 0.5 373.15 323.15
Tw (K) 0 383.15 296.12
YΓ – – 0.22106
Yw – – 0.2
Y∞ – – 1
γ 0.43 0.0706 0.11575

Table 3: Physical set-up for the planar Stefan problems

In the following, metrics are defined to quantify the errors associated to the 1D test
cases. The L1(Φp) and L∞(Φp) errors of the phase scalars with p = l, g are defined as

L1

(
Φp

)
=

1
Np

∑Np

i=1

∣∣∣Φp,i,exact − Φp,i,num

∣∣∣
Φ∞

, L∞
(
Φp

)
= max

i

∣∣∣Φp,i,exact − Φp,i,num

∣∣∣
Φ∞

.

(47)
Np corresponds to the number of cells belonging to the phase p. Φp,i,exact is provided
by the analytical solution while Φp,i,num is the numerical value provided by the solver
at the end of the simulation.
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The mass error and the phase velocity up with p = l, g,Γ error can be expressed as

E(xΓ) =

∣∣∣xΓ,exact − xΓ,num

∣∣∣
L

, E(up) =

max
i

∣∣∣up,exact − up,i,num

∣∣∣
up,exact

, (48)

with L the domain length, xΓ,exact and up,exact the exact interface position and phase
velocity respectively, xΓ,num the numerical value at the end of the simulation and
up,i,num the numerical value in Ci at the end of the simulation.
It is very important that the different quantities of the physical set-up given in Tab. 3
are taken with a large number of significant digits to retrieve convergent behaviours.
Indeed, the errors are already very low in 1D test cases and then become very
sensitive to initialization errors.

5.1.1. Planar Frank sphere
The first test case aims to evaluate the accuracy of both ṁ and the diffusion problem
with a moving boundary condition. The planar Frank Sphere is a class of problem
where two fluids of same properties (see Tab. 2) are separated by an interface. It has
been used in [59] to assess a fourth order accurate scheme for the heat equation. In
this mathematical problem, the momentum equation is not relevant as

[
ρ
]
Γ = 0, the

velocity is set to zero and does not evolve with time. Moreover, the species mass
fraction equation is not considered neither because both fluids have the same
properties, thus Y = 1 in the domain. Then the temperature at the interface is at
saturation and is fixed to TΓ = Tsat given in Tab. 2. As the wall temperature Tw is also
set to Tsat, the gas temperature is not solved neither and is simply set to Tg = Tsat. The
evolution of liquid temperature is then given by the expression

Tl = Tw +
T∞ − TΓ

erfc (γ)

(
erfc (γ) − erfc

(
x

2
√
λlt

))
, (49)

with the values of Tw, T∞ and TΓ given in Tab. 3 and λl given in Tab. 2. Therefore,
phase change occurs because of the jump in energy flux at the interface and is driven
by ∂Tl

∂x

∣∣∣
Γ
. The simulation starts with the analytical temperature of Tl at t0 = 1 s with

the initial position of the interface xΓ = 0.86 m and stops at t f = 1.5 s.
In Fig. 15, the errors associated to the planar Frank sphere problem are provided.
First, L1(Tl) and L∞(Tl) exhibits a second-order trend for the coarse meshes in
Fig. 15a and Fig. 15b while it saturates from Nx = 160 when using quadratic
extrapolations (VOF-QE and SLS-QE). In fact, using a quadratic extrapolation on a
second-order field at most does not lead to second-order accuracy as illustrated in
Sec. 4.4 which could explain this saturation. On the other hand, the gradient
evaluations based on linear extrapolation (VOF-LE and SLS-LE) converge between
first and second-order. It can be observed that no convergence is retrieved for E(xΓ)
and E(uΓ) in Fig. 15c and Fig. 15d when using QE. In fact, the first mesh Nx already
provide a position evolution which is very close to the exact solution when using QE.
Therefore, the error related to LE is predominant for the LE-based cases which allows
the first-order convergence. For QE, as the error related to gradient reconstruction is
drastically reduced, another source of error could become predominant with mesh
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(a) Convergence of L1(Tl) (b) Convergence of L∞(Tl)

(c) Convergence of E(xΓ) (d) Convergence of E(uΓ)

Figure 15: Mesh convergence of errors for the planar Frank sphere problem using LE ( ) or
QE ( ).

resolution leading to the non-convergent behaviour. This source of error could come
from the boundary condition applied to liquid temperature which is not at infinity or
from the time integration.
Overall, even if QE-based gradient reconstructions do not converge in the high
resolution limit, it provides more accurate quantities compared to LE-based gradient
reconstructions for low resolutions. Also, SLS is globally more accurate than VOF for
all metrics.
From these observations, the choice of extrapolation is not clear. On the one hand, LE
provides a convergent behaviour but on the other hand, QE is more accurate for all
meshes considered here. However, for a test case with more error sources as the
planar boiling, it is not clear if QE still provides more accurate results. At this stage,
no conclusion on the best choice can be made and both extrapolations are still
compared in the next study about planar boiling.

5.1.2. Planar boiling
A step further to general vaporization is to consider a physical problem with a density
jump between both phases. Then, the momentum equation is solved with a velocity
jump caused by phase change at the interface. The planar boiling problem was first
considered in [69] and investigated in [34, 18] where liquid ans gas are considered to
be the fluid and its vapour with fluid properties of Tab. 2. Then, the interface is at the
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saturation conditions of the pure liquid and the species equation is not relevant to
solve. The interface temperature is fixed to TΓ = Tsat. The temperature at infinity is
set such that T∞ = Tsat, therefore, the liquid temperature is set to Tl = Tsat and does
not require to be solved in opposition to the Frank sphere problem. The evolution of
gas temperature is then given by the expression

Tg = Tw +
TΓ − Tw

erf (γ)
erf

 x

2
√
λgt

 , (50)

with the values of Tw and TΓ given in Tab. 3 and λg given in Tab. 2. Phase change still
occurs because of the jump in energy flux at the interface and is driven by the
evaluation of ∂Tg

∂x

∣∣∣∣
Γ
. The simulation starts with the analytical temperature of Tg at

t0 = 0.1 s with the initial position of the interface xΓ = 1.4119 · 10−4 m and stops at
t f = 0.2 s.

(a) Convergence of L1(Tg) (b) Convergence of L∞(Tg)

(c) Convergence of E(xΓ) (d) Convergence of E(ul)

Figure 16: Mesh convergence of errors for the planar boiling problem using LE ( ) or QE
( ).

In Fig. 16, the errors associated to the planar boiling problem are provided. As
opposed to the Frank sphere problem, a clear second-order convergence is observed in
Fig. 16a , Fig. 16b and Fig. 16c for L1(Tl), L∞(Tl) and E(xΓ) when using QE unless
for the Nx = 640 simulation using SLS-QE. For LE, the expected first-order
convergence is observed. The order of convergence is not clear for E(ul) in Fig. 16d
even if a second-order tendency can also been observed for quadratic extrapolations
whereas it is first-order for linear extrapolations.
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For that test case, the use of QE leads to a serious improvement in accuracy. It is quite
surprising as the system of equations induces more sources of error due to the mass
and momentum equations and quadratic extrapolations are not expected to improve
the order of convergence as demonstrated in Sec. 4.4. However, the absence of
transport and topology errors in planar test cases could explain this super-convergence.
Now, it is interesting to pursue the same study for evaporation where all equations and
closures have to be explicitly solved.

5.1.3. Planar evaporation
Finally, the general evaporation problem of [18] is presented where the gas part of the
domain is a mixture of inert gas and liquid vapour. Thus, the species mass fraction
equation evolves in time and needs to be solved in the gas. The analytical solution for
species mass fraction evolution is

Y = Yw +
YΓ − Yw

erf (γ)
erf

(
x

2
√
Dvt

)
, (51)

with Yw and YΓ given in Tab. 3 andDv given in Tab. 2. Note that γ is the same layer
for species and temperature as the Lewis number Le = λg/Dv = 1 in this case.
In such a case, the quantities at the interface are not imposed explicitly and need to be
retrieved from the phase-change procedure. The exact value of TΓ and YΓ can be
derived analytically with the additional relation from Eq. (4) as in [18]:

TΓ = Tw +
Lvap

cp,g

√
Dv

λg

YΓ − Yw

YΓ − 1
, (52)

As TΓ is computed numerically, it does not match exactly the initial liquid temperature
Tl = T∞. Then the liquid temperature also needs to be solved to take into account the
potential derivations of TΓ from T∞.
The evolution of gas temperature is still given by Eq. (50) with the values of Tw and
TΓ given in Tab. 3 and λg given in Tab. 2. Phase change still occurs because of the
jump in energy flux at the interface and is driven by the evaluation of ∂Tg

∂x

∣∣∣∣
Γ
. The

simulation starts with the analytical temperature of Tg at t0 = 0.01 s with the initial
position of the interface xΓ = 7.3204 · 10−5 m and stops at t f = 0.1 s.

Full phase change procedure study. As the interface quantities TΓ and YΓ are not
imposed anymore and needs an explicit reconstruction at the interface, this last test
case allows to investigate the phase-change procedure.
The overall phase change procedure needs the combination of three important
features:

1. The computation of ṁ;
2. The computation of TΓ and YΓ;
3. The boundary condition at the interface for Tl, Tg and Y .

In [15], the choice of applying a Robin boundary condition on the species instead of a
classic Dirichlet boundary condition YΓ is not innocuous. The reason for that is the
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tight coupling between the scalars and the computation of ṁ, TΓ and YΓ. The coupling
of ṁ with pressure and interface regression is not discussed as it is expected to be a
fairly low coupling compared to energy and species equations.
The aim of this study is to bring out the impact of the different combinations of phase
change procedure. Some key points of the following discussion are already notified in
[18].
First, the Dirichlet boundary condition applied to Y is investigated by trying different
quantity reconstruction at the interface. Then, the same study is performed with Robin
boundary condition applied to Y for comparison.
Different reconstructions of YΓ and TΓ are investigated for this choice of embedded
boundary conditions at the interface:

• A first-order extrapolation YΓ = YC leading to method Q1(Y);

• A second-order extrapolation Eq. (41) leading to method Q2(Y);

• An iterative process based on the general system Eq. (4) with the gradient
reconstruction of [18] and [30] for VOF and SLS respectively. This leads to
method Q3(Tl,Tg,Y).

In the results shown here, the evaporation rate is computed either from the
temperatureM1(Tl,Tg) or the species mass fractionM2(Y).
All the analysis relies on the interface position error E(xΓ) as it is sufficient to detect
inconsistent behaviour of the phase-change procedure.
First, the phase change procedure is designed to impose Dirichlet boundary conditions
for all scalars Tl, Tg and Y . The boundary conditions are then direct functions of the
quantities at the interface Q, this is expressed as Tl|∂Ω (Q), Tg

∣∣∣
∂Ω

(Q) and Y |∂Ω (Q).

(a)M1(Tl,Tg) (b)M2(Y)

Figure 17: Mesh convergence of E (xΓ) for the planar evaporation problem with Q1 ( ), Q2

( ), Q3 ( ) and differentM for Dirichlet boundary conditions applied to Y

In Fig. 17, the mesh convergence of E (xΓ) is given. As expected, the reconstruction
based on Q1(Y) leads to an inconsistent scheme both withM1(Tl,Tg) andM2(Y) (see
Fig. 17a and Fig. 17b respectively). This is due to the strong coupling between Q1(Y)
and Y |∂Ω (Q) as YΓ is directly set to the closest point to the interface. Then the
diffusion operator of Y is inconsistent in the case where the cell center belongs to the
gas phase: in such case, the interface flux is always F(Y)

Γ
= (YC − YC) /∆x = 0.
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However, the extrapolation procedure allows to retrieve convergent behaviours. For
SLS, using Q2(Y) relaxes the coupling but can lead to inconsistent fluxes too in the
limit cases where the interface is close to a cell center. For VOF, analysis on Q2(Y) is
not as simple because of the least square system solved to extrapolate the values,
however relaxation of the coupling is observed usingM2(Y) while it is inconsistent
usingM1(Tl,Tg).
Finally, the use of Q3(Tl,Tg,Y) drastically lowers the coupling as the quantities
depend on all scalar fields and not only on Y . Then the results are improved and
retrieve a convergent behaviour.
The same phase change procedure is used but with a Robin boundary condition for Y
with the mesh convergence of E (xΓ) given in Fig. 18.

(a)M1(Tl,Tg) (b)M2(Y)

Figure 18: Mesh convergence of E (xΓ) for the planar evaporation problem with Q1 ( ), Q2

( ), Q3 ( ) and differentM for Robin boundary conditions applied to Y

This new choice of boundary condition creates a dependency on the evaporation rate
computed withM instead of the quantities at the interface. The boundary condition
applied to Y is then a function of Y |∂Ω (M) either computed fromM1(Tl,Tg) or
M2(Y). As illustrated in Fig. 18a, this modification of the boundary condition allows
to be consistent using any of the quantity methodologies for both VOF and SLS if the
evaporation rate is retrieve fromM1(Tl,Tg). This is explained by the low coupling
between the boundary condition obtained from the temperature fields and the quantity
reconstruction obtained from extrapolation of Y . However, whenM2(Y) is used
instead, a tight coupling is created between the boundary condition applied on Y and
the field Y itself. This always leads to inconsistent schemes as shown in Fig. 18b.
The above study is summarized in Tab. 4 where all well-suited procedures for phase
change are represented with X while inconsistent procedures are tagged by X.
Note that a well-suited method leads to convergent behaviour but with huge disparity
in the accuracy. In the present solver, the choice has been to useM1(Tl,Tg) by
default, because it gives a natural way to handle both boiling and evaporation without
problems. Also, using Robin boundary conditions for species with the Q2
reconstruction seems to be the best trade off between implementation complexity,
efficiency and accuracy.
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Dirichlet Robin
M1(Tl,Tg) M2(Y) M1(Tl,Tg) M2(Y)

VOF
Q1(Y) X X X X
Q2(Y) X X X X
Q3(Tl,Tg,Y) X X X X

SLS
Q1(Y) X X X X
Q2(Y) X X X X
Q3(Tl,Tg,Y) X X X X

Table 4: Sum-up of well-suited (X) and inconsistent (X) procedures for phase change.

Gradient reconstruction study. Now that the phase change procedure has been
chosen, the study of Sec. 5.1.1 and 5.1.2 can be performed to compare LE and QE.

(a) Convergence of L1(Tg) (b) Convergence of L1(Y)

(c) Convergence of E(xΓ) (d) Convergence of E(ul)

Figure 19: Mesh convergence of errors for the planar evaporation problem with gradients based
on LE ( ) and QE ( ).

Again, VOF-QE leads to a second-order convergence for all error metrics as shown in
Fig. 19. However, this is not the case for SLS-QE which is between first and
second-order accuracy. By looking at Fig. 19b, the QE method is less accurate than
LE causing the lack of second-order convergence for the other quantities as they are
all coupled. The difference between VOF and SLS convergence rates could be
explained by the exact transport of VOF while SLS is still prompt to spatial errors.
On the other hand, LE leads to an expected first-order convergence of the quantities as
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static droplet evaporation

Case Stefan spherical
Phase Liquid Gas
ρ (kg/m3) 700 1
µ (Pa · s) 3.26 · 10−4 1 · 10−5

k (W/m/K) 1.61 · 10−1 5.2 · 10−2

cp (J/kg/K) 2000 1000
M (kg/mol) 0.058 0.029
Lvap (J/kg) – 2.3 · 106

Dm (m2/s) – 5.2 · 10−5

Tsat (K) 329 –
σ (N/m) 0 –

Table 5: Physical properties of fluids in
the static droplet evaporation

already presented in [18].
Overall, the same conclusions can be drawn for the general evaporation test case:
using quadratic extrapolation to reconstruct the gradient at the interface drastically
improves the results and provides a better convergence rate.

5.2. Static droplet evaporation

The static droplet evaporation is a spherical Stefan problem where topology evaluation
takes an important role in the gradient and quantities reconstruction. The test case is
also expected to be impacted by the ability of the interface tracking method to regress
through transport. In 1D, the transport was almost exact, while in multidimensional
test cases the interface capturing method has a huge impact. Here the goal is to assess
the VOF and SLS solvers in a general multidimensional evaporation problem with
convection effects limited to the Stefan flow induced by the evaporation process.
An acetone droplet of diameter D = 0.1 mm is placed in quiescent air and experience
evaporation due to the gas conditions at infinity T∞ = 700 K and Y∞ = 0 with the fluid
properties reported in Tab. 5. The problem of an isolated droplet evaporating in a gas
at rest has been widely investigated in the literature. By assuming a quasi-steady gas
phase consisting of the vapour and an inert gas, a pure liquid phase with uniform and
stationary temperature, an analytical solution can be derived for temperature and
species mass fraction fields along with droplet diameter evolution. The derivation of
the solution can be found in [15, 21] and leads to the analytical solutions

Tg = T∞ +
Lvap

cp,g

(
1 − (1 − BT )

(
1− d

DΓ

))
, (53)

Y = 1 + (Y∞ + 1)
(
1 − (1 + BM)

(
1− d

DΓ

))
, (54)

with d = (x − x0)2 + (y − y0)2 + (z − z0)2 the diameter coordinate, DΓ the droplet
diameter, BT and BM the Spalding numbers related to heat and mass transfer
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respectively such that

BT =
cp,g (T∞ − TΓ)

Lvap
, BM =

Y∞ − YΓ

YΓ − 1
. (55)

The temperature Tl is expected to be equal to the interface temperature Tl = TΓ.
As for the planar Stefan flow, the value of TΓ and YΓ can be derived analytically with
the additional relation from Eq. (4a) and Eq. (4b)

TΓ = T∞ −
Lvap

cp,g

1 − (
Y∞ − 1
YΓ − 1

)Le , (56)

with Le = λg/Dv the Lewis number. By using and Clausius-Clayperon to close the
system, TΓ = 294.94 K and YΓ = 0.43993. The Spalding numbers can be deduced
accordingly: BT = BM = 0.7819.
Finally, the diameter and evaporation rate evolutions are

DΓ =

√
D2

0 −
4ρgDm

ρl
ln (1 + BM) t , ṁ =

2ρgDv ln (1 + BM)
DΓ

. (57)

The corresponding evaporation time for this test case with an initial diameter
D0 = 1 · 10−4 m is then τe = 0.029126 s.
As the test case is performed in 3D on a cartesian grid, only a eighth of the domain is
consider by using symmetries as illustrated in Fig. 20 to allow a convergence study
with reasonable computational time. Moreover, the domain size is reduced to
[0, 4D0]3 such that boundary conditions are not far enough from the droplet to be
considered at infinity. Then, the boundary condition for temperature and species mass
fraction are imposed by using the exact solution evolving in time Tbc(t, x) and Ybc(t, x)
as in [15] instead of forcing T∞ and Y∞ which would lead to erroneous results. At
these boundaries, the flow is allowed to exit freely by imposing zero pressure
boundaries.
The simulation is performed during t f /τe = 2.5 × 10−3 for four different meshes
leading to ND = 4 to ND = 32 cells in the diameter for the different methods studied in
the planar Stefan flow problem.
The error metrics used here are based on the slope of the d2 law Se = 1/τe and the
error on ṁ defined as

E (Se) =

∣∣∣∣∣∣∣∣1 −
1 −

(
Dnum
D0

)2

Set f

∣∣∣∣∣∣∣∣ , E (ṁ) =
|ṁexact − ṁnum|

ṁexact
, (58)

with Dnum and ṁnum the diameter obtained numerically and ṁexact the exact
evaporation rate at t f .
As the study aims to quantify the accuracy of the phase-change procedure in a
multi-dimensional configuration, the potential perturbations caused by the spurious
behaviour of the liquid velocity close to the interface is mitigated by imposing κ = 0
and uΓ = −ṁ/ρlnΓ. However, the true value of ul is still used in the transport of Tl.
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(a) Convergence of E (ṁ) (b) Convergence of E (Se)

Figure 21: Mesh convergence of E (ṁ) and E (Se) for the static droplet evaporation with gradi-
ents based on LE ( ) and QE ( )

This simplification alleviate potential numerical issues arising from errors in the ul

reconstruction.
The convergences of E (ṁ) and E (Se) are given in Fig. 21. The VOF-LE method
converges to first-order for both metrics while VOF-QE loses accuracy for the finest
grid ND = 32. Otherwise, VOF-QE leads to a slight improvement in accuracy for the
coarse meshes which is not important compared to the gain in the simulation of planar
Stefan problems of Sec. 5.1.3. Then multidimensional effects are predominant for the
VOF methodology and quadratic extrapolations do not seem to substantially improve
results. This observation can explain the choice of linear extrapolation in the work of
[18].
For SLS, Fig. 21a exhibits higher accuracy compared to VOF. Again, the conclusions
are different from the planar test cases where VOF showed the most accurate results.
This gives insight in the ability of Level Set to build more accurate reconstructions in
multidimensional test cases as it was already the case for the normal and curvature.
Moreover, the use of quadratic extrapolations lead to a significant gain in accuracy
compared to the linear extrapolations as already observed in [15] using the same
methodology.
However, the first two points in Fig. 21b exhibits errors higher than 100% of the
expected slope Se as shown in Tab. 6 which can be considered as inconsistent
solutions. This can be explained by looking at the temporal evolution of the d2 law in
Fig. 22. The slopes are always under-predicted for VOF as shown in Fig. 22a while in
SLS the slope is drastically over-predicted for ND = 4 and ND = 8 in Fig. 22b. Then
SLS approach is unable to predict the regression correctly for low resolutions. This is
explained by the reinitialization step which implies a mass loss which is more
important than the regression due to phase change.
For completeness, a plot without evaporation has been added in Fig. 23 to show mass
conservation convergence of the SLS method. It is obvious that the test cases with
N/D = 4 and 8 cells in the diameter have a regression driven by the reinitialization.
However, for better resolutions, the slope is very close to the expected regression
when the reinitialization does not lead to significant mass loss.
To conclude, the multidimensional effects are more visible for VOF than SLS in term
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(a) VOF (b) SLS

Figure 22: d2-law for VOF and SLS methods for ND = 4 ( ), ND = 8 ( ), ND = 16 ( )
and ND = 32 ( ).

Figure 23: Effect of reinitialization on
d2-law.

ND E (Se) for VOF E (Se) for SLS
LE QE LE QE

4 77% 74% 1200% 1200%
8 44% 36% 100% 100%
16 24% 21% 7.2% 2.3%
32 11% 15% 4.0% 1.3%

Table 6: Slope error E (Se) at t f /τe =

2.5 × 10−3.

of accuracy of ṁ. This fact was well-known for the reconstruction of n and κ whereas
it was not clear for ṁ without this type of comparisons. However, the mass loss
induced by reinitialization completely jeopardizes a good prediction of phase change
through evaporation when using low resolutions while VOF is also inaccurate (more
than 10% errors at the finest mesh in Tab. 6). Phase-change simulations still require
high resolution to obtain accurate predictions of evaporation with the two frameworks
presented in this paper which are representative of the state-of-the-art.

6. Conclusion

A thorough investigation of numerical methods applied to incompressible two-phase
flow solvers with phase change has been conducted in this work.
First, it has been shown that imposing flux discontinuities at the interface with
second-order accuracy can be achieved with any color function either using a source
term approach or an immersed boundary method. However, immersed boundary
methods allow to drastically improve the accuracy even if the discretization based on
the phase barycenter is limited to first-order accuracy in this work.
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Then, a methodology to retrieve normal gradients has been demonstrated at
second-order accuracy close to the interface either using uniform or phase barycenter
based arrangement of the quantities. More specifically, the GCM requires an
additional interpolation at the interface position to avoid an inherent first-order error
while LSM is used to deal with quantities defined at the phase barycenter. While this
accuracy is obtained on exact fields, a last result is shown where these techniques are
applied to a field prompt to second-order transport errors. In such case, all gradient
evaluations are limited to first-order convergence.
Finally, full phase-change procedures are investigated on evaporation problems to also
take into account transport errors. They are obtained by combining different IBM and
computation of TΓ and YΓ. The inherent inconsistency of some of the combination
choices has been demonstrated while the most accurate phase-change procedure has
been selected for both VOF and SLS frameworks. The interest of using quadratic
extrapolations to evaluate accurate gradients has been enlighten on 1D and 3D Stefan
problems.
Overall, the numerical experiments have demonstrated the complexity and subtlety in
the manipulation of numerical methods to solve two-phase flows with phase change.
One small error introduced at one of the steps to build the phase-change procedure can
jeopardize the whole solver accuracy. Moreover, all the efforts put on the design of
sophisticated numerical methods still lead to simulations which require high
resolution to obtain acceptable predictions of mass evaporated during a simulation.
Future research must focus on the extension of IBM methods to higher-order accuracy
as already initiated in [59] for Dirichlet boundary conditions using GCM. In their
work, fourth-order has been demonstrated on a class of static diffusion problems. For
CCM, higher-order methods would require to augment the order of the explicit
interface reconstruction by using either PROST [70] or QUASI [71] in the VOF
framework or GALS [34] in the Level-Set framework. Finally, the problem of mass
loss in Standard Level-Set could be solved by using more sophisticated reinitialization
methods [72] or by coupling Level-Set with VOF [23].
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8. Appendix

8.1. Interface location

The interface location error highly depend on the choice of interface representation:

• For a PLIC representation, the interface location in a given cell xΓ,i is defined by
the interface fragment barycenter as illustrated in Fig. 24a.
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xΓ,i
xi

(a) VOF

xΓ,i xi

θΔx

(b) Level-Set

Figure 24: Definition of xΓ,i for VOF and Level-Set representations

• For a signed distance representation, the interface location is defined between
two cell centres by linear interpolation. If the interface lies between xi−1 and xi

as in Fig. 24b then
xΓ,i = θxi−1 + (1 − θ)xi , (59)

with θ = |φi|/(|φi−1| + |φi|).

The error on the interface location is defined as in [34] : the exact signed distance at
the interface is zero by definition while the computed signed distance based on the
numerical interface location is

φ
(
xΓ,i

)
= R − r(xΓ,i) . (60)

Then, the L2 and L∞ norms of φ
(
xΓ,i

)
are evaluated on 100 circles randomly located in

the domain to meet as much configurations as possible. The final metric is 〈L2(xΓ)〉
the mean of L2(xΓ) and max (L∞(xΓ)) the maximum of L∞(xΓ) over all those
configurations.

(a) Convergence of 〈L2(xΓ)〉 (b) Convergence of max (L∞(xΓ))

Figure 25: Mesh convergence of 〈L2(xΓ)〉 and max (L∞(xΓ)) based on VOF or Level-Set

In Fig. 25, both PLIC and φ representations show a second-order accuracy as
expected.
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8.2. Extrapolation method
The main feature required for applying GCM is the extrapolation of scalars from one
phase to another. The method used here is the PDE extrapolation of [63]. Here, only
linear extrapolation (LE) and quadratic extrapolation (QE) are investigated either
using PLIC or φ for the normal reconstruction. The extrapolation is performed from
Ωl to Ωg delimited by the circle of radius R = 0.2 centered at (0.5, 0.5) in a domain
[1 × 1]. The target scalar field Φ is defined as in [61] in the whole domain

Φ = exp (4 (x − 0.5) (y − 0.5)) . (61)

The goal of this test case is to extrapolate the scalar in the unknown domain and
compare its values to the target scalar field.

(a) Convergence of L2(Φ) (b) Convergence of L∞(Φ)

Figure 26: Mesh convergence of L2(Φ) and L∞(Φ) for VOF and Level-Set using LE ( ) or
QE ( ).

In Fig. 26 are presented L2(Φ) and L∞(Φ) for linear and quadratic extrapolations. It is
interesting to notice that the normal approximation has an impact on extrapolation
accuracy. The PLIC representation provide less accurate normals compared to φ
which impacts the accuracy of the extrapolated field in both L2(Φ) and L∞(Φ) metrics.
This discrepancy is increasing for quadratic extrapolation and can have impacts on the
gradient evaluation.
The interested reader can refer to [73] for a more complete study of extrapolation
accuracy.

8.3. Solver details
A brief survey of the solver used in this work is given. The momentum equation
Eq. (1b) is solved with a one-field representation of the velocity using a classical
projection method [74] to ensure mass conservation. The prediction step uses a
mass-momentum consistent methodology for the convective term [75]. The
convective fluxes are computed using WENO5 [76] and degenerate to first order
upwind when the stencil implies points from both liquid and gas. The diffusion term
follows second order discretization. The pressure jump condition is prescribed using
GFM [44] with curvature computed from height function [77] in VOF or from finite
differences in SLS.
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For the energy conservation, Eq. (1c) is split into the transport of Tl and Tg coupled
through the Dirichlet boundary condition TΓ. In the same manner, the species mass
fraction Eq. (1d) is considered only in the gas phase with a boundary condition at the
interface. The convective terms are discretized using BQUICK [78] and degenerate to
first order upwind close to the interface. For the diffusion treatment, two paradigms
are presented for imposing the flux discontinuity. The first one makes use of a
two-fluid formulation based on the PLIC reconstruction to solve scalars at their phase
barycentre in a VOF framework with the method presented in Sec. 3.2.1. The other
one uses a jump-condition formulation which divides the domain into liquid and gas
based on the sign of the distance function in a SLS framework as detailed in
Sec. 3.2.2.
The computation of ṁ is performed using Eq. (4a) as described in Sec. 4.2. As the
discretization is not uniform using the two-fluid formulation, LSM is used with VOF
while standard finite differences are used for SLS. Then, ṁ is constantly extrapolated
in a narrow band around the interface as advised in [33].
Finally, the color function (either f for VOF or φ for SLS) is transported with the
interface velocity uΓ = ul −

ṁ
ρl

nΓ. Here, ul is obtained through the Stefan flow
cancellation technique of [19] to assure the divergence-free property which is crucial
for good mass conservation [12]. The VOF scheme used in this work is the
dimensional-splitting method of [79] which allows to conserve mass up to machine
precision while keeping a fairly simple and efficient implementation. For SLS, the
standard method of [80] is used here with 2 iterations of the reinitialization after each
time step.
All the discretization details are available in [73].
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2021.

[74] Alexandre Joel Chorin. On the Convergence of Discrete Approximations to the
Navier-Stokes Equations. Mathematics of Computation, 23(106):341, 1969.

[75] Olivier Desjardins and Vincent Moureau. Methods for multiphase flows with
high density ratio. Center for Turbulence Research Proceedings of the Summer
Program, pages 313–322, 2010.

[76] Chi-Wang Shu and Stanley Osher. Efficient implementation of essentially
non-oscillatory shock-capturing schemes. Journal of computational physics,
77(2):439–471, 1988.
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