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Abstract—In this work we present sub-space modeling of
strong PUF as a cost efficient solution for PUF enrollment for
the designers’ community. Our goal is to demonstrate a method
which can reduce the overall cost in terms of number of CRPs
required for training, training time and memory. Instead of
modifying the estimated model structure, we propose to reduce
the complexity of the modeling target. This means to provide
secured access to the internal responses of strong PUF during
the enrollment and capture internal CRPs to model each sub-
component of the PUF independently. It also necessitates to
permanently remove the internal access after the enrollment
to prevent exposure of the internal responses. This means that
the internal responses should not be directly accessible after
enrollment. Our sub-space modeling method requires lesser
number of CRPs compared to modeling the whole PUF. We
experimentally prove that sub-space modeling can significantly
reduce the cost of training compared to some of the latest works.
For instance, we could model 128-stage 6-XOR Arbiter PUF with
just above 90% prediction accuracy with 5000 CRPs. Here the
response in the CRP is a vector including the responses of the
sub-components. Our results show that sub-space modeling is
potentially a cost-efficient solution to enroll strong PUF with
high complexity.

Index Terms—Physically Unclonable Function (PUF), XOR
Arbiter PUF, PUF Enrollment, Machine Learning (ML), Logistic
Regression (LR)

I. INTRODUCTION

Physically Unclonable Functions (PUFs) are considered
nowadays as one of the emerging security primitives for
resource-constraint ecosystems in the field of IoT [1]. PUFs
are pervasively used to generate device-specific data which can
be used in several applications such as light-weight device
authentication, and encryption key generation [2]. PUF is
characterized as a hardware bound function which utilizes the
unit-specific micro-variations to generate device-specific data.
The functionality of PUF is based on mapping a bit-vector
challenge (the input) to a response (output) and generate a
so called Challenge-Response-Pair (CRP). Variations of PUF
structure exist, which differ in how the PUF functions and how
many device-specific data the PUF can generate.

Strong PUF is a macro variant which aims at generating an
abundance of device-specific identifiers. Very large number
of CRPs can be generated by an strong PUF depending on
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the size of the challenge, so called the input dimensiality of
the PUF [3]. This characteristic in turn makes strong PUF an
ideal primitive for cryptographic applications such as single-
use (one-time pad; OTP) key generation [4], [5].

Usually strong PUF is enrolled via a database of CRPs
captured from the PUF circuit before deployment [2], [4].
However, several authentication and key generation protocols
exist which suggest enrolling PUF with its software model
equivalent, or an estimation model which can identify the
PUF [6]–[9]. In the primary approach, a software model is
the stored data on the verifier server to provide access to the
full CRP space of the enrolled strong PUF. This in turn solves
the shortage of CRPs on the verifier server, eliminating the
requirement to re-enroll and thus restock on the CRP database.
It also can be considered as a compact solution for enrolling
the PUF, therefore, requiring less memory space on the storage
device of the verifier server [9].

The common approach in building the equivalent software
model of PUF is to use Machine Learning (ML) modeling
techniques. The idea is to train a probabilistic model which can
estimate the CRP characteristic of the PUF with high probabil-
ity. In this approach, a set of CRPs is captured and a training
algorithm is used to converge the model’s characteristic to an
estimation of the target PUF’s CRP characteristic, according
to the captured CRP set [10], [11].

An important challenge in ML-based modeling of PUF is
to deal with the structural complexity of the PUF (for instance
k-XOR Arbiter PUF with k larger than 4). Usually the strong
PUF with high complexity require significantly large number
of CRPs for training [12]–[17]. This on one hand is appealing
for the designers’ community to implement strong PUF with
high complexity to protect against model building attacks. On
the other hand, it imposes additional cost for protocols which
rely on enrolling the PUF with ML-based modeling. This is
due to the fact that CRP collection is done usually during the
manufacturing test phase, since doing it post fabrication is an
expensive operation. Therefore, spending more time during
the test phase to collect large number of CRPs, increases
the time of testing and consequently the manufacturing cost.
In addition, large CRP training set size leads to spending
hours of training time per PUF model. This in turn leads to
excessive computation power usage and thus increasing the
cost of modeling. These factors generally imply that modeling



strong PUF with high complexity using the conventional ML
methods is an expensive solution for enrollment.

This work is inspired to put sub-space modeling into
practice as a cost-efficient solution for enrollment. In sub-
space modeling, the assumption is that the designer can access
the internal values of strong PUF with large complexity
during the test phase. In this way, the designer has multiple
modeling targets with reduced complexity, which in turn need
fewer CRPs for training compared to the whole PUF. In this
work, we show how sub-space modeling can be performed
on XOR Arbiter PUF to provide a model with a significantly
reduced cost. Our contributions will be to develop an ML-
based enrollment solution with the following features:
• Able to generate (at server level) all the possible CRPs

of the target PUF.
• Requiring a small amount of memory at server level to

store such an information.
• Providing a constant and short enrollment time per PUF,

thus applicable in a real industrial/commercial environ-
ment.

In turn, sub-space modeling can be a suitable enrollment
solution for the designers community compared to other
conventional modeling methods. Given that with ML-based
enrollment, access to the full CRP space is provided which can
emerge into new protocols for authentication and encryption
key generation. Such protocols require also novel approaches
to restrict CRP access after enrollment. This is crucial, as it
prevents openly accessible CRPs to all parties after enrollment
to avoid model-building attacks. Moreover, it is important that
the physical access to the I/O PUF is disabled once the PUF
is enrolled successfully. An example of that can be found in
[6], where it is suggested to permanently disable the physical
access-points to the PUF, e.g., by burning irreversible fuses so
that other parties cannot access directly the PUF.

The structure of our paper is the following. In section
II we present the preliminaries to PUF and modeling PUF
for enrollment with Machine Learning (ML). In section III
explains our proposed method. In section IV we describe our
evaluation setup and later present the experimental works and
the comparisons. In section V presents the conclusion of our
work.

II. PRELIMINARIES

A. Xor Arbiter PUF

One of the known strong PUF structures is the XOR Arbiter
PUF. Arbiter PUF was first introduced in 2002 by Gassend et
al in [18]. The idea of Arbiter PUF is based on the delay
difference between two racing paths which are structurally
similar, but due to minor process variations, differ in time of
passing a signal given to them at the same time. The structure
of XOR Arbiter PUF is based on multiple Arbiter PUFs whose
input (challenge) are of the same size, and triggered by a
global input. The output of the XOR Arbiter PUF is also the
XOR of the output of each Arbiter PUF. Fig. 1 shows the
structure of an n-stage k-XOR XOR Arbiter PUF.

As shown in Fig. 1, the structure of a n-stage k-XOR
Arbiter PUF can be divided into k n-stage Arbiter PUFs with
independent responses. Thus each n-stage Arbiter PUF can be
considered a sub-component of the main XOR Arbiter PUF.
Such architecture then can benefit from sub-space modeling.
Accordingly, each n-stage Arbiter PUF can be modelled
independently, and merged after to build the model of the
whole n-stage k-XOR Arbiter PUF.

B. Strong PUF Enrollment with ML

The goal of PUF enrollment with ML-based modeling is
to replace the conventional CRP database with an estimated
model of the PUF. Let us denote the estimated model of PUF
as hPUF . The enrollment of PUF with ML-based modeling
means that the verifier server will own hPUF which provides
access to the full CRP space of the PUF circuit with some
miss-prediction error which is tolerable. During the enrollment
the server has open access to the PUF CRPs to build the hPUF

(see Fig. 2 (a)). Let us consider ci as a challenge input to
the PUF circuit. If we observe the PUF circuit as a function
fPUF of ci, then it’s estimation can be defined as a function
gPUF of ci and a set of internal values θ of the model. thus
hPUF = {gPUF , θ}. The estimation should then follow (1):

fPUF (ci) = ri ≈ r′i = gPUF (ci,θ) = hPUF (ci) (1)

Where ri is the PUF circuit’s response to the challenge ci and
r′i is the estimated model’s prediction of ri for ci. The model
then goes through an iterative training phase, where a learning
algorithm modifies the internal values with respect to the CRP
set and the function gPUF .

We also assume that once the PUF is enrolled via its
corresponding hPUF model, the PUF then is protected with a
masking protocol to provide a secure communication channel
in mission mode that ensures adversaries won’t be able to build
easily an accurate model of the PUF (See Fig. 2 (b)).

At the beginning of the training phase, model hPUF has
a significant probability of erroneous estimation of the PUF’s
CRP characteristic. Therefore, the training runs iteratively until
the probability of erroneous estimation is converged to zero or
an acceptable minimum value. Since modeling here is done for
the enrollment, we define metrics which are important for the
enrollment, and we use them to evaluate the cost of training
and the performance of the estimated models:
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Fig. 1: The structure of n-stage k-XOR Arbiter PUF
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Fig. 2: Schematic of a communication between PUF and a
verifier server, via an estimation model of PUF.

• Prediction Accuracy (ε): Proportion of correctly pre-
dicted responses to total number of predictions.

• Enrollment CRP Set Size (css): Size (in bytes) of the
CRP set collected to enroll a given PUF circuit.

• Total Time of Training (T ): Time of training until an
estimated model is generated with acceptable accuracy.

• Estimated Model Size (ms): A measure of size (in bytes)
of the internal trainable parameters θ of an estimated
model of a PUF.

III. SUB-SPACE MODELING METHOD

A schematic of our proposed method is shown in Fig. 3.
Here the illustration shows sub-space modeling for a variant
of XOR Arbiter PUF. As shown in Fig. 3, the internal data
from each sub-component (r1 to rk), in conjunction to their
corresponding challenge values (e.g. {c1 ... ck} + {r1} for
APUF 1, {c1 ... ck} + {r2} for APUF 2, etc.) are fed
separately to trainer functions to discretely generate estimation
models of each sub-component. After the trainer functions
provide accurate estimated models of each sub-component,
we merge the sub-models into forming a whole model which
represents the whole PUF. We also take the assumptions below
on how we can provide data for training.
• The strong PUF structure should be dividable into smaller

sub-components (see Fig. 3) with reduced complexity.
We assume that these sub-components are themselves
functions of the input challenge to the PUF.

• An accompanying hardware extractor should be pro-
vided which has physical access to the internal sub-
components’ I/O (see Fig. 3). The extractor can capture
the value of the internal sub-components in addition to
the response of the whole-PUF, for any given challenge.

• We represent CRvP for samples taken from PUF and
its internal data. A CRvP comprises a Challenge vector,
and Response vector (Rv) which is a vector of values
comprising the responses of internal sub-components as
well as the response of the whole PUF.

• Number of sub-components addressed by the extractor
are enumerable. We assume that the connectivity of the
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Fig. 3: Showing how sub-space modeling can be used for
strong PUF modeling with separable components. Here the
PUF variant is a n-stage k-XOR Arbiter PUF.

internal values to the extractor does not disturb the design
and functionality of the PUF itself.

• Once the enrollment is successful and the accurate model
is stored, the physical access to the internal values within
the PUF circuit is permanently removed. This is essential
to prevent future threads which may be able to regain
access to the internal values via the extractor.

We also measure the accuracy of the model before storing
it on sever. We compare the model’s predicted responses with
the puf responses for a set of challenges in a CRP set dedicated
for testing (different from the ones used for training). After
testing the model’s prediction accuracy, it is stored for the
given strong PUF on the verifier server for future use.

IV. EVALUATION SETUP AND EXPERIMENTAL RESULTS

In this section we evaluate our sub-space modeling with
simulated CRP datasets of variants of XOR Arbiter PUF.

A. Experimental Setup

In our evaluation, we used a python based simulator of
XOR Arbiter PUF [20]. This simulator has been used already

TABLE I: LR training hyper-parameters

Inverse
regularization (C)

Tolerance for
stopping (tol) Max iter Solver

1.0 0.0000001 10000 liblinear



TABLE II: A comparison of cost of training in modeling variants of XOR Arbiter PUF. Here SS refers to our proposed sub-
space modeling method. R is the modeling method used in [12], T is the modeling method used in [14], M* is the modeling
method first proposed in [19] and then revisited in [17]. S also is the modeling method used in [15].

XOR size
4 5 6 7

css(MB) ε T (h) ms(KB) css(MB) ε T (h) ms(KB) css(MB) ε T (h) ms(KB) css(MB) ε T (h) ms(KB)
R 0.377 99% 2:52 4.1 7.9 99% 16:36 5.1 N/A NA
T 3.1 98% 0:02 4.1 34.6 98% 00:12 5.1 236.2 98% 4:45 6.1 629.8 98% 66:53 7.2
M* 15.7 95% <0:01 10.6 15.7 95% <0:01 25.3 157.4 95% <0:01 67.1 472.4 95% 0:02 199.7
S 0.944 98% 0:05 180.2 6.3 97% 1:5 1280 18.9 97% 6:1 3072 44.1 96% 18:2 10752
SS 0.490 98% <0:01 4.1 1.48 97% <0:01 5.1 1.16 97% <0:01 6.1 1.5 96% <0:01 7.2

in Ruhrmair’s work in [12]. In this simulation, a n-stage k-
XOR Arbiter PUF is simulated as a XOR function of k n-
stage Arbiter PUFs. n-stage Arbiter itself is simulated as the
sum of the signal propagation delays in each stage. The delay
values in the simulator are generated randomly with a standard
normal distribution, with mean 0 and standard deviation 1.
During the instantiation of a PUF instance, the delay values
are generated and allocated to the instance model. The PUF
instance model is then ready to get a challenge vector and
generate the corresponding responses.

We used the simulator to generate 10 instances of 128-stage
{2, 3, 4, 5, 6, 7, 8, 9 and 10}-XOR Arbiter PUF variants. For
each variant we generated 100, 000 CRvP , therefore a total
of 9 Million CRvP s for all the instances of all the variants
have been generated. Noting that in this simulation we did
not model the PUF instability noise explicitly. Therefore the
randomness is only due to the signal propagation delay as we
discussed earlier.

For modeling we used Sklearn’s Logistic Regression (LR)
to model each sub-component independently. The reason we
chose LR is that comparing to other modeling techniques, LR
shows to converge considerably faster, using less computation
power. Also LR seems to be a good starting point to explore
modeling techniques due to the fact that LR is relatively
the simplest modeling technique compared to others such as
Artificial Neural Networks or Support Vector Machine. In
terms of the training specifications and hyper parameters, our
entire parametric consideration for training with LR are given
in Table I.

Noting in addition, that we measure css in terms of bytes
for n-stage k-XOR Arbiter PUF as in (2), where N is the
number of CRPs in a given training set.

css(byte) =
N × (n+ k + 1)

8
(2)

B. Experimental Results and Discussions

First we measure the cost of training using sub-space
modeling, and compare it to some of the known and recent
modeling methods. TableII shows the cost of training with
respect to various k in n-stage k-XOR Arbiter PUF. Here
we compare our sub-space modeling method (SS), to other
modeling methods practiced for XOR Arbiter PUF modeling.
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Fig. 4: Demonstrating the convergence of prediction accuracy
ε of the XOR PUF variants with respect to increasing css.

Noting that the competing methods (R,T,M* and S) in Table. II
are not optimized for enrollment. These methods are generally
proposed to model the whole XOR Aribter PUF using a back-
propagation technique to adjust the internal values θ directly
according to the response behavior of the whole PUF model.
Therefore they do not consider the internal responses.

From Table II, R is the modeling solution of [12] which uses
Logistic Regression with RMSProp as the training function.
In T [14] also, the modeling approach is the same as R, while
the training is optimized to be faster. In M* [19] and S [15],
Artificial Neural Networks are used as the underlying model
and Adam optimizer as the training function.

As shown in Table. II, sub-space modeling indeed is capable
of reducing the cost of training. Our solution (SS) seems to
have the highest efficiency in terms of css, especially for
modeling 5 6 and 7 XOR sizes. The exception is for 4-
XOR where R shows to have a better result in terms of css.
Given however that for the same XOR size, our solution takes
significantly less training time T compared to R. The closer
case in terms of css to our solution, is S. However in terms
of T and model size ms, our solution shows better results
overall. In terms of T , our model seems to have overall the
best performance as well. Given also that closer case in terms
of T to our model is M*. However for M*, the css seems to



be much more overall. It can thus be implied here that sub-
space modeling overall can be considered to have the highest
efficiency in terms of all factors that constitute the cost of
modeling, for modeling strong PUF with increased complexity.

Next in sub-space modeling, we measure the prediction
accuracy with respect to increasing the number of CRvP s
for a larger scale of XOR Arbiter PUF variants. Fig. 4
shows the evolution of prediction accuracy ε with respect to
increasing CRvP set size for XOR sizes {2, 3, 4, 5, 6, 7, 8, 9
and 10}. We observe that the convergence point for ε degrades
proportionally with increasing XOR size k. For instance, for
4-XOR variants the convergence point for ε is at 0.98 while
for 10-XOR it is at 0.93. Another conclusion is that ε for
all variants start to converge to its maximum value at around
10,000 CRvP . The peak for ε could be seen in the range
of 10, 000 to 40, 000 CRvP s. While from 40, 000 CRvP s
above, the ε seems to degrade slightly. Which could be due
to overfitting the model with too many CRvP s. This means
that sub-space modeling at this stage has a downside which
is the degradation in the maximum prediction accuracy with
increasing PUF complexity.

To further analyze prediction accuracy degradation, we
measured the distribution of ε over all the sub-components of
all the variants of k-XOR for k in {2, 3, 4, 5, 6, 7, 8, 9 and 10}.
Fig. 5 shows the histogram of all the sub-model’s prediction
accuracy with respect to several CRvP set sizes. We observe
that the prediction accuracy is less concentrated for smaller
CRvP set sizes like 1000 or 2000. This easily justifies the
low prediction accuracy of the whole model. Since the rate
of miss-prediction at these CRvP set sizes are quite high,
and as we know that the accuracy of the whole model can be
defined as a product of the accuracy (see 3) of the sub-models.
Therefore, the effect of internal miss-prediction on the whole
model’s prediction accuracy will be significant. For instance
for a 2-XOR Arbiter PUF we have:

εWPUF =

Probability of two correctly predicted responses at the same time︷ ︸︸ ︷
(εSPUF1 × εSPUF2)

+

((1− εSPUF1)× (1− εSPUF2))︸ ︷︷ ︸
Probability of two incorrectly predicted responses at the same time

(3)
Where εWPUF refers to the prediction accuracy ε of the whole
PUF model, and εSPUFi refers to the prediction accuracy ε of
the ith sub-model. Given also that this equation extends for
larger XORs, where there needs to be computed the product
of miss-prediction probability of every even number of sub-
models. Here in (3), if we give the average prediction accuracy
to the parameter εSPUFi , it yields approximately the prediction
accuracy value for the whole model as indicated in Fig. 4.

Looking at Fig. 5 (e), it is apparent that for the 40, 000
CRvP s where the peak value of ε is achievable, the ε
values are distributed around .992. This also justifies why the
accuracy for modeling variants of k-XOR with increasing k,
degrades as well. Again, according to formula (3), variation
as small as 0.01% in the prediction accuracy of the sub-space

40
,0

00
 C

R
PS

90
,0

00
 C

R
PS

nu
m

be
r o

f e
st

im
at

ed
 m

od
el

s

prediction accuracy

a) 1000 CRPs

b) 2000 CRPs

c) 5000 CRPs

d) 30,000 CRPs
prediction accuracy

To
ta

l n
um

be
r o

f e
st

im
at

ed
 m

od
el

s

To
ta

l n
um

be
r o

f e
st

im
at

ed
 m

od
el

s

prediction accuracy

To
ta

l n
um

be
r o

f e
st

im
at

ed
 m

od
el

s

prediction accuracy

To
ta

l n
um

be
r o

f e
st

im
at

ed
 m

od
el

s

prediction accuracy

To
ta

l n
um

be
r o

f e
st

im
at

ed
 m

od
el

s

prediction accuracy

e) 40,000 CRPs

nu
m

be
r o

f e
st

im
at

ed
 m

od
el

s

prediction accuracy

f) 40,000 CRPs vs 90,000 CRPs

Area where overfitting happened

Indicator of average prediction accuracy 

Indicator of .999 prediction accuracy 

Fig. 5: Histograms showing the distribution of prediction
accuracy ε for various training CRP set sizes.

models, can lead to variation of up to 1% of the whole model.
For instance, according to and extended version of formula (3)
for 10-XOR, we need in average, 99.9% prediction accuracy
achieved for each sub-model to then achieve 99% prediction
accuracy for the whole model. However, with our observation
of the prediction accuracy of models trained with the most
optimal training set size, the sub-space models’ prediction
accuracy are not concentrated on 99.9%.

For larger than 40, 000 CRvP s, it appears that we overfitted
a population of sub-models (see the outlined area in 5 (f))
which deteriorated the estimation of the whole model’s predic-
tion accuracy. Fig. 5 (f) shows that a considerable number of
models trained with 90, 000 CRvP , appear to have prediction
accuracy lesser than the median 99.2% at 40, 000 CRvP s.
This means that only increasing the CRvP set size is not a
solution to achieve the highest accuracy for the whole model,
as it can lead to overfitting the sub-models.

Our general observation on the sub-space modeling here
infers that sub-space modeling seems to be a considerably
resource efficient modeling technique. Given however, that its
overall accuracy is more sensitive to minor prediction accuracy
variations in the sub-models. Therefore special care should be



given to stabilize the prediction accuracy of the sub-model
on the maximum achievable accuracy. For instance, if the
maximum achievable accuracy is 99.9%, we set this as the
target accuracy for all the sub-space models. This then requires
that each sub-space model is trained with discrete attention to
the number of CRvP s in order to obtain exactly the target
prediction accuracy for the whole PUF model.

Moreover, the number of the sub-components seem to affect
the prediction accuracy of the whole model. It is observable
that with larger number of sub-components, the accumulation
of the probability of miss-prediction errors of the sub-models
lead to higher values. Therefore, it is important to manage the
number of sub-models. For future extensions of the work, it
is potential to try with various dividing factors for sub-space
modeling. One example is to divide a k-XOR Arbiter PUF
with k being an even number, to k

2
of 2-XOR PUFs and model

each 2-XOR Arbiter PUF separately.

V. CONCLUSION AND FUTURE PERSPECTIVE

In this work we presented a technique for modeling strong
PUF, using captured internal data of the sub-components of
the PUF with high complexity. We showed that sub-space
modeling requires significantly less data in order to yield
an accurate estimated model of the PUF. For instance, we
showed that it is possible to model 128-stage 10-XOR Arbiter
PUF with 93% prediction accuracy using 40, 000 CRvP s
which is equivalent to 683KB of data. This proved that sub-
space modeling is a potential cost-efficient solution for the
designers community whose priority for enrolling strong PUF
is to provide an estimation model of the PUF. However,
we observed that the maximum achievable accuracy can be
limited with sub-space modeling, due to the internal models’
prediction accuracy variation. As expected, we observed that
even a small prediction accuracy variation of around 0.1%
in the internal models can cause the accuracy degradation of
the whole model up to 1%. Depending on the complexity of
the whole PUF also, this degradation can be magnified. And
moreover, only adding more training data showed not to be
the solution to overcome the prediction accuracy degradation.
Therefore, this would be an open problem to solve in sub-
space modeling of strong PUF with high complexity.

For future works, we consider other estimated model struc-
ture as well which can produce the same result as LR and
have the capability to be extended. In specific, Artificial Neural
Networks are the promising models which can replace LR to
deal with the whole model prediction accuracy degradation.
Moreover, we include other variants of strong PUF to gener-
alize our modeling method for PUF enrollment.
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