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Abstract

Bin packing is a classic optimization problem with a wide range of applications from load
balancing in networks to supply chain management. In this work we study the online variant of
the problem, in which a sequence of items of various sizes must be placed into a minimum number
of bins of uniform capacity. The online algorithm is enhanced with a (potentially erroneous)
prediction concerning the frequency of item sizes in the sequence. We design and analyze online
algorithms with efficient tradeoffs between consistency (i.e., the competitive ratio assuming no
prediction error) and robustness (i.e., the competitive ratio under adversarial error), and whose
performance degrades gently as a function of the prediction error. This is the first theoretical
study of online bin packing in the realistic setting of erroneous predictions, as well as the first
experimental study in the setting in which the input is generated according to both static and
evolving distributions. Previous work on this problem has only addressed the extreme cases with
respect to the prediction error, has relied on overly powerful and error-free prediction oracles,
and has focused on experimental evaluation based on static input distributions.

1 Introduction

Bin packing is a classic optimization problem and one of the original NP-hard problems. Given a
set of items, each with a (positive) size, and a a bin capacity, the objective is to assign the items
to the minimum number of bins so that the sum of item sizes in each bin does not exceed the
bin capacity. Bin packing is instrumental in modeling resource allocation problems such as load
balancing and scheduling [CGJ96], and has many applications in supply chain management such
as capacity planning in logistics and cutting stock. Efficient algorithms for the problem have been
proposed within AT [Kor02, Kor03, FK07, SK13].

In this work we focus on the online variant of bin packing, in which the set of items is not
known in advance, but is rather revealed in the form of a sequence. Upon the arrival of a new
item, the online algorithm must either place it into one of the currently open bins, as long as
this action does not violate the bin’s capacity, or into a new bin. The online model has several
applications related to dynamic resource management such as virtual machine placement for server
consolidation [SXCL13, WMZ11]| and memory allocation in data centers [BBV11].

We rely on the standard framework of competitive analysis for evaluating the performance of the
online algorithms. In fact, as stated in [CGJ96], bin packing has served as an early proving ground



for this type of analysis, in the broader context of online computation. The competitive ratio of
an online algorithm is the worst-case ratio of the algorithm’s cost (total number of opened bins)
over the optimal offline cost (optimal number of opened bins given knowledge of all items). For bin
packing, in particular, the standard performance metric is the asymptotic competitive ratio, in which
the optimal offline cost is unbounded (i.e., the sequence is arbitrarily long) [CGJ96].

While the standard online framework assumes that the algorithm has no information on the
input sequence, a recently emerged, and very active direction in machine learning seeks to leverage
predictions on the input. More precisely, the algorithm has access to some machine-learned information
on the input; this information is, in general, erroneous, namely there is a prediction error n associated
with it. The objective is to design algorithms whose competitive ratio degrades gently as the
prediction error increases. Following [LV18]|, we refer to the competitive ratio of an algorithm
with error-free prediction as the consistency of the algorithm, and to the competitive ratio with
adversarial prediction as its robustness. Several online optimization problems have been studied
in this setting, including caching [LV18, Roh20]|, ski rental and non-clairvoyant scheduling [PSK18,
WZ20], makespan scheduling [LLMV20], rent-or-buy problems [Ban20, AGP20, GP19|, secretary
and matching problems [AGKK20, LMRX20], and metrical task systems [ACET20]. See also the
survey [MV20].

1.1 Contribution

We give the first theoretical and experimental study of online bin packing with machine-learned
predictions. Previous work on this problem has either assumed ideal and error-free predictions (given
from a very powerful oracle), or only considered tradeoffs between consistency and robustness (see the
discussion in Section 1.2). In contrast, our algorithms exploit natural, and PAC-learnable predictions
concerning the frequency at which item sizes occur in the input, and our analysis incorporates the
prediction error into the performance guarantee. As in other works on this problem, we assume a
discrete model in which item sizes are integers in [1, k], for some constant k (see Section 2). This
assumption is not indispensable, and in Section 5.2 we extend to items with fractional sizes.

We first present and analyze PROFILEPACKING, which is an algorithm of optimal consistency,
and is also efficient if the prediction error is small. As the error grows, this algorithm may not be
robust; we show, however, that this is an unavoidable price that any optimally-consistent algorithm
with frequency predictions must pay. We thus design and analyze a class of hybrid algorithms that
combine PROFILEPACKING and any one of the known robust online algorithms, and which offer a
more balanced tradeoff between robustness and consistency. These algorithms are suited for the usual
setting of inputs generated from an unknown, but fixed distribution. We present a natural heuristic
that updates the predictions based on previously served items, and which is better suited for inputs
generated from distributions that change over time (e.g., in the case of evolving data |GBEB17]).

We perform extensive experiments on our algorithms. Specifically, we evaluate them on a variety
of publicly available benchmarks, such as the BPPLIB benchmarks [DIM], but also on distributions
studied in the context of offline bin packing, such as the Weibull distribution [CCO12|. The results
show that our algorithms outperform the known efficient algorithms without any predictions.

In terms of techniques, we rely on the concept of a profile set, which serves as an approximation
of the items that are expected to appear in the sequence, given the prediction. This is a natural
concept that may be further applicable in other online packing problems, such as multi-dimensional
packing [CKPT17| and vector packing [ACKS13]. It is worth pointing out that our theoretical
analysis is tied to frequency prediction with errors, and treats items “collectively”. In contrast, almost



all known online bin packing algorithms are analyzed using a weighting technique [CGJ96], which
treats each bin “individually”, and independently from the others (by assigning weights to items, and
independently comparing a bin’s weight in the online algorithm and the offline optimal solution).

1.2 Related work

Online bin packing has a long history of study. Simple algorithms such as FIRSTFIT (which places
an item into the first bin of sufficient space, and opens a new bin if required), and BESTFIT (which
works similarly, except that it places the item into the bin of minimum available capacity which can
still fit the item) are 1.7-competitive [JDUT74]. Improving upon this performance requires more
sophisticated algorithms, and many such have been proposed in the literature. The currently best
upper bound on the competitive ratio is 1.57829 [BBDT 18|, whereas the best known lower bound is
1.54037 [BBG12|. The results above apply to the standard model in which there is no prediction on
the input. Other studies include sequential [GLO10] and stochastic settings [GR20].

The problem has also been studied under the advice complezity model [BKLL16, Mik16, ADK*18],
in which the online algorithm has access to some error-free information on the input called advice,
and the objective is to quantify the tradeoffs between the competitive ratio of the algorithm and the
size of the advice (in terms of bits). It should be emphasized that such studies are only of theoretical
interest, not only because the advice is assumed to have no errors, but also because it may encode
any information, with no learnability considerations (i.e., it may be provided by an omnipotent
oracle that knows the optimal solution).

Online bin packing was recently studied under an extension of the advice complexity model, in
which the advice may be untrusted [ADJT20|. Here, the algorithm’s performance is evaluated only
at the extreme cases in which the advice is either error-free, or adversarially generated, namely with
respect to its consistency and its robustness, respectively. The objective is to find Pareto-efficient
algorithms with respect to these two metrics, as function of the advice size. However, this model is
not concerned with the performance of the algorithm on typical cases in which the prediction does
not fall in one of the two above extremes, does not incorporate the prediction error into the analysis,
and does not consider the learnability of advice. In particular, even with error-free predictions, the
algorithm of [ADJ*20] has competitive ratio as large as 1.5.

2  Online bin packing: model and predictions

We begin with some preliminary discussions related to our problem. The input to the online algorithm
is a sequence o = ay, ..., a,, where a; is the size of the i-th item in 0. We denote by n the length of
o, and by o[i, j| the subsequence of o that consists of items with indices ¢,...,7 in o.

We denote by k € ZT the bin capacity. Note that k is independent of n, and is thus constant. We
assume that the size of each item is an integer in [1, k|, where k is the bin capacity. This is a natural
assumption on which many efficient algorithms for bin packing rely, e.g., [SK13, FK07, CJKT06].
Furthermore, without any restriction on the item sizes, [Mik16| showed that no online algorithm
with advice of size sublinear in the size of the input can have competitive ratio better than 1.17
(even if the advice is error-free). This negative result implies that some restriction on item sizes is
required so as to leverage frequency-based predictions. Nevertheless, in Section 5.2 we will extend
our algorithms so as to handle fractional items, and we express the performance “loss” due to such
items.



Given an online algorithm A (with no predictions), we denote by A(c) its output (packing)
on input o, and by |A(c)| the number of bins in its output. We denote by OpT(o) the offline
optimal algorithm with knowledge of the input sequence. The (asymptotic) competitive ratio of A is
defined [CGJ96] as limy, 00 SUP | g|=p |A(0)|/|OPT(0)|.

Consider a bin b. For the purposes of the analysis, we will often associate b with a specific
configuration of items that can be placed into it. We thus say that b is of type (s1, s2,...,s;,€),
with s; € [1,k],e € [0, k] and Z;‘:l sj + e =k, in the sense that the bin can pack [ items of sizes

S1,-..,5], with a remaining empty space equal to e. We specify that a bin is filled according to type
(s1,82,...,8,€), if it contains [ items of sizes si,...,s;, with an empty space e. Note that a type
induces a partition of k£ into [ + 1 integers; we call each of the sl elements s1,...,s; in the partition

a placeholder. We also denote by 7, the number of all possible bin types. Observe that 7, depends
only on k and not on the length n of the sequence, and is constant, since k is constant.

Consider an input sequence o. For any x € [1, k|, let n, , denote the number of items of size x in
0. We define the frequency of size x in o, denoted by f, », to be equal to ng ,/n, hence f; , € [0, 1].
Our algorithms will use these frequencies as predictions. Namely, for every x € [1, k|, there is a
predicted value of the frequency of size x in o, which we denote by fé,g. The predictions come with
an error, and in general, féﬂ # fz,0. To quantify the prediction error, let f, and f. denote the
frequencies and their predictions in o, respectively, as points in the k-dimensional space. In line
with previous work on online algorithms with predictions, e.g. [PSK18|, we can define the error n
as the L; norm of the distance between f, and f.. It should be emphasized that unlike the ideal
predictions in previous work [ADJ20], the item frequencies are PAC-learnable. Namely, for any
given € > 0 and & € (0, 1], a sample of size O((k + log(1/d))/e?) is sufficient (and necessary) to
learn the frequencies of k item sizes with accuracy € and error probability §, assuming the distance
measure is the L1-distance (see, e.g., [Can20].)

In general, the error n may be bounded by a value H, i.e., we have n < H. We can thus make
a distinction between H-aware and H-oblivious algorithms, depending on whether the algorithm
knows H. Such an upper bound may be estimated e.g., from available data on typical sequences.
Note however, that unless otherwise specified, we will assume that the algorithm is H-oblivious.

We denote by A(o, f2) the output of A on input o and predictions f2. To simplify notation, we
will omit o when it is clear from context, i.e., we will use f/ in place of f..

3 Profile packing

In this section we present an online algorithm with predictions f/ which we call PROFILEPACKING.
The algorithm uses a parameter m, which is a sufficiently large, but constant integer, that will be
specified later. The algorithm is based on a the concept of a profile, denoted by P/, which is defined
as a multiset that consists of [fim] items of size z, for all z € [1,k]. One may think of the profile
as an “approximation” of the multiset of items that is expected as input, given the predictions f”.

Consider an optimal packing of the items in the profile Py,. Since the size of items in Py
is bounded by k, it is possible to compute the optimal packing in constant time (e.g., using the
algorithm of [Kor02]). We will denote by pgs the number of bins in the optimal packing of all items
in the profile. Note that each of these pgs bins is filled according to a certain type that is specified
by the optimal packing of the profile. We will simplify notation and use P and p instead of Py, and
pyr, respectively, when f’ is implied.

We define the actions of PROFILEPACKING. Prior to serving any items, PROFILEPACKING opens



p empty bins of types that are in accordance with the optimal packing of the profile (so that there
are [ f1m] placeholders of size x in these empty bins). When an item, say of size z, arrives, the
algorithm will place it into any placeholder reserved for items of size x, provided that such one exists.
Otherwise, i.e., if all placeholders for size z are occupied, the algorithm will open another set of p
bins, again of types determined by the optimal profile packing. We call each such set of p bins a
profile group. Note that the algorithm does not close any bins at any time, that is, any placeholder
for an item of size x can be used at any point in time, so long as it is unoccupied.

We require that PROFILEPACKING opens bins in a lazy manner, that is, the p bins in the profile
group are opened virtually, and each bin is counted in the cost of the algorithm only after receiving
an item. Last, suppose that for some size z, it is f, > 0, whereas its prediction is f = 0. In this
case, x is not in the profile set P. PROFILEPACKING packs these special items separately from
others, using FIRSTFIT. (See Appendix for pseudocode of all algorithms).

3.1 Analysis of PROFILEPACKING

We first show that in the ideal setting of error-free prediction, PROFILEPACKING is near-optimal. We
will use this result in the analysis of the algorithm in the realistic setting of erroneous predictions. We
denote by € any fixed constant less than 0.2. We define m to be any constant such that m > 373k/e.

Lemma 1. For any constant € € (0,0.2], and error-free prediction (f' = f), PROFILEPACKING has
competitive ratio at most 1 + €.

Proof. Let ¢ = €/3 and note that m > 7k/€’. Given an input sequence o, denote by PP(c, f’) the
packing output by the algorithm. This output can be seen as consisting of g profile group packings
(since each time the algorithm allocates a new set of p bins, a new profile group is generated). Since
the input consists of n items, and the profile has at least m items, we have that g < [n/m].

Given an optimal packing OPT(0), we define a new packing, denoted by IV, that not only packs
items in o, but also additional items as follows. N contains all (filled) bins of OpT(0), along with
their corresponding items. For every bin type in OPT(c0), we want that N contains a number of bins
of that type that is divisible by g. To this end, we add up to g — 1 filled bins of the same type in N.

We can argue that |N| is not much bigger than |OpT(o)|. We have that |[N| < |OpT(0)| + (9 —
)7 < |OpT(0)| + n1/m < |OPT(0)|(1 + 1:k/m) (since |OPT(0)| > [n/k]). We conclude that
IN| < (14 €)]OpPT(0)].

By construction, N contains g copies of the same bin (i.e., bins that are filled according to the
same type). Equivalently, we can say that N consists of g copies of the same packing, and we denote
this packing by N. Let ¢ = |N| be the number of bins in this packing. We will show that p is not
much bigger than ¢, which is crucial in the proof. The number of items of size = in the packing N is
at least [n,/g|, since N contains at least n, items of size z. We also can give the following lower
bound on [n;/g]:



[n2/9] > na/[n/m] (9 < [n/m])
> ngm/(n+m) ([n/m] < (n+m)/m)
= ng(m/n —m?/(n® +mn))
> ngm/n—m?/(n+m) (ny < n)
> [ngm/n] —1—m?/(n+m)
> [ngm/n| —2. (m? < n)

In other words, for any = € [1, k], N packs each item of size x that appears in the profile set,
with the exception of at most one such item. From the statement of PROFILEPACKING, and its
optimal packing of the profile set, we infer that ¢ + k > p. Note that ¢ > |OpT(0)|/g > n/(kg) >
n/(k[n/m]) > ([n/m)m—m)/(k[n/m]) > m/k—m?/kn > m/k—€ > 7/ — > (1,—1)/e > k/¢.
We thus showed that ¢ > k/¢€’, and the inequality p < ¢ + k implies that p < ¢(1 + €'). We conclude
that the number of bins in each profile group is within a factor (1 + €’) of the number of bins in
N. Moreover, recall that PP(co, f’) consists of g profile groups, and N consists of g copies of N.
Combining this with previously shown properties, we have that |[PP (o, f')| < g-p < g(l+¢€)g <
(14+€)(1+€)0pT(0)| < (14 3€)|OPT(0)] = (1 + €)|OPT(0)]. O

Next, we analyze the algorithm in the realistic setting of erroneous predictions.

Theorem 2. For any constant € € (0,0.2], and predictions f’ with error n, PROFILEPACKING has
competitive ratio at most 1 + (2 + be)nk + €.

Proof. Let f be the frequency vector for the input o. Of course, f is unknown to the algorithm.
In this context, PP(o, f) is the packing output by PROFILEPACKING with error-free prediction,
and from Lemma 1 we know that [PP(o, f)| < (14 €)|OPT(0)|. Recall that Py, denotes the profile
set of PROFILEPACKING on input o with predictions f’, and py denotes the number of bins in
the optimal packing of Pg; Py and py are defined similarly. We will first relate py and pgs in
terms of the error 7. Note that the multisets Py and Py, differ in at most 25:1 L elements, where
te = |[fam] — [fim]|. We call these elements differing. We have u, < |(fr — fi)m|+ 1, hence
S e <k 4+ |(fo — f2)m| < k4 nm. We conclude that the number of bins in the optimal
packing of Pys exceeds the number of bins in the optimal packing of Py by at most k +nm, i.e.,
pyr < py+k+nm.

Let g and ¢’ denote the number of profile groups in PP(c, f) and PP(o, f’), respectively. We
aim to bound |PP(o, f’)|, and to this end we will first show a bound on the number of bins opened
by PP(c, f’) in its first ¢ profile groups, then in on the number of bins in its remaining ¢’ — g profile
groups (if ¢’ < g, there is no such contribution to the total cost). For the first part, the bound
follows easily: There are g profile groups, each one consisting of p¢s bins, therefore the number of
bins in question is at most g - pyr < g(py + k + nm). For the second part, we observe that since
PROFILEPACKING is lazy, any item packed by PP(c, f’) in its last ¢’ — g packings has to be a
differing element, which implies from the discussion above that PP(c, f’) opens at most g(k + nm)
bins in its last ¢’ — g profile groups. The result follows then from the following inequalities:



|PP(o, )|
< g(ps +k+nm) + g(k +nm)

= g(py + 2k + 2nm)
< g(pg +2nm(1 +¢)) (k < em)
< g(py + 2npsk(1 +¢)) (pg > [m/k])

9 py(1+2nk(1+¢€))

PP(o, )1+ 20k(1 + )

(14 €)(1+2nk(1 +¢€))|OPT(0)| (since |PP(o, f)| < (1 +¢€)|OprT(0)]|)
(1+2nk(1 + €)% + ¢)|OPT(0)|

(14 2nk(1 + € + 2¢) + €)|OPT(0)|

< (1 +nk(2+ 5¢) + €)|OPT(0)]. (€2 < €/2)

IN A

Theorem 2 shows that PROFILEPACKING has competitive ratio that is linear in k. We can prove
that this is an unavoidable price that any online algorithm with frequency-based predictions must
pay. Specifically, we show the following negative result.

Theorem 3. Fix any constant ¢ < 1. Then for any o > 0, with o < 1/k, any algorithm with
frequency predictions that is (1 + «)-consistent has robustness at least (1 — ¢)k/2.

Proof. Suppose that the prediction indicates that in the input sequence o, half of the items have
size 1 and the other half have size k — 1, i.e., we have f, , = 1/2,if z € {1,k — 1}, and f; , =0,
otherwise. Define o1 as the sequence that consists of n items of size 1 followed by n items of size
k — 1, and o9 as the sequence that consists of n items of size 1 followed by n items of size 1. For
simplicity, assume n is divisible by k. Suppose first that the input is o7, then the prediction is
error-free. Moreover, OPT(c1) = n and hence for an algorithm A to be (1 + a)-consistent, no more
than an + o(n) bins should receive more than one item of size 1. This implies that A opens at least
(I — ka)n — o(n) bins for the first n items. Next, suppose that the input is o2. We have fi 5, =1
and fr_1,, = 0, and consequently the error is 7 = 1. Moreover, OPT(02) = 2n/k, while the cost of
A is at least (1 — ka)n — o(n). The competitive ratio of A is at least ((1 — ka)n —o(n))/(2n/k).
Given that a < ¢/k, A has robustness at least (1 — ¢)k/2. O

We conclude that the robustness of PROFILEPACKING is close-to-optimal and no (14 €)-consistent
algorithm can do asymptotically better. It is possible, however, to obtain more general tradeoffs
between consistency and robustness, as we discuss in the next section.

Time complexity. We bound the overall time complexity of PROFILEPACKING for serving a
sequence of n items as a function of n, k, and m. The initial phase of the algorithm runs in time
independent of n. Therefore, the asymptotic time complexity is dominated by the time required to
pack the items into the appropriate bins.

For any = € [1, k], one can maintain N, and E, (subsets of NonEmpty and Empty that contain
x) using a hash table, where keys are bin-types and values are the number of bins of a given type.



As such, for any i € [1,n], we can pack o[i] in N, or E, (assuming that they are not empty) in
O(1) amortized time. If both N, and E, are empty, the algorithm opens a new profile group. This
requires updating k hash tables (for any E, for z € [1,k]), where we add O(m) new bin-types to
each hash table. Consequently, the time complexity of adding a new profile group is O(mk).

In the ideal case n = 0, O(n/m) profile groups are opened and the time complexity of adding
profile groups is O(kn), which also defines the time complexity of the algorithm. If n > 0, there
are up to n profile groups, which results in a worst-case time complexity of O(kmn) for adding
profile groups. Note that when 1 > 0, up to ©(n) items are special and served using FIRSTFIT. The
complexity of packing these items (i.e., the complexity of FIRSTFIT) is O(kn) which is dominated
by O(kmn), namely the time of adding profile groups. In conclusion, the worst-case time complexity
of PROFILEPACKING is O(kmn). Note that each item is served in amortized time O(km), which is
constant since k and m are constants.

We emphasize that our complexity bounds apply in the worst-case, and are rather pessimistic.
In practice, the algorithms run much faster; see Section 6.4.

4 A hybrid algorithm

In this section we obtain online bin packing algorithms of improved robustness. The main idea is to
let PROFILEPACKING serve only certain items, whereas the remaining ones are served by an online
algorithm A that is robust. In particular, let A denote any algorithm of competitive ratio c4, in the
standard online model in which there is no prediction. We will define a class of algorithms based on
a parameter \ € [0, 1] which we denote by HYBRID(\). Let a,b € NT be such that A = a/(a+b). We
require that the parameter m in the statement of PROFILEPACKING is a sufficiently large constant,
namely m > 57 max{k,a + b} /e.

Upon arrival of an item of size z € [1, k], HYBRID(A) marks it as either an item to be served by
PROFILEPACKING, or as an item to be served by A; we call such an item a PP-item or an A-item,
in accordance to this action. Moreover, for every z € [1, k], HYBRID(\) maintains two counters:
count(z), which is the number of items of size x that have been served so far, and ppcount(z),
which is the number of PP-items of size x that have been served so far.

We describe the actions of HYBRID(A). Suppose that an item of size x arrives. If there is an
empty placeholder of size x in a non-empty bin, then the item is assigned to that bin (and to
the corresponding placeholder), and declared PP-item. Otherwise, there are two possibilities: If
ppcount(z) < A- count(z), then it is served using PROFILEPACKING and is declared PP-item. If
ppcount(z) > A- count(x), then it is served using A and declared A-item.

Note that in HYBRID(\), A and PROFILEPACKING maintain their own bin space, so when serving
according to one of these algorithms, only the bins opened by the corresponding algorithm are
considered. Thus, we can partition the bins used by HYBRID(A) into PP-bins and A-bins.

Theorem 4. For any € € (0,0.2] and A € [0, 1], HYBRID(A) has competitive ratio (1 +¢€)((1+ (2 +
5e)nk + €)X+ ca(1 — X)), where c4 is the competitive ratio of A.

Proof. We define two partitions of the multiset of items in . The first partition is Spp US4, where
Spp and Sy are the PP-items and A-items of HYBRID(\), respectively. The second partition is

opUSY, where S and S’y are defined such that for any x € [1, k] there are [ Ang] items of size x
in S%p and ng — [Ang ] items of size z in S4. Given OPT(0), we will define a new packing N, such
that every bin in N contains only items in S%p or only items in S’. Let Npp and N4 denote the set



of bins in N that include items in Spp and in 5’4, respectively. Similarly, let Bpp and B4 denote
the set of bins in the packing of HYBRID(A) that contain only PP-items (PP-bins) and A-items
(A-bins), respectively. We prove the following bounds for N, Bpp and Bya:

(i) [N < (14 ¢)|OrT(0)].
(i) |Bpp| < (1+ (2 + 56k + ) [ Nop].
(i) |Ba| < ca|Nal.

To prove the above bounds, We first explain how to derive N from OpT(c). This is done
in a way that N contains the filled bins of OpPT(0) and up to (a + b)7; additional filled bins so
as to guarantee that the number of bins of each given type in N is divisible by a 4+ b. Given
that m > 57, max{k,a + b}/e, we can use an argument similar to the proof of Lemma 1 to show
IN| < (14¢€)|OpPT(0)|. Since the number of bins of each type in N is divisible by a+b, we can partition
N into Npp and N4 so that |[Npp| < a(l+¢€)|OpPT(0)|/(a+b) and |[Na| < b(1+¢€)|OrPT(0)|/(a+Db).
That is, |[Npp| < A(1 + €)|OpT(0)| and Ng < (1 — X)(1 + €)|OpPT(0)|. Note that N not only packs
items in o, but also additional items in the added bins. That implies that all items S are packed
in Npp and all items in S’; are packed in N4, and hence (i) follows.

To prove (ii) and (iii), we note that Sy C S’ which implies S%p € Spp. This is because the
algorithm declares an item of size x as A-item only if ppcount(z) > A count(x). Hence, at any
given time during the execution of HYBRID(A), the number of A-items of size x is no more than a
fraction (1 — \) of count(z).

Next we will show property (ii). First, note that |Bpp| = |PP(opp, f’)|, where opp is the
subsequence of ¢ formed by the PP-items, and PP abbreviates the output of PROFILEPACKING.
Consider a sequence o’pp obtained by removing, for every x € [1, k], the last d items of size z from
opp, where d, is the number of items of size z in Spp \ Spp. We show next that |[PP(opp, f')| =
|PP(cpp, f')]. For any x, consider the last PP-item L, of size x for which HYBRID()) opens a
new bin. At the time L, is packed, ppcount(x) < A-count(z). Thus, by removing items of size
x that appear after L, in opp, the remaining items form a subsequence of ¢/»p, and the number
of bins does not decrease. That implies that |PP(opp, f')| = |PP(c’p, f')|. From Theorem 2,
|Bpp| = |PP(0pp, )| = [PP(0}p, £)] < (1+(2456)1k-+€) OPT(0p)| < (1+(2+5€)nk-+6)| Npp.

Last, to show (iii), we note that the number of bins that HYBRID(A) opens for items in S4 is at
most c4|OPT(S4)| < ca|OPT(S’y)| < ca|Na|. This is because S4 C 5.

Using properties (i)-(iii), we obtain |[Hybrid(c, f')| = |Bpp|+|Ba| < (1+(2+5€)nk+€)|Npp|+
calNal < (14 (24 5e)nk + e)A(1 + €)|OrPT(0)| + ca(1 — A)(1 + €)|OPT(0)] = (1 +€)(1 + (2 +
S5e)nk + €)X+ ca(l — X))|OpT(0)|. O

One can choose A as the algorithm of the best known competitive ratio [BBD18|. However,
algorithms such as the one of [BBDT18| belong in a class that is tailored to worst-case competitive
analysis (namely the class of harmonic-based algorithms) and do not tend to perform well in typical
instances |[KLO15|. For this reason, simple algorithms such as FIRSTFIT and BESTFIT are preferred
in practice [CGJ96]. We obtain the following corollary.

Corollary 5. For any € € (0,0.2] and A € [0,1], there is an algorithm with competitive ratio
(14€)(1.57834+ A((2+5€)nk —0.5783+¢€)). Furthermore, HYBRID (\) using FIRSTFIT has competitive
ratio (1 4+ €)(1.7 + A((2 + 5e)nk — 0.7 + ¢)).



From Theorem 4, it follows that for HYBRID(A) to be robust, one must chose A = 1/Q(k), which
in turn implies that the consistency is not much better than c4. But we can do substantially better
if an upper bound on the error H is known. Specifically, let H-AWARE denote the algorithm which
executes HYBRID(1), if H < (ca —1 —€)/(k(2 + 5¢)), and HYBRID(0), otherwise. An equivalent
statement is that H-AWARE executes PROFILEPACKING if H < (¢4 — 1 —¢€)/(k(2 4 5¢)), and A,
otherwise. The following corollary follows directly from Theorem 4 with the observation that as long
as N < (ca —1—¢€)/(k(2+ 5¢)), PROFILEPACKING has a competitive ratio better than c4.

Corollary 6. For any e € (0,0.2], H-AWARE using algorithm A has competitive ratio min{ca, 1 +
(2 + 5e)nk + €}, where cq is the competitive ratio of A. In particular, choosing FIRSTFIT as A,
H-AWARE has competitive ratio min{1.7,1 + (2 + 5€)nk + €}.

Time complexity. A fraction of at least X items of each given size are served using PROFILEPACK-
ING and a fraction of at most 1 — A are served using A. This implies that the running time of the
algorithm is O(kmn + A(k,n)), where A(k,n) denotes the running time of A. In particular, if A is
FIRSTFIT, we have A(k,n) = O(kn) (FIRSTFIT can be implemented by maintaining a pointer for
each x € [1, k] that points to the first bin in the packing with empty space of size at least z and
observing that any such pointer is updated at most n times in the course of the algorithm). Thus,
the time complexity of HYBRID()) is O(kmn). Once again, each item is served in O(1) amortized
time.

5 Extensions

5.1 An adaptive heuristic

In all previous algorithms the prediction does not change throughout their execution. While such
algorithms can be useful for inputs that are drawn from a fixed distribution, they may not always
perform well if the input sequence is generated from distributions that change with time, e.g., when
dealing with evolving data streams. We define a heuristic called ADAPTIVE(w), in which predictions
are updated dynamically using a sliding window approach; see e.g. [GBEB17].

ADAPTIVE(w) uses a parameter w € N1 as follows. In the initial phase, ADAPTIVE(w) serves
o[l,w] using FIRSTFIT; moreover, at the end of this phase, it computes Jo[1,w], namely the
frequency vector of all sizes in o[1,w]. From this point onwards, the algorithm will serve items
using PROFILEPACKING with predictions f’ which are initialized to Jo[1,w]- Specifically, every time
ADAPTIVE(w) encounters item o[iw], for i € NT, it updates f/ to fo[i—1)w+1,iw]-

Time complexity. The running time of ADAPTIVE(w) is dominated by computing an optimal
profile packing, which can be done in time O(m™*!). We note that this is only a crude upper bound,
and in practice, algorithms such as the one of Korf [Kor02, Kor03] perform much better in typical
instances; moreover, since m is a constant, theoretically this time is O(1). Given that the number of
profile groups is O(n/m), ADAPTIVE(w) runs in time O(nm™). If we use FIRSTFITDECREASING
instead of an optimal algorithm (in Line 27), then it takes time O(m(logm +k)) to compute a profile
packing (sorting the items in the profile set requires time O(mlogm) and FIRSTFIT requires time
O(mk)). The overall running time of ADAPTIVE(w) is thus O(n(logm + k))) in this alternative. As
with all other algorithms, each item is served in O(1) amortized time.
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5.2 Handling items with fractional sizes

As stated in Section 2, we assume that each item has integral size in [1, k], where k is the bin capacity.
We argue how to extend the algorithms and the analysis so as to handle items with sizes in [1, k]
that may be fractional. The main idea is to treat such fractional items as “special”, in the sense that
they are not predicted to appear in the sequence. PROFILEPACKING and HYBRID(A) will then pack
these fractional items separately from all integral ones, using FIRSTFIT.

For the analysis in this setting, we need a measure of “deviation” of the input sequence o (that
may contain fractional items) from a sequence of integral sizes. The most natural approach is to
define this deviation as the L distance between o, and the sequence in which each item is rounded
to the closest integer in [0, k]. However, we will show that this definition is very restrictive, in that
every online algorithm has consistency far from optimal, even if this deviation is arbitrarily small.

Given an input sequence ¢ which may include items of fractional sizes, we first need to clarify how
item frequencies are generated. Let [o] be derived from o so that each fractional item is replaced
with its closest integer. Then we define f to be such that for every x € Z* with z € [1, k], we have
Jz,0 = [z,|o1- The prediction vector f' likewise concerns items of integral size in [1, k|, and the error
7n is the L distance between f’ and f, as defined above.

Theorem 7. Let |x] denote the integer closest to x, and define d(o) =), ., |z — [2]|. No online
algorithm can have competitive ratio better than 4/3, even if all frequency predictions are error-free
(that is, n =0), and even if d(o) = €, for arbitrarily small € > 0.

Proof. Let 0 = 0109, where o1 consists of n items of size 0.5 — €¢/(2n), and o9 consists of n items
of size 0.5 + €¢/(2n). For simplicity, we assume that n and k are even integers. Suppose also that
J' is such that f, ,1 =1, if 2 = k/2, and 0, otherwise (i.e., only items of size k/2 are predicted to
appear in o). From the definition of error, it also follows that n = 0, and from the definition of the
deviation d, we have that d(o) = e.

Let A be any online algorithm, and note that A(o1, f') = cn, for some ¢ > 1/2. Given that
OPT(01) = n/2, the competitive ratio of A is at least 2c. Out of the cn bins of Aoy, f'), n —cn
bins must have two items, whereas the remaining cn — (n — cn) = 2en — n bins must have one
item. Any of these remaining bins can each accommodate another item from 9. Therefore, out
of the n items in o9, A can pack at most 2cn — n such items in the ¢n bins opened for o1, and
it must place the remaining n — (2cn — n) = 2n — 2¢n items in separate (new) bins. It follows
that A(o, f') > cn+ (2n — 2¢n) = 2n — cn. Given that OPT(0) = n, the competitive ratio of A is
therefore at least 2 — ¢. In summary, the competitive ratio of A is max{2c, 2 — ¢}, which is minimized
at 4/3 for ¢ = 2/3. O

Given the above negative result, a different measure of “deviation” is the ratio between the total
size of fractional items in o over the total size of all items in o. The following theorem shows that
this measure can better capture the performance of the algorithm in the fractional setting.

Theorem 8. Define d(c) = (Xseowrlo) T/ (X ses ). Let A be any algorithm with frequency
predictions that has competitive ratio ¢ if all items have integral size. Then there is an algorithm A’
that has competitive ratio at most ¢ + 2d(o) for inputs with fractional sizes.

Proof. Let o1 and op be the subsequences of o formed by integer and fractional items, respectively.
We can write A(o) = A(or) + FF(or), where FF(op) denotes the number of bins opened by
FIRSTFIT when serving op. For the number of bins opened for integer items, we have A(oy) <
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A(o) < c¢-Op1(0). Let S(0) and S(or) denote the total size of items in o and o, respectively,
that is S(0) = > e, @, and S(op) = > ¢, 1z(4) - From definition, we have d(o) = S(or)/S(0).
Note that FF(or) < 2S(oF)/k + 1; this is because any pair of consecutive bins contains items of
total size k/2 or larger. Therefore, FF (o) < 2d(0)S(0)/k 4 1 < 2d(0)OPT(0) + 1. In summary,
we have A(0) < ¢- OPT(0) + 2d(c)OPT(0) + 1, therefore the (asymptotic) competitive ratio of A is
at most ¢+ 2d(o). O

5.3 VM placement: inputs with large items

As discussed in the Introduction, an important application of online bin packing is Virtual Machine
(VM) placement in large data centers. Here, each VM corresponds to an item whose size represents
the resource requirement of the VM, and each bin corresponds to a physical machine (i.e., host) of a
given capacity k. In the context of this application, the consolidation ratio [BB12] is the number of
VMs per host, in typical scenarios. Note that the consolidation ratio is typically much smaller than
k. For example, VMware server virtualization achieves a consolidation ratio of up to 15:1 [VMw]|,
while Intel’s virtualization infrastructure gives a consolidation ratio of up to 20:1 [Ovel0]. Let us
denote by r the consolidation ratio (but note that this quantity is an integer).

The fact that the consolidation ratio is typically much smaller than k has implications in the
analysis of our algorithms. Specifically, we can express the competitive ratio of PROFILEPACKING
and HYBRID()) as a function of 7 instead of k, as shown in the following result.

Theorem 9. Consider an instance of online bin packing with bins of capacity k, in which the item
sizes are such that at most r items can fit into a bin, for some r < k. Then, for any constant
e € (0,0.2], and predictions f' with error n, the following hold: (I) PROFILEPACKING has competitive
ratio at most 1 + (2 + 5e)nr + €; and (II) for any A € [0,1], HYBRID(A) has competitive ratio
(I4+€e)((L+ (24 5e)nr + €)X+ ca(l — X)), where c4 is the competitive ratio of the algorithm A that
is combined with HYBRID (A ).

Proof. The proof of (I) is identical to that of Theorem 2, except that in the fourth inequality
we use the fact that py > [m/r] (instead of py > [m/k]), given that at most r items fit into
each bin. Moreover, in all subsequent inequalities in the proof, k is replaced with . The proof
of (II) is identical to that of Theorem 4, except that property (ii) in the proof is replaced by
|Bpp| < (14 (2+ 5¢)nr + €)|Npp|, which directly follows from the same arguments and by applying
part (I) instead of Theorem 2. O

Similarly, we can generalize Theorem 3 and obtain the following impossibility result.

Theorem 10. Consider an instance of online bin packing with bins of capacity k, in which the item
sizes are such that at most r items can fit into a bin, for some r < k. Fizx any constant ¢ < 1. Then
for any o > 0, with o« < 1/r, any algorithm with frequency predictions that is (1 + «)-consistent has
robustness at least (1 — c)r/2.

Note that in Theorems 9 and 10, the robustness of the algorithms is now a function of r, and not
a function of &, as in Theorems 2 and 4.
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6 Experimental evaluation

6.1 Benchmarks

Several benchmarks have been used in previous work on (offline) bin packing (see [CCO12] for a list
of related work). These benchmarks typically rely on either uniform or normal distributions. There
are two important issues to take into account. First, such simple distributions are often unrealistic
and do not capture typical applications of bin packing such as resource allocation [Gen98|. Second,
in what concerns online algorithms, simple algorithms such as FIRSTFIT and BESTFIT are very
close to optimal for input sequences generated from uniform distributions [CGJ96| and very often
outperform, in practice, many online algorithms of better competitive ratio [KLO15|.

We evaluate our algorithms on two types of benchmarks. The first type is based on the Weibull
distribution, and was first studied in [CCO12] as a model of several real-world applications of bin
packing, e.g., the 2012 ROADEF/EURO Challenge on a data center problem provided by Google and
several examination timetabling problems. The Weibull distribution is specified by two parameters:
the shape parameter sh and the scale parameter sc (with sh, sc > 0). The shape parameter defines
the spread of item sizes: lower values indicate greater skew towards smaller items. The scale
parameter, informally, has the effect of stretching out the probability density. In our experiments, we
chose sh € [1.0,4.0]. This is because values outside this range result in trivial sequences with items
that are generally too small (hence easy to pack) or too large (for which any online algorithm tends
to open a new bin). The scale parameter is not critical, since we scale items to the bin capacity, as
discussed later; we thus set sc = 1000, in accordance with [CCO12].

The second type of benchmarks is generated from the BPPLIB Bin Packing Library [DIM]. This
is a collection of bin packing benchmarks used in various works on (offline) algorithms for bin packing.
We report experimental results for different benchmarks of the BPPLIB Bin Packing Library [DIM],
in particular the benchmarks “GI" |GI16], “Schwerin" [SW97], “Randomly Generated" [DIM14],
“Schoenfield Hard28" [Sch02] and “Wéscher" [WG96].

6.2 Input generation

We fix the size of the sequence to n = 10%. We set the bin capacity to k = 100, and we also scale
down each item to the closest integer in [1, k|. This choice is relevant for applications such as Virtual
Machine placement, as we explained in Section 5.3. We generate two classes of input sequences.
Sequences from a fixed distribution. For Weibull benchmarks, the input sequence consists of items
generated independently and uniformly at random, for the shape parameter set to sh = 3.0. For
BPPLIB benchmarks, each item is chosen uniformly and independently at random from the item
sizes in one of the benchmark files; this file is also chosen uniformly at random.

Sequences from an evolving distribution. Here, the distribution of the input sequence changes every
50000 items. Namely, the input sequence is the concatenation of /50000 subsequences. For Weibull
benchmarks, each subsequence is a Weibull distribution, whose shape parameter is chosen uniformly
at random from [1.0,4.0]. For BPPLIB benchmarks, each subsequence is generated by choosing a
file uniformly at random, then generating 50000 items uniformly at random from that specific file.

6.3 Compared algorithms, predictions and error

We evaluate HYBRID(A) using FIRSTFIT, for A € {0,0.25,0.5,0.75,1}. This means that HYBRID(0)
is identical to FIRSTFIT, whereas HYBRID(1) is identical to PROFILEPACKING. We fix the size of the
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profile set to m = 5000. To ensure a time-efficient and simplified implementation of PROFILEPACKING,
we use the FIRSTFITDECREASING algorithm [CGJ96] to compute the profile packing, instead of an
optimal algorithm. FIRSTFITDECREASING first sorts items in the non-increasing order of their sizes
and then applies the FIRSTFIT algorithm to pack the sorted sequence. Using FIRSTFITDECREASING
helps reduce the time complexity, in particular with regards to ADAPTIVE(w), which must compute
a new profile packing every time it updates the frequency prediction. The experimental results only
improve by using an optimal profile packing instead of FIRSTFITDECREASING.

We evaluate HYBRID(\) on fixed distributions, since it is tailored to this type of input. We
generate the frequency predictions to HYBRID()) as follows: For a parameter b € NT, we define
the predictions f’ as Jo[1,p)- In words, we use a prefix of size b of the input o so as to estimate
the frequencies of item sizes in . In our experiments, we consider 100 different prefix sizes. More
precisely, we consider all b of the form b = [100 - 1.05%], with i € [25,125]. We also evaluate
ADAPTIVE(w) for 100 values of the sliding window w, equidistant in the range [100, 100000].

We define the prediction error n as the L; distance between the predicted and the actual
frequencies. Note that for a given input sequence, 1 is a function of the prefix size b. Since we
consider 100 distinct values for b , for each sequence we consider 100 possible error values. It is
expected that the prediction error decreases in b, which is confirmed in our experiments, as we will
discuss.

As explained earlier, FIRSTFIT and BESTFIT perform very well in practice, and we use them as
benchmarks for comparing our algorithms. As often in offline bin packing, we also report the L2
lower bound [MT90, FKO7] as a lower-bound estimation of the optimal (offline) bin packing solution.

6.4 Implementation details and runtimes

We implemented the algorithms introduced in the main paper (PROFILEPACKING, HYBRID(A), and
ADAPTIVE(w)) and compared them to the benchmark algorithms FIRSTFIT, BESTFIT, and the L2
lower bound of OpT. All these algorithms were implemented in Java. The specifications of the
platform on which we run the experiments is shown in Table 1.

We run experiments on input sequences of length n = 106, with parameters k and m chosen
to be equal to £ = 100 and m = 5000. The average time to serve the entire input sequence with
items generated independently at random using the Weibull distribution (with the shape parameter
3.0) is as follows (average is taken over 20 runs of the algorithms so as to have reliable results).
PROFILEPACKING: 2.995 seconds, HYBRID(A) with A = (0.25,0.5,0.75): 0.683, 1.394, 2.054 seconds,
respectively (with prediction error n = 0.193), and finally ADAPTIVE(w) takes 1.092 seconds.

Processor Intel(R) Core(TM) i5-8250U CPU @ 1.60GHz 1.80 GHz

RAM 8.00 GB (7.86 GB usable)

System 64-bit operating system, x64-based processor

Operating System Windows 10 Home, version 1909, OS build 18363.1316

Java version 15.0.1; Java(TM) SE Runtime Environment (build 15.0.149-18); Java HotSpot(TM) 64-Bit
Server VM (build 15.0.149-18, mixed mode, sharing)

Table 1: Experimental Setup
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6.5 Results and discussion

Fixed distributions Figure 1 depicts the cost of the algorithms for a typical sequence, as function
of the prediction error. The chosen files are “csBA125 9" (for “GI"), “Schwerin2 BPP32" (for
“Shwerin"), “BPP_750 50 0.1 0.8 2" (for “Randomly Generated"), “Hard28 BPP&832" (for
“Schoenfield Hard28"), and “Waescher TEST0082" (for “Wascher”). We consider a single sequence,
as opposed to averaging over multiple sequences, because each input sequence is associated with
its own prediction error, for any given prefix size (and naively averaging over both the cost and
the error may produce misleading results). We can use a single sequence because the input size is
considerable (n = 10%), and the distribution is fixed. Nevertheless, in Section 6.7 we explain how to
properly average over multiple sequences, and we report similar plots and conclusions. The largest
value of prediction error in our experiments is 0.3622 for the Weibull instance, and 0.3082 for the GI
instance.

For all benchmarks, we observe that PROFILEPACKING (A = 1) degrades quickly as the error
increases, even though it has very good performance for small values of error. As A decreases, we
observe that HYBRID(\) becomes less sensitive to error, which confirms the statement of Corollary 5.

For the Weibull benchmarks, HYBRID(A) dominates both FIRSTFIT and BESTFIT for all A €
{0.25,0.5,0.75} and for all n < 0.27, approximately. For the GI benchmarks, HYBRID(\) dominates
FIrRsTFIT and BESTFIT for A € {0.25,0.5}, and for practically all values of error. In the “Shwerin"
benchmark, all items have sizes in the range [15,20]. As such, very good predictions can be obtained
by observing a tiny part of the input sequence, i.e., for small values of the prefix size b. In particular,
the smallest value of b = 391 results in 7 < 0.099, whereas for the largest value of b, namely b = 22448,
we have that n < 0.0078. As illustrated in Figure 1c, the smaller the parameter A, the better the
performance of HYBRID(\); in particular, PROFILEPACKING performs the best. The results suggest
that for inputs from a small set of item sizes, it is beneficial to choose a small value of A. This can
be explained by the fact that the prediction error is relatively smaller for these types of inputs. Note
that this finding can be useful in the context of applications such as virtual machine placement in
cloud computing: this is because there is only a small number of different virtual machines that can
be assigned to any given physical machine. See also the discussion in Section 5.3. For the remaining
benchmarks, namely “Randomly Generated", “Schoenfield Hard28", and “Wéscher”, the algorithms
exhibit similar performance to the GI benchmark.

In summary, the results demonstrate that frequency-based predictions indeed lead to performance
gains. Even for very large prediction error (i.e., a prefix size as small as b = 338) HYBRID(\) with
A <0.5) outperforms both FIRSTFIT and BESTFIT, therefore the performance improvement comes
by only observing a tiny portion of the input sequence.

Evolving distributions We report experiments on the performance of ADAPTIVE(w). Recall that
w is the sliding window that determines how often the prediction is updated. This is a parameter
that must be chosen judiciously: if w is too small, we do not obtain sufficient information on the
frequencies, whereas if w is too big, the predictions become “stale”.

Figure 2 depicts the number of bins opened by ADAPTIVE(w) as a function of w for different
benchmarks. Here we report the average cost of the algorithms over 20 randomly generated sequences.
We observe that for the benchmarks “Weibull" and “GI" benchmarks, there is a relatively wide range
for w that leads to marked performance improvement, in comparison to FIRSTFIT and BESTFIT,
namely w € [2100,25000]. For the benchmarks “Randomly Generated" and “Schoenfield Hard28",
we observe that ADAPTIVE(w) exhibits similar performance as the value of w changes, that is, the
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Figure 1: Number of opened bins for sequences from a fixed distribution. For the purpose of
visualization, some of the plots are truncated, e.g., the plot of PROFILEPACKING in (¢) and (d).

number of opened bins is minimized when w takes values in the range [2000,4000]; this holds also
for “Schwerin" (Figure 2c) although the difference is marginal in this case. We also observe that
for “Randomly Generated" and “Schoenfield Hard28", the performance curve of ADAPTIVE(w) is
similar to that on the GI benchmark of the main paper.
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When ADAPTIVE(w) opens a new profile group, the predicted frequencies are updated based
on the w most recently packed items. These w items follow a distribution that may have changed
since the time a new profile group was opened. As such, the performance of ADAPTIVE(w) depends
on how diverse are the distributions that form the benchmark. In particular, for “Schwerin", the
distribution does not evolve drastically, which explains why ADAPTIVE(w) performs consistently
better than FIRSTFIT and BESTFI1T. This is not in case for the “Wiéscher" benchmark, and here
ADAPTIVE(w) does not offer any advantage over FIRSTFIT and BESTFIT. Note, however, that these
two baseline algorithms are remarkably close to the Lo lower bound, which means that they output
near-optimal packings for this benchmark, and which in turn leaves very little room for any potential
improvement. These experiments demonstrate that even though ADAPTIVE(w) yields improvements
in many situations, there are settings in which more sophisticated approaches will be required, as we
explain in the Conclusions section of the main paper.

6.6 Experiments on the profile size

In previous experiments, we assumed that the profile size is m = 5000. In this section we report
experiments on other values of m. More precisely, we evaluated the performance on two sequences
of length n = 10° in which the item sizes are generated using Weibull distribution (with sh = 3) and
the GI-benchmark, respectively, as in Section 6.2. of the main paper. As before, we choose k = 100.
Predictions are generated based on a prefix of length b = 1000 of the input; this corresponds to
error values of n = 0.1922 and n = 0.2045 for the Weibull and Gl-instances, respectively. We run
HYBRID(A) (A € {0.25,0.5,0.75,1}) for 100 different values of m, equidistant in [100,100100].

Figure 3 depicts the number of bins opened by the algorithms. The experiments show that the
parameter m has little impact on the performance of HYBRID(A), that is, as long as m is sufficiently
large (e.g., when m > 1000), the performance of HYBRID(\) is consistent and independent of the
choice of m.

6.7 Further experiments on fixed distribution

In the experiments on HYBRID()) for a fixed distribution that we presented in the main paper, we
showed the performance of the algorithm on a typical sequence. More precisely, as explained in
Section 6.5, we considered a single sequence, as opposed to averaging the cost of the algorithm over
multiple input sequences, because each input sequence is associated with its own prediction error, for
any given size of the prefix (and averaging over both the cost and the error may produce misleading
results). We argued that this should not be an issue, because the input sequence is of considerable
size (n = 10%), and the distribution is fixed.

In this section we present further experimental results based on averaging over both the cost
and the error which give further justification for this choice. Our setting here is as follows: Given a
fixed distribution (either Weibull with sh = 3, or a file from the GI Benchmark), we generate 20
random sequences. For each sequence, we compute FIRSTFIT, BESTFIT, and the L2 lower bound.
The average costs of these algorithms, over the 20 sequences, serve as the benchmark costs for
comparison.

For HYBRID(A), and every A € [0.25,0.5,0.75, 1], we generate predictions for 100 values of the
prefix size b (where b is of the form b = 100-1.05%, with ¢ € [25,125], as in the main paper). Consider
a sequence o. For each of the above predictions for o, we compute the prediction error as well as the
cost of HYBRID(A) on o with the corresponding prediction and store a pair of the form (ERROR,
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Figure 2: Number of opened bins for sequences from an evolving distribution.

COST), where ERROR is the error with a two-digit decimal precision, and the cost is the cost of the
algorithm. For example, if ERROR = 0.2341 and cosT = 143000, we store the pair (0.23, 143000).
This means that for a fixed sequence, we store up to 100 such pairs (assuming n < 1). Last, we
evaluate the average of pairs with the same rounded error over the 20 sequences. For example, if for
o1 we have obtained the pair (0.23,100000), for oy the pair (0.23, 150000), and for o3 the pair (0.23,
350000), then we take the average as the pair (0.23, 200000).

Figure 4 depicts the plots obtained by this method, for both the Weibull and the GI benchmarks.
We observe that HYBRID(A) exhibits similar performance tradeoffs as the plots for a single sequence,
namely Figure 1 in the main paper.
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Figure 4: Average number of bins vs average error over 20 sequences.

7 Conclusion

We gave the first results for online bin packing in a setting in which the algorithm has access to
learnable predictions. We believe that our approach can be applicable to generalizations of the
problem such as online vector bin packing |[ACKS13|. Here, it will be crucial to devise time-efficient
profile packing algorithms, since the profile size increases exponentially in the vector dimension.
Previous work on the experimental evaluation of online bin packing algorithms has focused on
fixed input distributions. In our work we supplemented the analysis with a model for evolving input
distributions, as well as a heuristic based on a sliding window. This should be considered only as a
first step towards this direction. Future work needs to address more sophisticated input models and
algorithms, drawn from the rich literature on evolving data streams; see e.g., the survey [KMG™17].
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Appendix

A Details on the algorithms

A.1 PROFILEPACKING

Algorithm 1 describes PROFILEPACKING in pseudocode. Lines 1 to 8 are the initialization phase
of the algorithm, in which the algorithm forms the profile set, computes an optimal packing of
the profile set, and opens the first profile group. The optimal packing (Line 4) can be replaced
by FIRSTFITDECREASING in order to reduce the time complexity, as we did in the experiments.
The initial phase is followed by serving the sequence of requests in Lines 9 to 30. The algorithm
maintains two multisets of bins in its packing. The multiset Empty, which describes the bins that
are virtually opened but do not contain any item yet, and NonEmpty, which describes bins that
contribute to the actual cost. When placing an item into either a bin of NonEmpty (Lines 16) or
Empty (Lines 24), any bin with a placeholder of appropriate size can be selected. In our experiments,
we break ties for bins in Empty in favor of bins that contain a larger number of placeholders. This
improves the typical performance of the algorithm.

A.2 HYBRID(\)

Algorithm 2 describes HYBRID(A) in pseudocode. This algorithm combines PROFILEPACKING
and a given robust algorithm A. The initialization phase of HYBRID(A) is similar to that of
PROFILEPACKING (Lines 1- 8 of Algorithm 1). As with PROFILEPACKING, for any z € [1, k], the
algorithm maintains N, and E, as the set of NonEmpty and Empty bins with a placeholder of size
x, respectively. The i-th item o[i] € [1, k] is placed in a placeholder in N, and declared as PP-item
if such a placeholder is available (Lines 9-12 of Algorithm 2). Otherwise, the item is declared as
either PP-item (Lines 16-28) or A-item (Lines 30-31), depending on the frequency of PP-items of
size x, and packed accordingly.

A.3 H-AWARE

Algorithm 3 describes H-AWARE in pseudocode. The algorithm receives as input an upper bound
H on the prediction error (i.e., we assume that 7 < H) and chooses between PROFILEPACKING
(when H is small) and a given robust algorithm A (when H is large). Note that the algorithm also
receives a small value e that is used to set the profile size parameter m (we require that m > 5k7y/€).
For practical purposes, however, any large value of m suffices. The running time of H-AWARE is
O(kmn+ A(k,n)), where A(k,n) denotes the running time of A. As in HYBRID()), if A is FIRSTFIT,
we have A(k,n) = O(kn), and the time complexity of H-AWARE becomes O(kmn).

A.4 ADAPTIVE(w)

Algorithm 4 describes ADAPTIVE(w) in pseudocode. The algorithm packs the first w items using the
FIRSTFIT strategy (Lines 8-9). From that point onwards, the algorithm maintains the number ¢, of
items of size « € [1, k] among the last w items (Lines 11-14). As in PROFILEPACKING, ADAPTIVE(w)
maintains NV, and FE, as the set of bins in NonEmpty and Empty with an available placeholder for
x. The algorithm places each item o[i] of size z in a bin of N, if N, is not empty (Lines 16-18), and
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in a bin of E, (Lines 32-36), otherwise. If F, is empty, it opens a new profile group (Lines 21-30).
If there is no placeholder available in NonEmpty and Empty, the algorithm opens a new profile
(Lines 33-28). In doing so, the algorithm generates item frequencies f’, as observed among the last
w items, to form a new profile set and an optimal packing of it.

Algorithm 1 PROFILEPACKING
>
Input: o: the input sequence with items in [1, k]
f': predicted item frequencies (Vx € [1,k], f.. € [0,1])

Output: a packing of o (a set of bins that contain all items in o)

>
1: Pf/ — ¢
2: for z € {1,.. .k}
Py < Ppr U{[ fim] items of size x}

@

>
4: OrTp/(P) = optimal packing of Py.
5. ppr = |OPTp (P
6: Group < ps empty bins in accordance with OPT ¢/ (P). >
7. Empty < Group >
8: NonEmpty < ¢ >
9: forie(1,...,n) do >
10:  x < oli
11:  if OPTy/(P) has no placeholder of size  then

12: use FIRSTFIT to pack oli] >
13:  else
14: N, < bins in NonEmpty with placeholder for x
15: if N, # ¢ then >
16: B < any bin of N,
17: place o[i] in a placeholder of size z in B
18: else
19: E, < bins in Empty with placeholder for z
20: if F, = ¢ then >
21: Group < py new bins as in OpPT g (P)
22: Empty < Empty U Group
23: end if
>
24: B « any bin of F,
25: place o[i] in a placeholder of size z in B
26: Empty < Empty \ {B}
27: NonEmpty < NonEmpty U {B}
28: end if
29:  end if
30: end for
31: return NonEmpty >
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Algorithm 2 HYBRID(\)

>

Input: o: the input sequence with items in [1, k]
f': predicted item frequencies (Vx € [1,k], f.. € [0,1])
Output: a packing of o (a set of bins that contain all items in o)

1: Initialize PROFILEPACKING (Lines 1- 8 of Algorithm 1)

2: for x € {1,...k} do
3:  count(z), ppcount(z) + 0

end for

=

5. fori e (1,...,n) do >
6 x < oli]

7. count(z) < count(x) +1

8 N, < bins in NonEmpty with a placeholder for x
9: if N, # ¢ then

10: ppcount(zr) < ppcount(x) +1

11: B < any bin of N,

12: place o[i] in a placeholder of size z in B

13:  else

14: >

15: if ppcount(z) < A ppcount(z) then

16: ppcount(z) < ppcount(z) +1

17: if OPT#/ (P) has no placeholder of size x then
18: use FIRSTFIT to pack oli]

19: else

20: E, < bins in Empty with placeholder for z
21: if £, = ¢ then

22: Group < py new bins as in OrPT g/ (P)
23: Empty < Empty U Group

24: end if

25: B < any bin of E, >
26: place o[i] in placeholder of size z in B

27: Empty < Empty \{B}

28: NonEmpty < NonEmpty U {B}

29: end if

30: else

31: use A to pack x

32: end if

33:  end if

34: end for

35: return NonEmpty >
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Algorithm 3 H-AWARE

>

Input: o: the input sequence with items in [1, k]
f': predicted item frequencies (Vz € [1,k], f2 € [0,1])
H: an upper bound on error (n < H)
e: a small positive value (e < 0.2)

Output: a packing of o (a set of bins that contain all items in o)

1: Packing = ¢
2: if H < (ca —1—¢€)/(k(2 + 5¢)) then
>
3:  Packing = PROFILEPACKING(o, f')
4: else
>
5. Packing = A(o)
6: end if
7. return Packing >
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Algorithm 4 ADAPTIVE(w)

>

Input:

o: the input sequence with items in [1, k]

Output:

a packing of o (a set of bins that contain all items in o)

1: Empty <+ ¢
2: NonEmpty < ¢
3: for x € {1,... ,k}

37:

cy 0 >

:forie(1,...,n) do

x + oli]
Cp—cCp+1
if i <w then
use FIRSTFIT to pack =

else
>
y < oli — w]
cycy—1
end if

N, < bins in NonEmpty with a placeholder for x
if N, # ¢ then
B < any bin of N,
place o[i] in a placeholder of size z in B
else
E, < bins in Empty with placeholder for z
if £, = ¢ then
Pf/ — ¢
for x € {1,...k} do
focfw
Py < Ppr U A{[ f.m] items of size '}
end for
OpPT 4/ (P) = optimal packing of Py.
pyr 4= |OPT £ (P
Group < py bins in accordance to OPT g/ (P).
Empty < Empty U Group
end if
>
B < any bin of F,
place o[i] in a placeholder of size z in B
Empty < Empty \ {B}
NonEmpty < NonEmpty U {B}
end if

38: end forreturn NonEmpty
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