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Abstract

The Whittle index policy is a heuristic that has shown remarkable good performance (with guaranteed asymptotic optimality) when applied to the class of problems known as Restless Multi-Armed Bandit Problems (RMABP). In this paper we present QWI and QWINN, two algorithms capable of learning the Whittle indices for the total discounted criterion. The key feature is the usage of two time-scales, a faster one to update the state-action $Q$-values, and a relatively slower one to update the Whittle indices. In our main theoretical result we show that QWI, which is a tabular implementation, converges to the real Whittle indices. We then present QWINN, an adaptation of QWI algorithm using neural networks to compute the $Q$-values on the faster time-scale, which is able to extrapolate information from one state to another and scales naturally to large state-space environments. Numerical computations show that QWI and QWINN converge much faster than the standard $Q$-learning algorithm, neural-network based approximate $Q$-learning and other state of the art algorithms.
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1. Introduction

Markov decision processes (MDPs) provide a mathematical framework to model sequential decision problems. Formally, an MDP is a stochastic control process where the objective is to maximise a long-run payoff. At each time step, depending on the state and action taken by the MDP, the decision maker receives a reward and reaches a new random state. Due to their broad applicability, MDPs are found in many areas, including artificial intelligence, economics, communications and operations research.

An MDP can be solved via dynamic programming, however, this is a computationally intractable task for realistic model sizes. As a result, classes of MDPs that are analytically tractable or possess good approximations have received a lot of attention. In this paper we focus on one such class, namely, the Restless Multi-Armed Bandit Problem (RMABP), introduced in Whittle (1988). In an RMABP there are $N$ concurrent projects or bandit’s arms. The decision maker...
We consider an RMABP with \( N \) arms. We note that RMABPs are a generalization of multi-arm bandit problems (MABP), in which only one arm can be activated at a time, and the state of passive arms does not evolve. It was shown by Gittins that the optimal solution to an MABP is an index policy, nowadays known as Gittins’ index policy, see Gittins et al. (2011).

RMABPs have become extremely popular over the years, and have been applied in many contexts, including inventory routing, machine maintenance, health-care systems, networking, etc. RMABPs cannot be solved exactly, except for some toy examples, and are PSPACE-hard Papadimitriou and Tsitsiklis (1999). In Whittle (1988) Whittle developed a methodology to obtain a heuristic by solving a relaxed version of the RMABP in which \( M < N \) arms are activated only on average. The obtained heuristic, known as Whittle index policy, relies on calculating Whittle index for each of the arms, and activating in every decision epoch the \( M \) arms with the highest Whittle indices. It has been reported on numerous instances that Whittle index policy provides strikingly good performance, and it has been shown to be asymptotically optimal as the number of arms grows large Weber and Weiss (1990). As expected, Whittle index reduces to Gittins index when applied to an MABP.

In recent years there has been a surge in the interest of developing algorithms to calculate Whittle index. The first paper interested in learning index policies is probably Duff (1995), which considered an MABP and developed an algorithm that learns Gittins’ indices. Regarding Whittle index, one of the first papers was Fu et al. (2019), which proposed an algorithm that did not converge to the real values. The paper Avrachenkov and Borkar (2020) considers the time-average criterion, and presents a tabular algorithm that converges to Whittle index. We finally describe the NeurWIN algorithm, see Nakhleh et al. (2020), which is a gradient based reinforcement learning algorithm that aims at solving RMABP’s, without any guarantee of convergence to Whittle indices.

In this paper, we present QWI and QWINN, two reinforcement learning algorithms capable of learning Whittle indices under the discounted reward criterion. A key aspect of both algorithms is the use of two time-scales, a faster one to update the state-action \( Q \)-values, and a relatively slower one to update the Whittle indices. In our main theoretical result, we show that QWI, which is a tabular implementation, converges to the Whittle indices of any RMABP. In our second main contribution we present QWINN, an adaptation of QWI algorithm using neural networks, which naturally scales to large state-space environments. We compare numerically the performance of QWI and QWINN with several other algorithms, including the standard \( Q \)-learning algorithm, a vanilla implementation of DQN and NeurWIN. Our results show that both QWI and QWINN outperform the other algorithms both in terms of rate of convergence as well as performance. QWINN stands out in its ability to obtain good Whittle indices with far fewer samples than QWI, and thanks to the extrapolation of the information performed by the neural networks, it is able to obtain good predictions of the indices of these states even with few or no samples. On the other hand, QWI, given enough samples in each state/action pair, is able to reliably converge to the correct values of the Whittle indices.

### 2. Restless Markovian Bandits

#### 2.1 Problem formulation and relaxation

We consider an RMABP with \( N \) arms. We denote by \( S_n^i \) and \( A_n^i \) the state and action space of the \( i \)-th arm at the \( n \)-th time step, respectively, and we let \( r^i(S_n^i, A_n^i) \) denote the conditional expected reward obtained by the \( i \)-th arm at step \( n \). We consider the total discounted reward criterion with a discounting factor \( 0 < \gamma < 1 \). Arms with an active action change state with a transition probability \( p(S_{n+1}^i|S_n^i, 1) \) while the passive ones can change state with a different transition probability \( p(S_{n+1}^i|S_n^i, 0) \).

At each time step \( n \), the control policy \( \pi \) observes the state of all the arms, and activates at most \( M \) arms \((A_n^1 = 1)\), whereas the rest remain passive with \( A_n^i = 0 \). The objective is to determine the optimal control policy \( \pi^* \) that solves:

\[
V_{\pi^*}(S_0, \ldots, S_N) = \max_{\pi} \mathbb{E} \left[ \sum_{n=1}^{\infty} \sum_{i=1}^{N} \gamma^n r^i(S_n^i, A_n^i) \right],
\]

subject to:

\[
\sum_{i=1}^{N} A_n^i \leq M, \quad n \geq 0,
\]
where $V_\pi^*$ is known as the value function.

Following Whittle development Whittle (1988), we relax the constraint (2) so that it only has to be satisfied on average, i.e., $E \left[ \sum_{n=0}^{\infty} \sum_{i=1}^{N} \gamma^n A_n^i \right] \leq M/(1 - \gamma)$. The problem then has an equivalent unconstrained formulation:

$$
\max_\pi E \left[ \sum_{n=1}^{\infty} \sum_{i=1}^{N} \gamma^n \left( r(S_n^i, A_n^i) + \lambda \left( 1 - A_n^i \right) \right) \right]
$$

where $\lambda$ is a Lagrange multiplier associated with the constraint. We note that as $\lambda$ increases, we expect that the passive action to become attractive in more states, and as a consequence, the multiplier $\lambda$ can be seen as a subsidy for passivity.

The key observation by Whittle is that problem (3) can be decomposed, and its solution is obtained by combining the solution to $N$ independent problems. In other words, for each arm $i$ we need to solve the associated Bellman equation given by:

$$
V_\pi^i(s) = \max_{a \in \{0, 1\}} \left[ Q^i(s, a) \right]
$$

where

$$
Q^i(s, a) = a \left( r^i(s, 1) + \gamma \sum_j p^i(j|s, 1)V^i(j) \right) + (1 - a) \left( r^i(s, 0) + \lambda + \gamma \sum_j p^i(j|s, 0)V^i(j) \right)
$$

The functions $V^i(s)$ and $Q^i(s, a)$ are known as the value function and the state-action function resp. for arm $i$.

### 2.2 Whittle index

The optimal action in (4) will be to activate a given arm $i$ if $r^i(k, 1) + \gamma \sum_j p^i(j|k, 1)V^i(j) > r^i(k, 0) + \lambda + \gamma \sum_j p(j|k, 0)V^i(j)$, while otherwise the optimal action will be to keep it passive. For a given $\lambda$, the optimal policy $\pi^*$ is then characterized by $S(\lambda)$, the set of states in which the optimal action is to activate.

We assume throughout that the problems are indexable. Formally, a problem is indexable if and only if subset of states $S(\lambda) \subset S$ where active action is optimal decreases monotonically as we increase the subsidy $\lambda$. For a given state $k$, Whittle index is then defined as the value $\lambda(k)$ such that

$$
r^i(k, 1) + \gamma \sum_j p^i(j|k, 1)V^i(j) = r^i(k, 0) + \lambda(k) + \gamma \sum_j p(j|k, 0)V^i(j).
$$

(6)

It thus follows that Whittle indices characterize the optimal solution to the relaxed problem 3, which will simply activate all arms whose Whittle index is larger than $\lambda$.

In its seminal paper, Whittle then introduced the heuristic policy for the problem (1), known nowadays as Whittle index policy, which is defined as the policy that at every time step $n$ activates the $M$ arms with the $M$ highest Whittle indices. As explained in the introduction, this heuristic has shown to have a close to optimal performance, and to be asymptotically optimal as the values of both $N$ and $M$ tend to infinity, see Weber and Weiss (1990) and ?.

### 3. Learning the Whittle indices

In this section we present QWI and QWINN, the tabular and deep algorithms to learn Whittle indices. Throughout this section we drop the dependence on the arm from the notation.

#### 3.1 Tabular QWI algorithm

From equation (6) we see that the Whittle index of a given state $x$ can be written in terms of the state-action function (5) as the solution to:

$$
\lambda(x) : Q(x, 1) - Q(x, 0) = 0.
$$

(7)
We note that this is a fixed point equation, as the state-action function does depend on the value of the multiplier \( \lambda(x) \). We thus see that the Whittle index is defined by coupled fixed point equations (5) and (7).

To solve the joint fixed point equations, we can intuitively argue that the equilibrium \( \lambda(x) \) can be found by starting in a given value of the Whittle index, then estimate the state-action functions, update the value of the Whittle index, and start all over again. In the ensuing, we demonstrate that this can be done online, and that the algorithm converges to the real Whittle index.

For this purpose, in QWI we invoke the theory of stochastic approximation with multiple time scales, see Chapter 6 in Borkar (2009), which leads to the iterations:

\[
Q_{n+1}^x(s_n, a_n) = (1 - \alpha(n))Q_{n+1}^x(s_n, a_n) + \alpha(n) \left( (1 - a_n)(r_0(s_n) + \lambda_n(x)) + a_n r_1(s_n) + \gamma \max_{v \in [0,1]} Q_n^x(s_{n+1}, v) \right)
\]

(8)

and

\[
\lambda_{n+1}(x) = \lambda_n(x) + \beta(n) \left( Q_n^x(x, 1) - Q_n^x(x, 0) \right).
\]

(9)

Here, \( s_n \) denotes the state visited at time step \( n \), \( x \) is a reference state for which we wish to learn Whittle index, \( r_0(s_n) \) and \( r_1(s_n) \) are the sampled rewards for actions passive and active, respectively, and \( \alpha(n) \) and \( \beta(n) \) are learning parameters. As usual in the literature, the learning parameters need to satisfy \( \sum_n \alpha(n) = \infty \), \( \sum_n \alpha(n)^2 < \infty \), \( \sum_n \beta(n) = \infty \), \( \sum_n \beta(n)^2 < \infty \). In addition, we require \( \beta(n) = o(\alpha(n)) \) in order to implement the two distinct time scales, namely, the relatively faster time scale for the update of the state-action function, and the slow one for the Whittle indices.

The pseudocode implementation of QWI can be seen in Alg. 1 in appendix B. For a given value of the discount \( \lambda \), visited state \( s \), and action \( x \), once we have calculated the \( Q \)-values for both possible actions. This neural network consists of three hidden layers of \((100, 200, 100)\) neurons.

3.2 QWINN algorithm

Our QWINN is formed on Whittle index heuristic introduced in section 3. The main difference lies in the use of a neural network for the approximation of the \( Q \)-values of the fast time scale (8). A complete scheme of how our algorithm works can be found in appendix 2. With QWINN, we maintain the distinction between the visited state \( s \) and the reference state \( x \) of the Whittle index \( \lambda(x) \), so that our state-action value function becomes \( Q_\theta(s) = [Q_\theta(s, 0), Q_\theta(s, 1)] \), making those two state variables the input of the neural network while the outputs are the \( Q \)-values for both possible actions. This neural network consists of three hidden layers of \((100, 200, 100)\) neurons using a ReLU activation function. One of the main changes with respect to the tabular algorithm in section 3.1 is the use of Double Q-Learning Van Hasselt et al. (2016) Hasselt (2010), where we employ a second neural network for the calculation of the \( \max_{v \in A} Q_\theta^v(s_{n+1}, v) \) term in equation 10. This second neural network copies the parameter values of the main network \( Q_\theta \) every 50 iterations.

\[
Q_{\text{target}}(s_n, a_n) = (1 - a_n)(r_0(s_n) + \lambda_n(x)) + a_n r_1(s_n) + \gamma \max_{v \in A} Q_\theta^v(s_{n+1}, v).
\]

(10)

Once we have calculated the \( Q \)-values of the batches through \( Q_\theta(\cdot) \) and its targets \( Q_{\text{target}}(\cdot) \), we compute the loss function and update the \( \theta \) parameters of the neural network through a standard Adam optimiser. For each state \( x \in S \), we update Whittle index in a similar way to QWI, that is:

\[
\lambda_{\theta,n+1}(x) = \lambda_{\theta,n}(x) + \beta(n) \left( Q_{\theta,n}^x(x, 1) - Q_{\theta,n}^x(x, 0) \right).
\]

(11)
Once we have enough samples in memory, we create in each iteration a batch of random samples with which to train the main neural network $Q_{\theta}$. For each sample $(s_n, a_n, r_n, s_{n+1})$, we create different new target $Q$-Values for the neural network using each of the different states $x \in S$ of the environment, such that the target $Q$-values we want our $Q^*_{\theta}(s_n)$ neural network to approximate are: $Q^*_{\text{target}}(s_n, a_n) = (1-a_n)(r_n(s_n)+\lambda_n(x)) + a_n r_1(s_n) + \gamma \max_{v \in A} Q^*_{\theta}(s_{n+1}, v)$.

Once we have calculated the $Q$-values of the batches through $Q_{\theta}(\cdot)$ and its targets $Q_{\text{target}}(\cdot)$, we compute the loss function and we update the $\theta$ parameters of the neural network through a standard Adam optimiser.

3.3 Other algorithms

We describe now the other algorithms from the literature that we will consider in the numerical simulations.

3.3.1 NeurWIN algorithm

The NeurWIN algorithm, introduced in Nakhleh et al. (2020), is a neural network-based algorithm designed to directly compute the Whittle indices estimates $\lambda_n(s_n)$ of a problem using as an input to the neural network only the state whose index is to be computed.

Their training procedure consists of multiple mini-batches made of $R$ episodes. At the beginning of each mini-batch, random states $s_0$ and $s_1$ are selected, where $s_0$ defines the environment’s fixed activation cost for such mini-batch as $E[\nu^*(\lambda_n(s_0))]$, whereas $s_1$ is the initial state of that mini-batch. In each episode $e$, a sequence of states $(s_1, s_2, \ldots)$ and actions $(a_1, a_2, \ldots)$ are recorded and used to compute the gradients $h_e$ with respect to $\theta$ through backward propagation. For each state $s_n$, given a fixed activation cost $\lambda = \lambda_n(s_0)$, the algorithm performs an active action with probability

$$\sigma_m(\lambda_n(s_n) - \lambda) = \frac{1}{1 + e^{-m(\lambda_n(s_n) - \lambda)}},$$

where $m$ is a sensitivity parameter. In addition to this, the discounted net rewards $G_e$ is observed and averaged as a bootstrapped baseline denoted $\bar{G}_b$, and then used for the weighted gradient ascent using the offset reward $G_e - \bar{G}_b$.

Unlike the other algorithms discussed in this paper, NeurWIN does not update the parameters of its estimator with each transition of the Markov chain, but at the end of several mini-batches of $R$ episodes each. In order to compare the convergence speed of all these algorithms to the desired policy, we have decided to represent each NeurWIN update as a unique transition, so that at each iteration all algorithms are updated simultaneously. It is also important to highlight that, unlike in QWI and QWINN, the training and execution phrases are separate in NeurWIN, i.e., we first need to learn the indices of each arm separately.

3.3.2 Q-learning and DQN algorithms

We also consider the vanilla implementations of Q-learning and DQN Sutton and Barto (2018). Q-learning is known to converge to the optimal policy, Watkins and Dayan (1992), but it suffers from the “curse of dimensionality”. DQN does not have performance guarantees, but in practice performs better thanks to the interpolation of the state information.

As with QWINN, DQN training is performed through batches of samples stored in memory, where the input to the neural network is the combination of arm states, while the outputs are the $Q$-values for each possible combination of arm activations. In the following results, Q-learning uses $\alpha = \frac{1}{\#N(s, a)}$. As the learning step size, where $\#N(s, a)$ is the number of times that said state $(s, a)$ has been visited, while DQN has been trained using a fixed learning rate $lr = 0.001$.

4. Numerical results

In this section we compare the performance of our algorithms QWI and QWINN with respect to Q-learning, DQN and NeurWIN. We consider three different RMABPs used in previous literature: the “restart problem” proposed in Avrachenkov and Borkar (2020), the “deadline scheduling problem” studied in Yu et al. (2018) and the “circular environment problem” in Fu et al. (2019). An interesting feature of these examples is that the Whittle index can be
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calculated in closed-form, which allows us to assess the accuracy of the estimates of the Whittle indices obtained with the various algorithms.

We recall that Whittle index policy is a heuristic, i.e., it does not characterize the optimal solution to an RMABP, even though it has often been reported that its sub-optimality gap is very small. For this reason, we consider as a baseline the performance of the optimal policy \( \pi^* \). We recall that the optimal policy \( \pi^* \) solves Bellman’s Optimality Equation, see for example [1],

\[
V_{\pi^*}(s) = \max_{a \in \{0,1\}^N} \left( r(s,a) + \gamma \sum_{s'} p(s'|s,a)V_{\pi^*}(s') \right),
\]

where \( s = (s_1, \ldots, s_N) \) denotes the states of all the arms, \( r(s,a) = \sum_{i=1}^N r^i(s_i, a_i) \), and \( p(s'|s,a) = \prod_{i=1}^N p^i(s'_i|s_i, a_i) \).

We solve equation (12) by Value Iteration.

We also use Bellman’s equation in order to assess the performance of each algorithm during its training. Let \( \pi \) denote the current policy of each one of the algorithms at a given time. Then, the value function \( V_{\pi}(s) \) characterizing its performance is the solution of Bellman’s equation

\[
V_{\pi}(s) = \sum_a \pi(a|s) \left( r(s,a) + \gamma \sum_{s'} p(s'|s,a)V_{\pi}(s') \right),
\]

where \( \pi(a|s) \) is the probability of taking action \( a \in \{0,1\}^N \) in state \( s \). We also solve equation (13) with Value Iteration.

In order to compare the performance of a policy \( \pi \) with respect to the optimal policy \( \pi^* \) we use the Bellman Relative Error defined as

\[
BRE(\pi, \pi^*) = \frac{1}{|S|} \sum_{s \in S} \frac{|V_{\pi}(s) - V_{\pi^*}(s)|}{V_{\pi^*}(s)}.
\]

Throughout this section, we will denote by \( \pi_n^P, P \in \{ \text{QWI, QWINN, DQN, Q} \} \), the Whittle index heuristic estimated by algorithm \( P \) at time \( n \). In the case of QWI and QWINN we have used the following learning step sizes: \( \alpha(n) = \frac{1}{\lfloor n/5000 \rfloor} \), and \( \beta(n) = \frac{1}{1+\lfloor n/\log n/5000 \rfloor} I\{n \text{ mod } 100 \equiv 0\} \), which in particular imply that \( \beta(n) \neq 0 \) is updated once every 100 iterations. Throughout our simulations, we consider a discount factor \( \gamma = 0.9 \) and an exploration parameter \( \epsilon = 1 \).

![Figure 1: Bellman Relative Error \( BRE(\pi_n^P) \), \( P \in \{ \text{QWI, QWINN, NeurWIN, DQN, Q-learning} \} \) of the algorithms during training.](image)
4.1 Restart problem (homogeneous arms)

In this section we consider a “restart problem” with state space $S = \{0, 1, 2, 3, 4\}$. From any state, the active action ($a = 1$) brings the arm to the initial state with probability 1, i.e., $p(0|s, 1) = 1$, for all $s$. The transitions probability matrix in the case of passive action is:

$$ P_0 = \begin{pmatrix}
1 - x & x & 0 & 0 & 0 \\
1 - x & 0 & x & 0 & 0 \\
1 - x & 0 & 0 & x & 0 \\
1 - x & 0 & 0 & 0 & x \\
1 - x & 0 & 0 & 0 & x
\end{pmatrix}. $$

The expected conditional reward is given by $r(s, 0) = y^{s+1}$ for passive actions, while $r(s, 1) = 0$ for active actions ($a = 1$). We consider the following setting: $N = 5$ arms; one arm $M = 1$ is activated every time epoch; and $x = y = 0.9$. The Whittle index can be analytically calculated in this problem, yielding $\lambda(0) = -0.9$, $\lambda(1) = -0.7371$, $\lambda(2) = -0.5373$, $\lambda(3) = -0.3188$ and $\lambda(4) = -0.0939$ while using a discount factor $\gamma = 0.9$. We note that the Whittle index is increasing as the state increases, which is consistent with the reward structure. We note that from the description of the problem, a good policy will tend to keep all arms around state 0, as the rewards are larger there.

In Figure 1a we depict the Bellman Relative Error for all the algorithms. Namely, we depict $BRE(\pi_n^P, \pi^*)$, $P \in \{QWI, QWINN, NeurWIN, Q-learning, DQN\}$, for all the time steps $n$. We observe that QWI, NeurWIN and QWINN learn the optimal policy, QWINN being the fastest. We note that even though Whittle index policy need not be optimal, it might happen in such a simple problem. On the other hand, Q-learning does not learn the optimal policy, even though we know from theory that as $n \to \infty$, it is the only algorithm for which convergence to the optimal policy is guaranteed Watkins and Dayan (1992). The vanilla DQN implementation does better, but it requires longer to converge to the optimal policy.

An important observation is that the performance of an index policy, in particular the values plotted in Figure 1a, only depend on the relative ordering between the states, and not on the precise value of the Whittle index. We thus explore the accuracy of the estimates of QWI/QWINN (see Figure 2a) and NeurWIN (see Figure 2b) during their training. More specifically, in Figure 2a we plot the averaged (across the 5 arms) estimates of Whittle indices. In the case of NeurWIN, there is a single agent cloned for the 5 arms, and therefore, in Figure 2b we depict the estimate of this single agent.

In Figure 2a we note that the QWI’s estimates for the indices of states 0,1 and 2 converge, whereas the estimates of states 3 and 4 need longer simulations due to the fact that these states are visited less frequently, while QWINN converges rapidly to the theoretical values of all the indeces. It is not surprising that the estimates for states 3 and 4 require

![Figure 2: Evolution of the Whittle index estimates for the restart problem](image-url)
longer as they are visited less frequently. We also observe that the estimates are stable, i.e., there are no fluctuations. In Figure 2b we note that the ordering with NeurWIN is correct, but that the fluctuations do not vanish. The latter might suggest that in the case of heterogeneous arms, NeurWIN might swap the ordering of the states, which might yield a sub optimality gap larger than with QWI and QWINN. In Appendix C we show that this is indeed the case.

4.2 Deadline scheduling problem

In this section we consider the deadline scheduling problem studied in Nakhleh et al. (2020), and for which the source code is publicly available. The states of this problem are defined by two different variables, the service time duration $B \in [0, 9]$ and the deadline $T \in [0, 12]$, leading to a total of 130 states (although several of these states are not accessible by the Markov chain as detailed in Yu et al. (2018)). The full description of this problem, including the state transition rules, the reward functions and the theoretical values of the indexes, is detailed in the appendix D. For this problem we will consider the homogeneous case using $N = 3$ and $M = 1$, with a processing cost $c = 0.5$ for all arms and a discount factor $\gamma = 0.9$.

![Graph 1](image1.png)

(a) Percentage of states in which an optimal action is not performed in the “deadline scheduling” problem with homogeneous arms

![Graph 2](image2.png)

(b) Discounted reward using the Whittle index estimates of QWI, QWINN and NeurWIN in the homogeneous “deadline scheduling” problem at each training time as a policy

Figure 3: Performance graphs for “deadline scheduling problem”.

In Figure 3a we plot the percentage of state combinations in which the action of an algorithm would diverge from what prescribed by Whittle index policy. In other words, this happens when the algorithm fails to identify the best arm. We observe that the QWINN is the algorithm with the smallest number of misorderings, and that both QWI and NeurWIN fail to identify the best arm in around 30% of the states. By inspection, we have observed that QWI’s estimates are poor for states with deadline $T > 9$, which are rarely visited. This is a clear example of the limitations of a tabular algorithm when solving a problem with a large state space: by not having enough samples of these states, the tabular QWI algorithm is not able to obtain good predictions of the Whittle indices. On the other hand, we have not identified a particular set of states in which NeurWIN and QWINN fails.

However, it is important to highlight that these misorderings do not necessarily imply a significant loss of performance. In Figure 3b we plot the performance of the learnt algorithms as time goes on. We note that given the size of the state space, solving Bellman’s equation (13) at every time step is computationally very demanding. Thus, for any given time step and every algorithm, we evaluate the performance of the learnt algorithms using Monte Carlo, choosing one initial state at random. We note that the performance obtained with QWI, QWINN and NeurWIN do not significantly differ. This indicates that the states in which QWI and NeurWIN miss to identify the best arm do not have a significant impact on the performance.
4.3 Circular problem

Finally, we consider here the “circular problem” problem, with a state space \( S = \{0, 1, 2, 3\} \) Fu et al. (2019). In this problem, with an active action the process remains in its current state with probability 0.6, or increments positively with probability 0.4. Similarly, with a passive action the process remains in its current state with probability 0.6, or decrements negatively with probability 0.4. It is called circular, as an increment (decrement) from state 3 (0) brings the process to state 0 (3). The reward function does not depend on the action performed, but only on the state, being \( R(0) = -1, R(1) = R(2) = 0, R(3) = 1 \). Using a discount parameter of \( \gamma = 0.9 \), the theoretical values of Whittle indices for each state are \( \lambda(0) = -0.4390, \lambda(1) = 0.4390, \lambda(2) = 0.8652, \lambda(3) = -0.8652 \), and we note that the best state is 1, and the second best 2.

In Figure 4a, we plot the Whittle index estimates for the QWI, QWINN and NeurWIN algorithms for this problem. We note that QWI and QWINN order correctly all states, but that with NeurWIN the estimate of the index of state 2 is consistently larger than that of state 1. We also note that QWINN’s estimates converge the fastest. In Figure 4b, we plot the Bellman Relative Error \( BRE(\pi) \) for the QWI, QWINN and NeurWIN algorithms, using a discount factor \( \gamma = 0.9 \) and \( N = 3 \) and \( M = 1 \). As can be seen, none of the algorithms achieves an optimal policy, since for this problem with this number of arms the optimal policy is not Whittle indices. Nevertheless, QWI and QWINN are able to achieve very good performance with respect to the optimal policy, especially QWINN which achieves this policy in the first few hundred iterations. On the other hand, due to NeurWIN’s misordering of the indices, it shows a larger suboptimality gap throughout the training.

![Whittle index estimates for QWI (solid lines), QWINN (dash-dots) and NeurWIN (dotted line)](image-a)

![Bellman Relative Error \( BRE(\pi) \), \( P \in \{QWI, QWINN, NeurWIN\} \) of the algorithms during training](image-b)

Figure 4: Performance graphs for "circular problem”.

5. Conclusions

In this paper we have developed two algorithms, QWI and QWINN, capable of learning Whittle indices for the total discounted criterion. Through numerical simulations, we have compared the performance of QWI, QWINN with respect to other relevant algorithms, namely Q-learning, DQN and NeurWIN. Our results show that QWI, QWINN, NeurWIN are all more efficient than Q-learning in obtaining a policy with near-optimal performance. QWI estimates very accurately Whittle indices in problems of small to moderate size. QWINN is able to accurately learn Whittle indices for problems with larger state spaces, and it is typically the fastest algorithm to converge. NeurWIN’s estimates are not always accurate, but the latter does not necessarily imply a loss in performance. On the other hand, a simple problem like the circular shows that a wrong ordering can lead to a substantial performance degradation. In future work we plan to carry out a more comprehensive study to investigate the advantages and disadvantages of each algorithm.
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Appendix A. Proof of convergence of QWI index

For the demonstration of the convergence of the estimates of the tabular QWI algorithm to Whittle indices, both the RMABP and the agent itself must meet a number of prerequisites to ensure convergence to the theoretical values of the Whittle indices.

(C0) Unichain property. There must exist a state \( s \in S \) reachable with strictly positive probability from any other state under any stationary policy.

(C1) Step sizes \( \{\alpha(n)\} \) satisfy, for \( x \in (0, 1) \),
\[
\sup_n \frac{\alpha([xn])] - \alpha(n)}{\alpha(n)} < \infty, \\
\sup_{y \in [x, 1]} \frac{\sum_{m=0}^n \alpha(m)}{\sum_{m=0}^n \alpha(m)} - 1 \to 0
\]

(C2) The problem is Whittle indexable, that is, given the subset of states \( \Pi(\lambda) \) where the optimal action is the passive action due to the extra reward \( \lambda \) of this action, the number of states within this subset \( \Pi(\lambda) \) must grow monotonically as \( \lambda \) increases.

We will follow the general scheme proposed in Lakshminarayanan and Bhatnagar (2017) and Borkar (2009). Consider a generalised version of equations (8) and (9) such that:
\[
x_{n+1} = x_n + a(n) \left[ h(x_n, y_n) + M_{n+1}^{(1)} \right] \\
y_{n+1} = y_n + b(n) \left[ g(x_n, y_n) + M_{n+1}^{(2)} \right]
\]

where (15) represents equation (8), the fast time-scale where we compute the \( Q \)-values, and (16) represents equation (9), the slower time-scale in which the Whittle indices are updated. In these equations, the functions \( h \) and \( g \) are continuous Lipschitz functions, the \( M_n \) are martingale difference sequences representing noise terms, and \( a(n) \) and \( b(n) \) are step-size terms satisfying \( b(n) \to 0 \) as \( n \to \infty \), in addition to the usual conditions \( \sum_n a(n) = \sum_n b(n) = \infty \) and \( \sum_n a(n)^2, \sum_n b(n)^2 < \infty \).

First, let us define \( F_{su}^x(\Psi(j, b)) \) and \( M_{n+1}(s, u) \) such that:
\[
F_{su}^x(\Psi(j, b)) = (1-u)(R_0(s) + \lambda) + uR_1(s) + \gamma \sum_j p(j|i, u) \max_{v \in \{0, 1\}} \Psi(j, v) \tag{17}
\]
\[
M_{n+1}(s, u) = (1-u)(R_0(s) + \lambda_n(x)) + uR_1(s) + \max_{v \in \{0, 1\}} Q_n(x_{n+1}, v) - F_{su}^{\lambda_n(x)}(Q_n) \tag{18}
\]

From these terms, we can rewrite the equation (8) as:
\[
Q_{n+1}^x(s, u) = Q_n^x(s, u) + \alpha(n) \left[ F_{su}^{\lambda_n(x)}(Q_n) - Q_n + M_{n+1}(s, u) \right] \tag{19}
\]

Comparing equations (8) and (19) we make the correspondence \( a(n) = \alpha(n) \), \( h(x_n, y_n) = F_{su}^{\lambda_n(x)}(Q_n) - Q_n \), where \( x_n = Q_n \) and \( y_n = \lambda_n \) are the \( Q \)-value and Whittle index estimate respectively and \( M_{n+1}(s, u) \) is the martingale difference sequence \( M_{n+1}^{(1)} \). On the other hand, equations (9) and (16) correspond to \( b(n) = \beta(n), \)
\( g(x_n, y_n) = Q_n^x(1, x) - Q_n^x(x, 0) \) and a martingale difference sequence \( M_{n+1}^{(2)} = 0 \).

As in Borkar (2009), we will consider three necessary conditions for equations (15) and (16) to be stable and converge to their optimal values \( x_n \to x^* \) and \( y_n \to y^* \).

A1  \( h \) and \( g \) must be Lipschitz continuous.
A2 \( \{M_n^{(1)}\} \) and \( \{M_n^{(2)}\} \) are martingale difference sequences.

A3 \( \{a(n)\} \) and \( \{b(n)\} \) satisfy:

- \( a(n) > 0, b(n) > 0 \)
- \( \sum_n a(n) = \sum_n b(n) = \infty, \sum_n (a(n))^2 + (b(n))^2 < \infty \)
- \( \frac{b(n)}{a(n)} \to \infty \)

The full demonstration of A1 can be found on page 687 of Abounadi et al. (2001). In our notation, \( M_{n+1}(s, u) \) and 0 are respectively the martingale sequences \( M_{n+1}^{(1)} \), and \( M_{n+1}^{(2)} \), thus satisfying condition A2. Finally, A3 is also verified given that \( \beta(n) = o(\alpha(n)) \).

Let us assume, for the demonstration of the convergence of the Whittle indices to their theoretical values, that the equations (8) and (9) are bounded. We will prove this condition later. First we will rewrite the equation for the calculation of the indices (9) as:

\[
\lambda_{n+1}(x) = \lambda_n(x) + \alpha(n) \left( \frac{\beta(n)}{\alpha(n)} \right) (Q^n_n(x, 1) - Q^n_0(x, 0))
\] (20)

Let \( \tau(n) = \sum_{m=0}^n \alpha(m), m \geq 0 \). We define \( \bar{Q}(t), \bar{\lambda}(t) \) as the interpolation of the trajectories of \( Q^n_0 \) and \( \lambda_n(x) \) on each interval \([\tau(n), \tau(n+1)], n \geq 0 \) as:

\[
\bar{Q}(t) = Q(n) + \left( \frac{t - \tau(n)}{\tau(n+1) - \tau(n)} \right) (Q(n+1) - Q(n))
\] (21)

\[
\bar{\lambda}(t) = \lambda(n) + \left( \frac{t - \tau(n)}{\tau(n+1) - \tau(n)} \right) (\lambda(n+1) + \lambda(n))
\] (22)

\( t \in [\tau(n), \tau(n+1)] \)

which track the asymptotic behavior of the coupled o.d.e.s

\[
\begin{align*}
\dot{Q}(t) &= h(Q(t), \lambda(t)), \dot{\lambda} = 0
\end{align*}
\]

where the latter is a consequence of \( \frac{\beta(n)}{\alpha(n)} \to 0 \) in (20). From the reference frame of \( Q(t) \), \( \lambda(\cdot) \) is a constant of value \( \lambda' \).

Because of this, the first o.d.e. becomes \( \dot{Q} = h(Q(t), \lambda') \), which is well posed and bounded, and has an asymptotically stable equilibrium at \( Q^*_n \) (Theorem 3.4, p. 689 in Abounadi et al. (2001)). This implies that \( Q^n_n - Q^n_0 \to 0 \) as \( n \to \infty \).

On the other hand, for \( \lambda(t) \), let us consider a second trajectory on another time scale, such that:

\[
\bar{\lambda}(t) = \lambda(n) + \left( \frac{t - \tau'(n)}{\tau'(n+1) - \tau'(n)} \right) (g(n+1) - g(n))
\] (23)

\( t \in [\tau'(n), \tau'(n+1)], \tau'(n) = \sum_{m=0}^n \beta(m), n \geq 0 \)

which tracks the o.d.e.:

\[
\dot{\lambda}(t) = Q^*_{\Lambda(t)}(x, 1) - Q^*_{\Lambda(t)}(x, 0)
\]

If \( \Lambda(t) > \lambda(x) \) (excess subsidy), the passive mode is preferred, i.e., \( Q^*_{\Lambda(t)}(x, 0) > Q^*_{\Lambda(t)}(x, 1) \), making the r.h.s. of the previous equation < 0 and \( \Lambda(t) \) decreases. Likewise, if the opposite strict inequality holds, the r.h.s. is > 0 and \( \lambda(t) \) increases. Thus, the trajectory of \( \Lambda(\cdot) \) remains bounded. As in the previous case, being a well-defined bounded scalar o.d.e., it converges to an asymptotically stable equilibrium where \( \Lambda \) satisfies \( \Lambda^*(x, 1) = Q^*_\Lambda(x, 0) \). This point is where both policies are equally desirable, i.e. \( \Lambda \) is the Whittle index.
Appendix B. QWI/QWINN algorithm scheme

Algorithm 1 Tabular QWI Algorithm

**Input:** Discount parameter $\gamma \in (0, 1)$, exploration parameter $\epsilon \in [0, 1]$,
**Output:** Whittle index matrix for all states in each arm
Initialize $s_0$ for all arms
for $n = 1 : n_{end}$ do
    Define action $a_n^i$ through $\epsilon$-greedy policy for each arm
    Get new states $s_{n+1}^i$ and rewards $r_n^i$ from states $s_n^i$ and actions $a_n^i$
    Update learning rate $\alpha(n)$, $\beta(n)$
    Update $(s_n^i, a_n^i)$ $Q$-values as (8)
    Update Whittle estimates as (9)
end for

Algorithm 2 QWINN Algorithm

**Input:** Discount parameter $\gamma \in (0, 1)$, exploration parameter $\epsilon \in [0, 1]$,
**Output:** Whittle index vector for all states
Initialize $s_0$ for all arms
for $n = 1 : n_{end}$ do
    Define action $a_n^i$ through $\epsilon$-greedy policy for each arm
    Get new states $s_{n+1}^i$ and rewards $r_n^i$ from states $s_n^i$ and actions $a_n^i$
    Save each arm’s data into separated memories
    if memory > threshold then
        Update Whittle index learning rate $\beta(n)$
        for arm $i \in N$ do
            for $x \in S$ do
                Predict $Q$-values of sample batch $(s_n^i, a_n^i)$ using reference state $x$ for Whittle index with $Q_\theta$
                Compute target $Q$-value for sample $(s_n^i, a_n^i, r_n^i, s_{n+1}^i, x)$ as (10)
            end for
            Compute loss function between $Q_\theta$ and $Q_{target}$
            Update the $\theta$ parameters of the $Q_\theta$ regressor through backpropagation
            Update every Whittle index as (11)
        end for
    end if
end for

Appendix C. Restart problem (heterogeneous arms)

In this subsection we want to investigate the impact that errors in the estimation of Whittle indices has on the performance. In order to do so, we consider a restart problem with $N = 3$ arms, each one having a different set of parameters, and as before we consider $M = 1$. As in the previous section, we assume that for every arm $x = y$, and that this value is taken uniformly at random from the set $\{0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}$. We simulate 20 such instances, and to assess the sub-optimality gap we consider the Bellman Averaged Relative Error of algorithm $P$ defined as:

$$BRE(P) = \frac{1}{20} \sum_{k=1}^{20} BRE_k(\pi^P_k, \pi^*_k),$$

where $BRE_k(\pi^P_k, \pi^*_k)$ denotes the Bellman Relative Error for instance $k$, $\pi^*_k$ is the optimal policy for instance $k$, and $\pi^P_k$ is the Whittle Index policy for instance $k$ obtained with algorithm $P$.

In Figure 1b we plot the evolution of $BRE(P)$ for each of the algorithms during the training. We note that the state space is smaller than in the previous section, and as a consequence $Q$-learning converges faster, and that DQN
essentially learns the optimal policy. Regarding QWI and QWINN, we observe that whereas the relative errors of QWI and QWINN are negligible and indistinguishable from DQN, NeurWIN incurs in a tangible error of around 3%. The latter is due to lack of accuracy in the estimation of Whittle index, which can induce a wrong ordering among the states. One way to show convergence to the correct index policy is to plot, for all possible combinations of states, what percentage of these do not perform the same action that Whittle index policy would render. In other words, during each instant of training, and for each possible combination of states among the different arms of the problem, we evaluate what action each algorithm’s policy would perform against the Whittle index policy corresponding to that problem. In figure 5a we plot the percentage of state combinations in which an optimal action is not taken. For the restart problem with heterogeneous arms, using $N = 3$, the total number of state combinations is $5^3$. As we can see, while QWINN obtains an optimal policy for most of the states in the first iterations, both QWI and NeurWIN keep an error of 30%, the former due to the difficulty of visiting the higher states of the problem, while the latter due to inaccurate index predictions, leading to suboptimal policies especially in the heterogeneous case.

![Percentage of states in which an optimal action is not performed in the “restart” problem for heterogeneous arms.](image)

Figure 5: Performance graphs for the QWI, QWINN and NeurWIN algorithms: assignment of optimal policies in the heterogeneous “restart” problem (a) and discounted rewards for the homogeneous “deadline scheduling” problem (b).

**Appendix D. “Deadline scheduling” problem properties**

The deadline scheduling problem, proposed in ref, has states formed by two different variables: The service time $B \in [0, 9]$ and the deadline $T \in [0, 12]$. Therefore, the variable $B$ represents the amount of workload pending to complete a certain job while the variable $T$ represents the remaining time available to perform it. When there is no job at the $i$th position, the state is $(0, 0)$, while otherwise it is $(T^i, B^i)$. In each iteration, the state transition $s^i_{n+1} = (T^i, B^i)$ depends on the action $a^i_n$ performed:

$$s^i_{n+1} = \begin{cases} (T^i - 1, (B^i - a^i_n)^+) & \text{if } T^i > 1, \\ (T, B) \text{ with prob. } Q(T, B) & \text{if } T^i \leq 1, \end{cases}$$

where $b^+ = \max(b, 0)$. When $T = 1$, the deadline for completing the job ends, and the new state (including the empty state $(0, 0)$) is chosen uniformly at random. The value of $B$, the workload to be completed, is only reduced if the action is active. If the scheduler reaches the state $(T = 1, B > 0)$, the job could not be finished on time, and an extra penalty $F(B^i_n - a^i_n) = 0.2(B^i_n - a^i_n)^2$ is incurred. In addition, activating the arms involves a fixed cost $c = 0.5$, resulting in the following rewards:

$$r^i_n(s^i_n, a^i_n, c) = \begin{cases} (1-c)a^i_n & \text{if } B^i_n > 0, T^i_n > 1, \\ (1-c)a^i_n - F(B^i_n - a^i_n) & \text{if } B^i_n > 0, T^i_n = 1, \\ 0 & \text{otherwise} \end{cases}$$
In Yu et al. (2018) the authors provide an expression for Whittle index, given by:

\[
\lambda(T, B, c) = \begin{cases} 
0 & \text{if } B = 0, \\
1 - c & \text{if } 1 \leq B \leq T - 1, \\
\gamma^{T-1}F(B - T + 1) - \gamma^{T-1}F(B - T) + 1 - c & \text{if } T \leq B
\end{cases}
\]