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Towards improving the estimation performance of a given nonlinear
observer: a multi-observer approach

E. Petri, R. Postoyan, D. Astolfi, D. Nešić and V. Andrieu

Abstract— Various methods are nowadays available to design
observers for broad classes of systems. Nevertheless, the ques-
tion of the tuning of the observer to achieve satisfactory esti-
mation performance remains largely open. This paper presents
a general supervisory design framework for online tuning of
the observer gains with the aim of achieving various trade-
offs between robustness and speed of convergence. We assume
that a robust nominal observer has been designed for a general
nonlinear system and the goal is to improve its performance.
We present for this purpose a novel hybrid multi-observer,
which consists of the nominal one and a bank of additional
observer-like systems, that are collectively referred to as modes
and that differ from the nominal observer only in their output
injection gains. We then evaluate on-line the estimation cost of
each mode of the multi-observer and, based on these costs, we
select one of them at each time instant. Two different strategies
are proposed. In the first one, initial conditions of the modes
are reset each time the algorithm switches between different
modes. In the second one, the initial conditions are not reset. We
prove a convergence property for the hybrid estimation scheme
and we illustrate the efficiency of the approach in improving
the performance of a given nominal high-gain observer on a
numerical example.

I. INTRODUCTION

State estimation of dynamical systems is a central theme in
control theory, whereby an observer is designed to estimate
the unmeasured system states exploiting the knowledge of
the system model and input and output measurements. Many
techniques are available in the literature for the observer
design of linear and nonlinear systems, see [1] and the refer-
ences therein. The vast majority of these works concentrate
on designing the observer so that the origin of the associated
estimation error system is (robustly) asymptotically stable. A
critical and largely open question of how to tune the observer
to obtain desirable properties in terms of convergence rate,
overshoot and robustness to model uncertainties, measure-
ment noise and disturbances remains. One of the challenges
is that there are different trade-offs between these properties.
An answer to this question in the special context of linear
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Bernard Lyon 1, CNRS, LAGEPP UMR 5007, F-69100,
Villeurbanne, France. (daniele.astolfi@univ-lyon1.fr,
vincent.andrieu@univ-lyon1.fr).

This work was funded by Lorraine Université d’Excellence LUE,
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systems affected by additive Gaussian noise impacting the
dynamics and the output is the celebrated Kalman filter
[2]. For general nonlinear systems on the other hand, it is
very hard to design an optimal observer, as this requires
solving challenging partial differential equations [3]. In this
context, an alternative consists in aiming to improve the
estimation performance of a given observer. To the best of the
authors’ knowledge, existing works in this direction either
concentrate on specific classes of systems, see e.g., [4]–[6]
for linear systems and e.g., [7]–[12] in the context of high-
gain observers, or on specific properties like robustness to
measurement noise, see, e.g., [13], [14]. An exception is
[15], where two observers designed for a general nonlinear
system are “united” to exploit the good properties of each
of them. However, the design in [15] is not always easy to
implement as it requires knowledge of various properties of
the observers (basin of attraction, ultimate bound), which
may be difficult to obtain.

This paper presents a flexible and general observer design
methodology based on supervisory multi-observer ideas that
can be used to address various trade-offs between robustness
to modeling errors and measurement noise and convergence
speed. A multi-observer consists of a bank of observers that
run in parallel. It has been used in the literature in a range
of different contexts. For instance, for high-gain observers,
it was shown in e.g., [9]–[11] that a multi-observer can
improve the sensitivity to measurement noise and/or reduce
the undesired overshoot during the transient, also known
as peaking phenomenon. In [16]–[18], multi-observers have
been proposed for the joint estimation of system states and
unknown parameters.

In this paper we propose a new problem formulation that
we believe has not yet been addressed in the literature.
In particular, we present a novel multi-observer scheme
with the aim of improving the estimation performance of
a given nominal observer designed for a general nonlinear
system. The nominal observer is assumed to be such that
the associated estimation error system satisfies an input-to-
state stability property with respect to measurement noise and
disturbances. A broad range of nonlinear observers in the lit-
erature satisfy this property, see [13], [19] and the references
therein. We then construct a multi-observer, composed of
the nominal observer and additional dynamical systems, that
have the same form as the nominal one, but with different
gains. It is important to emphasize that the gains can be
arbitrarily assigned. Consequently, this design flexibility can
be used to address a range of very different design trade-
offs between robustness and convergence speed. Because



the gains are different, each element of the multi-observer,
referred to as mode, exhibits different properties in terms
of speed of convergence and robustness to measurement
noise. We run all modes in parallel and we evaluate their
estimation performance using monitoring variables, inspired
by supervisory control and estimation techniques, see e.g.
[16], [20]–[22]. Based on these monitoring variables, we
design a switching rule that selects one mode at any time
instant. The modes that are not selected at a switching instant
are either unchanged or their state estimates, as well as their
monitoring variables, are reset to the ones of the selected
mode.

We model the overall system as a hybrid system using the
formalism of [23]. We prove that the proposed hybrid es-
timation scheme satisfies an input-to-state stability property
with respect to deterministic disturbance and measurement
noise. The result of this paper provides a flexible and general
framework for addressing the above mentioned trade-offs
of the state estimation of nonlinear systems. We show that
the performance of the proposed hybrid multi-observer is, at
least, as good as the performance of the nominal observer by
design. We also illustrate on a numerical example that the
proposed technique may significantly improve the estimation
performance compared with the nominal observer.

The paper is organized as follows. Preliminaries are pre-
sented in Section II and the problem statement is given
in Section III. Section IV presents the proposed hybrid
estimation scheme and we model the overall system as a
hybrid system in Section V. The stability of the hybrid
system is analyzed in Section VI. A numerical case study on
a high-gain observer for a Van der Pol oscillator is reported
in Section VII. Finally, Section VIII concludes the paper.
Proofs are given in the Appendix, some of them are omitted
for space reasons.

II. PRELIMINARIES

The notation R stands for the set of real numbers and
Rě0 :“ r0,`8q. We use Z to denote the set of integers,
Zě0 :“ t0, 1, 2, ...u and Zą0 :“ t1, 2, ...u. For a vector
x P Rn, |x| denotes its Euclidean norm. For a matrix
A P Rnˆm, }A} stands for its 2-induced norm. For a
signal v : Rě0 Ñ Rnv , with nv P Zą0, }v}rt1,t2s :“
ess suptPrt1,t2s |vptq|. Given a real, symmetric matrix P ,
its maximum and minimum eigenvalues are denoted by
λmaxpP q and λminpP q respectively. The notation IN stands
for the identity matrix of dimension N P Zą0. We consider
K8 and KL functions as defined in [23, Definitions 3.4 and
3.38]. Given a function f : S1 Ñ S2 with sets S1, S2,
dom f :“ tz P S1 : fpzq ‰ Hu. Based on the formalism
of [23], we model the proposed estimation scheme together
with the plant as a hybrid system with inputs of the form

H :

"

9x “ F px, uq, x P C,
x` P Gpx, uq, x P D, (1)

where C Ď Rnx is the flow set, D Ď Rnx is the jump set,
F is the flow map and G is the jump map. We consider
hybrid time domains as defined in [23]. We use the notion of

solution for system (1) as given in [24, Definition 4]. Given
a set U Ď Rnu , LU is the set of all functions from Rě0

to U that are Lebesgue measurable and locally essentially
bounded. Given a set C Ď Rn, the tangent cone to the
set C at a point x P Rn, denoted TCpxq, is the set of all
vectors v P Rn for which there exist xi P C, τi ą 0,
with xi Ñ x, τi Ñ 0, and v “ limiÑ8

xi´x
τi

. Finally, we
use U˝px, vq :“ lim suphÑ0`,yÑx

Upy`hvq´Upyq

h to denote
the Clarke generalized directional derivative of a Lipschitz
function U at x in the direction v [25].

III. PROBLEM STATEMENT

The aim of this work is to improve the estimation perfor-
mance of a given nonlinear nominal observer by exploiting
a novel hybrid estimation scheme that is presented in Sec-
tion IV. We consider the plant model

9x “ fppx, u, vq

y “ hpx,wq,
(2)

where x P Rnx is the state to be estimated, u P Rnu

is the measured input, y P Rny is the measured output,
v P Rnv is an unknown disturbance input and w P Rnw

is an unknown measurement noise, with nx, ny P Zą0 and
nu, nv, nw P Zě0. The input signal u : Rě0 Ñ Rnu ,
the unknown disturbance input v : Rě0 Ñ Rnv and the
measurement noise w : Rě0 Ñ Rnw are such that u P LU ,
v P LV and w P LW for closed sets U Ď Rnu , V Ď Rnv

and W Ď Rnw . We consider a so-called nominal observer
for system (2) of the form

9̂x1 “ fopx̂1, u, L1py ´ ŷ1qq

ŷ1 “ hpx̂1, 0q,
(3)

where x̂1 P Rnx is the state estimate, ŷ1 P Rny is the output
estimate and L1 P RnL1

ˆny is the observer output injection
gain with nL1

P Zą0. We define the estimation error as
e1 :“ x ´ x̂1 P Rnx and introduce a perturbed version of
the error dynamics as, in view of (2) and (3),

9e1 “ fppx, u, v, wq ´ fopx̂1, u, L1py ´ ŷ1q ` dq

“: f̃pe1, x, u, v, w, dq
(4)

where d P RnL1 represents an additional perturbation. We
assume that observer (3) is designed such that system (4) is
input-to-state stable with respect to v, w and d, uniformly
with respect to u, as formalized next.

Assumption 1. There exist α, α,ψ1, ψ2 P K8, α P Rą0,
γ P Rě0 and V : Rnx Ñ Rě0 continuously differentiable,
such that for all x P Rnx , x̂1 P Rnx , d P RnL1 , u P U ,
v P V , w P W ,

αp|e1|q ď V pe1q ď αp|e1|q (5)
A

∇V pe1q, f̃pe1, x, u, v, w, dq

E

ď ´αV pe1q ` ψ1p|v|q

`ψ2p|w|q ` γ|d|2,
(6)

with e1 “ x´ x̂1. l



A large number of observers in the literature have the form
of (3) and satisfy Assumption 1, possibly after a change of
coordinates, see [13], [19], [26] and the references therein
for more details. Assumption 1 implies that there exist β P

KL and ρ P K8 such that, for any initial conditions xp0q

and e1p0q to (2) and (4) with u P LU , v P LV , w P LW
and d P LRnL1 , the corresponding solution verifies, for all
t P domxX dom e1,

|e1ptq| ď βp|e1p0q|, tq`ρp}v}r0,ts `}w}r0,ts `}d}r0,tsq. (7)

Equation (7) provides a desirable robust stability property
of the estimation error associated to observer (3). However,
this property may not be fully satisfactory in terms of perfor-
mance, like convergence speed and noise/disturbance rejec-
tion. Our objective is therefore to propose a hybrid redesign
of observer (3), which aims at improving its performance, in
a sense made precise later, while still preserving an input-
to-state stability property for the obtained estimation error
system. For this purpose we propose a novel hybrid multi-
observer scheme, which is presented in the next section.

IV. HYBRID ESTIMATION SCHEME

The hybrid estimation scheme we propose consists of the
following elements, see Fig. 1:

‚ nominal observer given in (3);
‚ N additional dynamical systems of the form of (3) but

with a different output injection gain. Each of these
systems, as well as the nominal observer, is called mode
for the sake of convenience;

‚ monitoring variables used to evaluate the performance
of each mode of the multi-observer;

‚ selection criterion, that switches between the state
estimates produced by the different modes exploiting
the performance knowledge given by the monitoring
variables;

‚ reset rule, that explains how the estimation scheme may
be updated when we switch the selected mode.

All these elements together form the hybrid multi-observer.
We describe each component in the sequel.

A. Additional modes

We consider N additional dynamical systems, where the
integer N P Zą0 is arbitrarily selected by the user. These
N extra systems are of the form of (3) but with a different
output injection gain, i.e., for any k P t2, . . . , N ` 1u, the
kth mode of the multi-observer is given by

9̂xk “ fopx̂k, u, Lkpy ´ ŷkqq

ŷk “ hpx̂k, 0q,
(8)

where x̂k P Rnx is the kth mode state estimate, ŷk P Rny

is the kth mode output and Lk P RnL1
ˆny is its gain. It is

important to emphasize that we make no assumptions on the
convergence properties of the solution to system (8) contrary
to observer (3). Thus we have full freedom for selecting the
gains Lk P RnL1

ˆny , with k P t2, . . . , N ` 1u. We will
elaborate more on the choice of the Lk’s in Section IV-E.

Remark 1. We also have full freedom in the choice of
the initial conditions of all modes of the multi-observer.
In practice, we can select all of them equal, but it is not
necessary for the stability results in Section VI to hold. l

B. Monitoring variables

The idea is to select the “best” mode among the N `1 of
the multi-observer at all time instants, in a sense that will be
made precise below, with the aim of improving the estimation
performance provided by observer (3). Ideally, the criterion
used to evaluate the performance of each mode would depend
on the estimation errors ek “ x´ x̂k, with k P t1, . . . , N `

1u. However, since the state x is unknown, ek is unknown
and any performance criterion involving ek would not be
implementable. Instead, as done in other contexts, see e.g.,
[27], [28], we rely on the knowledge of the output y and the
estimated outputs ŷk for k P t1, . . . , N ` 1u. In particular,
inspired by [27], to evaluate the performance of each mode,
we introduce the monitoring variable ηk P Rě0 for any k P

t1, . . . , N ` 1u, whose dynamics is

9ηk “ ´νηk ` λ1|y ´ ŷk|2 ` λ2|Lkpy ´ ŷkq|2

“: gpηk, Lk, y, ykq,
(9)

where λ1, λ2 P Rě0, with maxpλ1, λ2q ą 0 and ν P p0, αs

are design parameters, and α comes from Assumption 1. The
term λ1|y ´ ŷk|2 in (9) is related to the output estimation
error, while λ2|Lkpy´ŷkq|2 takes into account the correction
effort of the observer, also called latency in [27]. Note that
the monitoring variable ηk in (9) for all k P t1 . . . , N ` 1u

is implementable since we have access to the output y and
all the estimated outputs ŷk at all time instants.

C. Selection criterion

Based on the monitoring variables ηk, with k P

t1, . . . , N`1u, which provide evaluations of the performance
of all the modes of the multi-observer, we define a criterion
to select the state estimate to look at. We use a signal
σ : Rě0 Ñ t1, . . . , N ` 1u for this purpose, and we denote
the selected state estimate mode x̂σ and the associated mon-
itoring variable ησ . To improve the estimation performance
of observer (3) we should select the mode that minimizes
its monitoring variable ηk, with k P t1, . . . , N ` 1u. Indeed,
equation (9) implies that for any k P t1, . . . , N `1u, for any
initial condition ηkp0q P Rě0, for any y, ŷk P LRny , and any
t ě 0,

ηkptq “ e´νtηkp0q `

ż t

0

e´νpt´τq
`

λ1|ypτq ´ ŷkpτq|2

` λ2|Lkpypτq ´ ŷkpτqq|2
˘

dτ.

(10)

Consequently, selecting the mode with the minimal monitor-
ing variable implies minimizing the cost (10) over the modes
k P t1, . . . , N ` 1u. However, this selection criterion may
produce many switching. To mitigate this phenomenon1, we

1The hybrid model presented in Section V may generate Zeno solutions.
We argue that this is not an issue as we can also prove that complete
solutions with unbounded continuous-time domains exists for any initial
conditions, under mild assumptions, so that Zeno can always be avoided in
practice. This will be detailed in a future work.
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Fig. 1. Block diagram representing the system architecture. η :“ pη1, . . . ηN`1q, x̂ :“ px̂1, . . . , x̂N`1q.

introduce a parameter ε P p0, 1s and we propose to switch the
selected mode only when there exists k P t1, . . . , N`1uztσu

such that ηk ď εησ . Hence, when ε ă 1, the idea is to wait
that the current minimum ηk is significantly smaller than ησ
before updating σ. In that way, at the initial time t0 “ 0,
we take σp0q P argmin

kPt1,...,N`1u

ηkp0q. Then, σ is kept constant,

i.e., 9σptq “ 0 for all t P p0, t1q, with t1 :“ inftt ě 0 :
Dk P t1, . . . , N`1uztσptqu such that ηkptq ď εησptqptqu. At
time t1 we switch the selected mode according to σpt1q P

argmin
kPt1,...,N`1u

ηkpt1q. We repeat these steps iteratively and we

denote with ti P Rě0, i P Zą0 the ith time when the
selected mode changes (if it exists), i.e., ti :“ inftt ě ti´1 :
Dk P t1, . . . , N ` 1uztσptqu such that ηkptq ď εησptqptqu.
Consequently, for all i P Zě0, 9σptq “ 0 for all t P pti´1, tiq
and σptiq P argmin

kPt1,...,N`1u

ηkptiq. It is important to notice that,

if the monitoring variables of more than one mode have the
same value and it is the minimum between all the ηk, with
k P t1, . . . , N`1u, the proposed technique selects randomly
one of them and this is not an issue for the stability results
presented later in Section VI.

Remark 2. The scheme proposed in this paper works for any
initial condition ηkp0q P Rě0, for all k P t1, . . . , N ` 1u,
which corresponds to the initial cost of each mode of the
multi-observer. Consequently, the choice of ηkp0q is an extra
degree of freedom that can be used to initially penalize the
modes when there is a prior knowledge of which mode should
be initially selected. Conversely, in the case where there is
not prior knowledge of which mode should be chosen at the
beginning, all ηk, with k P t1, . . . , N`1u, can be initialized
at the same value such that the term e´νtηkp0q in (10) is
irrelevant for the minimization. l

D. Reset rule

When a switching occurs, i.e., when a different mode
is selected, we propose two different options to update
the hybrid estimation scheme. The first one, called without
resets, consists in only updating σ, and consequently, we
only switch the state estimate we are looking at. Conversely,
the second option, called with resets, consists in not only
switching the mode that is considered, but also resetting the
state estimates and the monitoring variables of all the modes
k P t2, . . . , N ` 1u to the updated x̂σ and ησ respectively.
Only the state estimate and the monitoring variable of the
nominal observer (3), corresponding to mode 1, are not reset.

We use the parameter r P t0, 1u to determine which option
is selected, where r “ 0 corresponds to the case without
resets, while r “ 1 corresponds to the case where the resets
are implemented. The state estimate x̂k of the kth mode, with
k P t2, . . . , N ` 1u and its monitoring variable ηk, when a
switch of the considered mode occurs, are thus defined as,
at a switching time ti P Rě0,

x̂kpt`i q P ℓ̂kpx̂ptiq, ηptiqq

:“ tp1 ´ rqx̂kptiq ` rx̂k‹ ptiq : k
‹ P argmin

jPt1,...,N`1u

ηjptiqu,

(11)
ηkpt`i q P pkpηptiqq

:“ tp1 ´ rqηkptiq ` rηk‹ ptiq : k
‹ P argmin

jPt1,...,N`1u

ηjptiqu,

(12)
where x̂ :“ px̂1, . . . , x̂N`1q and η :“ pη1, . . . , ηN`1q. Note
that, if the monitoring variables of more than one mode have
the same value and it is the minimum between all the ηk,
with k P t1, . . . , N `1u, then, from (11), the modes may be
reset with different state estimates.

Note that, when ε “ 1, with the proposed technique we



have ησptqptq ď η1ptq for all t ě 0, both in the case without
and with resets. Therefore, the estimation performance of the
proposed hybrid multi-observer are always not worse than
the performance of the nominal one, according to the cost
that we consider.

E. Design guidelines

We summarize the procedure to follow to design the hybrid
estimation scheme.

1) Design the nominal observer (3) such that Assumption 1
holds.

2) Select N gains L2, . . . , LN`1 for the N additional
modes in (8).

3) Implement in parallel the N ` 1 modes of the multi-
observer.

4) Generate the monitoring variables ηk, with k P

t1, . . . , N ` 1u.
5) Select ε P p0, 1s and evaluate the signal σ.
6) Run the hybrid scheme without or with resets.
7) x̂σ is the state estimate to be considered for estimation

purpose.
There is a lot of flexibility in the number of additional

modes N and the selection of the gains Lk, with k P

t2, . . . , N`1u. This allows to address the different trade-offs
of the state estimation of nonlinear systems. We believe that
the gains selection has to be done on a case-by-case basis
since it is related to the structure of the nominal observer
and it depends on the available computational capabilities.
For example, when the nominal observer (3) is a high-gain
observer, see e.g., [7], [29] or, more generally, an infinite
gain margin observer [1, Section 3.4], we typically need to
select a very large gain based on a conservative bound to
ensure Assumption 1, which would result in fast convergence
of the estimation error, but, unfortunately, it will be very
sensitive to measurement noise. In this case, to overcome the
conservatism of the theory, an option is to select the Lk gains
(much) smaller than the nominal one, even though there is no
convergence proof for these choices, in order to obtain a state
estimate which is more robust to measurement noise. This
is the approach followed in Section VII. In general, possible
options to select the additional gains are to pick them in a
neighborhood of the nominal one, or to scale the nominal
gain by some factors. This gain selection will produce
systems with different behaviors and switching between them
should allow an improvement of the estimation performance,
as illustrated on a numerical example in Section VII. A
careful analysis of how these gains should be selected is
left for future work.

V. HYBRID MODEL

To proceed with the analysis of the hybrid estimation
scheme presented in Section IV, we model the overall system
as a hybrid system of the form of [23], where a jump
corresponds to a switch of the selected mode and a possible
reset as explained in Section IV-D. We define the overall
hybrid state as q :“ px, x̂1, . . . , x̂N`1, η1, . . . , ηN`1, σq P

Q :“ Rnx ˆ RpN`1qnx ˆ RN`1
ě0 ˆ t1, . . . , N ` 1u, and we

obtain the hybrid system
#

9q “ F pq, u, v, wq, q P C
q` P Gpqq, q P D,

(13)

where flow map is defined as, for any q P C,
u P U , v P V and w P W , from (2), (3), (8),
(9), F pq, u, v, wq :“ pfppx, u, vq, fopx̂1, u, L1py ´

ŷ1qq, . . . , fopx̂N`1, u, LN`1py ´ ŷN`1qq, gpη1, L1, y, y1q,
. . . , gpηN`1, LN`1, y, yN`1q, 0q. The jump map in
(13) is defined as, for any q P D, from (11), (12),
Gpqq :“ px, x̂1, ℓ̂2pqq, . . . , ℓ̂N`1pqq, η1, p2pqq, . . . , pN`1pqq,

argmin
kPt1,...,N`1u

ηkq. In view of Section IV-C, the flow and

jump sets C and D in (13) are defined as

C :“ tq P Q : @k P t1, . . . , N ` 1u ηk ě εησu, (14)
D :“ tq P Q : Dk P t1, . . . , N ` 1uztσu ηk ď εησu. (15)

VI. STABILITY GUARANTEES

The goal of this section is to prove that the proposed
hybrid estimation scheme satisfies an input-to-state stability
property. For this purpose, we first make an assumption on
the output map.

A. Assumption on the output map

We make the next assumption on the output map h in (2).

Assumption 2. There exist δ1, δ2 P Rą0 such that for all
x, x1 P Rnx , w,w1 P W ,

|hpx,wq ´ hpx1, w1q|2 ď δ1V px´ x1q ` δ2|w ´ w1|2, (16)

where V comes from Assumption 1. l

Assumption 2 holds in the common case where V in
Assumption 1 is quadratic and h is globally Lipschitz.
Indeed, in this case, V px´ x1q :“ px´ x1qJP px´ x1q, with
P P Rnxˆnx symmetric positive definite, and |hpx,wq ´

hpx1, w1q| ď K|px ´ x1, w ´ w1q| for any x, x1 P Rnx ,
w,w1 P W and some K P Rě0, then (16) holds with

δ1 “
K2

λminpP q
and δ2 “ K2. Note that h globally Lispchitz

covers the common case where hpx,wq “ Cx ` Dw with
C P Rnyˆnx and D P Rnyˆnw .

B. Input-to-state stability

In the next theorem we prove that system (13)-(15) satis-
fies an input-to-state stability property.

Theorem 1. Consider system (13)-(15) and suppose Assump-
tions 1-2 hold. Then there exist βU P KL and γU P K8 such
that for any input u P LU , disturbance input v P LV and
measurement noise w P LW , any solution q satisfies

|pe1pt, jq, η1pt, jq, eσpt, jq, ησpt, jqq|

ď βU p|pep0, 0q, ηp0, 0qq|, tq ` γU p}v}r0,ts ` }w}r0,tsq

(17)
for all pt, jq P dom q, with e :“ pe1, . . . , eN`1q and η :“
pη1, . . . , ηN`1q. l



Theorem 1 guarantees a two-measure input-to-state sta-
bility property [30]. In particular, (17) ensures that e1, η1,
eσ and ησ converge to a neighborhood of the origin, whose
“size” depend on the L8 norm of v and w. Note that we do
not guarantee any stability property for the modes k ‰ σ,
but this is not needed for the convergence of the hybrid
observer estimation error eσ . Hence, the convergence of the
estimated state vector of the selected mode is guaranteed by
Theorem 1, and recall that, in terms of performance, we have
the guarantee by design that ησ ď η1 along any solutions to
system (13)-(15) when ε “ 1, see Section IV-D.

The proof of Theorem 1 is given in the appendix and relies
on the Lyapunov properties established in Section VI-C.

C. Lyapunov properties

In this section we state the Lyapunov properties, which
are exploited to prove Theorem 1 in the Appendix. Based
on Assumption 1, we prove the next input/output-to-state
stability property [31] for the estimation error system e :“
x ´ x̂ P Rnx associated to (2) and (8), whose dynamics is
defined as

9e “ fppx, u, vq ´ fopx̂, u, Lpy ´ ŷqq

:“ f̄pe, x, u, v, w, Lq.
(18)

Lemma 1. Suppose Assumption 1 holds. Then, for any x P

Rnx , u P U , v P V , w P W , x̂ P Rnx and any L P RnL1
ˆny ,

@

∇V peq, f̄pe, x, u, v, w, Lq
˘D

ď ´αV peq ` ψ1p|v|q ` ψ2p|w|q ` γ }L´ L1}
2

|y ´ ŷ|2,
(19)

with ŷ “ hpx̂, 0q P Rny and α,ψ1, ψ2, γ, V come from
Assumption 1. l

Lemma 1 implies that, for ek :“ x ´ x̂k for any k P

t2, . . . , N ` 1u, the ek-system, which follows from (2) and
(8), satisfies an input/output-to-state property [31] with the
same Lyapunov function as in Assumption 1 for any choice
for the observer gain Lk P RnL1

ˆny . The major difference
between (6) and (19) is the term γ||pL´L1q||2|y´ŷ|2 in (19),
which may have a destabilizing effect and thus may prevent
the ek-system to exhibit input-to-state stability properties
similar to (7).

In the next proposition we prove a Lyapunov stability
property for system (13)-(15), whose proof is omitted for
space reasons.

Proposition 1. Suppose Assumptions 1-2 hold. Given any
sets of gains Lk P RnL1

ˆny , with k P t2, . . . , N ` 1u, ν P

p0, αs and λ1, λ2 P Rě0, with maxpλ1, λ2q ą 0, there exist
U : Q Ñ Rě0 locally Lipschitz, and αU , αU P K8, α0 P

Rą0, ϕ1, ϕ2 P K8, such that the following properties hold.
(i) For any q P Q, αU p|pe1, η1, eσ, ησq|q ď Upqq ď

αU p|pe, ηq|q, with e :“ pe1, . . . , eN`1q and η :“
pη1, . . . , ηN`1q.

(ii) For any q P C, u P U , v P V and w P W ,
such that F pq, u, v, wq P TCpqq, U˝pq, F pq, u, v, wqq ď

´α0Upqq ` ϕ1p|v|q ` ϕ2p|w|q.
(iii) For any q P D, for any g P Gpqq, Upgq ď Upqq. l

The Lyapunov Function U used in the proof is given by
Upqq :“ c1paV pe1q`η1q`c2 max

kPt1,...,N`1u
tbV pekq´ηk, 0u`

c3 maxtεησ ´ η1, 0u for any q P Q, with suitably selected
parameters c1, c2, c3, a, b P Rą0. Proposition 1 shows the
existence of a Lyapunov function U for system (13)-(15),
which is used to prove the input-to-state stability property in
Theorem 1.

VII. NUMERICAL CASE STUDY

In this section we design the hybrid estimation scheme for
the estimation of a Van der Pol oscillator

9x “ Ax`Bφpxq

y “ Cx` w
(20)

where x “ px1, x2q P R2 is the system state to be estimated,
y P R is the measured output and w P R is the measurement
noise. The system matrices are

A “

„

0 1
0 0

ȷ

, B “

„

0
1

ȷ

, C “
“

1 0
‰

(21)

and φpxq “ satp´x1 `0.5p1´x21qx2q for any x P R2, where
the saturation level is symmetric and equal to 10. We con-
sider the measurement noise w equal to 0.1 cosp10tq when
t P r0, 20s, 0.01 cosp0.1tq when t P p20, 40s, 0.05 cosp100tq
when t P p40, 80s and 0.1 cosp10tq when t P p80, 100s.

We design a nominal high-gain observer for system (20)

9̂x1 “ Ax̂1 `Bφpx̂1q ` L1py ´ ŷ1q

ŷ1 “ Cx̂1
(22)

where x̂1 is the state estimate, ŷ1 is the estimated output and
L1 P R2ˆ1 is the output injection gain, which is defined as
L1 :“ H1D, where D P R2ˆ1, H1 “ diagph1, h

2
1q P R2ˆ2,

with h1 P Rą0 the high-gain design parameter. To satisfy
Assumption 1, D P R2ˆ1 is selected such that the matrix
A´DC is Hurwitz and the parameter h1 is taken sufficiently
large, i.e., h1 ě h‹

1, where h‹
1 is equal to 2λmaxpP qK,

where P P R2ˆ2 is the solution of the Lyapunov equation
P pA ´ DCq ` pA ´ DCqJP “ ´I2 and K “ 58.25 is the
Lipschitz constant of the function φ. We select D such that
the eigenvalues of A´DC are equal to ´1 and ´2 and we
obtain D “ r3, 2s, while the parameter h1 is selected equal to
200 ą h‹

1 “ 152.50. With this choice of h1, Assumption 1 is
satisfied with a quadratic Lyapunov function and α “ 53.28.

With the aim of improving the estimation performance, we
consider N “ 4 additional modes, with the same structure
as the nominal one in (22). The only difference is the output
injection gain Lk P R2ˆ1, which is defined as Lk :“ HkD,
with Hk “ diagphk, h

2
kq P R2ˆ2, with k P t2, . . . , 5u. We

select h2 “ 20, h3 “ 1, h4 “ 0 and h5 “ ´1. Note
that hk ď h‹

1, for all k P t2, . . . , 5u. Therefore, we have
no guarantees that these modes satisfy Assumption 1, and
consequently, that they converge. Simulations suggest that
the modes with L2 and L3 converge, while the ones with
L4 and L5 do not. Note that, for the reason given after
Assumption 2, the latter is satisfied.

We simulate the proposed estimation technique consider-
ing the initial conditions xp0, 0q “ p1, 1q, x̂kp0, 0q “ p0, 0q,
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Fig. 2. Norm of the estimation error |e| (top figure), η (middle figure) and σ (bottom figure). Nominal (yellow), without resets (red), with resets (blue).

ηkp0, 0q “ 10 for all k P t1, . . . , 5u and σp0, 0q “ 1. Both
cases, without and with resets, are simulated with ν “ 5,
λ1 “ 1, λ2 “ 1 and ε “ 0.9. Note that the condition
ν P p0, αs is satisfied.

The norm of the nominal estimation error, namely |e1|, as
well as |eσ|, obtained with or without resets, are shown in
Fig. 2, together with the nominal monitoring variable η1 and
the monitoring variables ησ obtained both in the case without
and with resets. Fig. 2 shows that both solutions (without
resets and with resets) improve the estimation performance
compared to the nominal one. Moreover, in this example, at
the end of the simulation, it is clear that the resets reduce
the norm of the estimation error and the corresponding
monitoring variable, thereby further improving the estima-
tion performance of the nominal observer. The last plot in
Fig. 2 represents σ and indicates which mode is selected at
every time instant both in the case without and with resets.
Interestingly, when the resets are considered, the fourth mode
(with L4 “ 0), that is not converging, appears to be selected.

VIII. CONCLUSION

We have presented a novel hybrid multi-observer that aims
at improving the state estimation performance of a given
nominal nonlinear observer. Each additional mode of the
multi-observer differs from the nominal one only in its output
injection gain, that can be freely selected as no convergence
property is required for these modes. Inspired by supervisory
control and observer approaches, we have designed a switch-
ing criterion, based on monitoring variables, that selects one
mode at any time instant. We have proved an input-to-state
stability property of the estimation error and we have shown
the efficiency of the proposed approach in improving the
estimation performance in a numerical example. In future

work, we will investigate analytical conditions to prove
the strict estimation performance improvement. Moreover,
it will also be interesting to exploit the proposed scheme for
observer-based control.

APPENDIX

Proof of Theorem 1. This proof relies on Proposition 1.
Consider the Lyapunov function U in Proposition 1. From
item (ii) of Proposition 1, we have that for any q P C, u P U ,
v P V and w P W such that F pq, u, v, wq P TCpqq,

U˝pq, F pq, u, v, wqq ď ´ α0Upqq ` ϕ1p|v|q ` ϕ2p|w|q.
(23)

We follow similar steps as in [23, proof of Theorem 3.18].
Let u P U , v P V , w P W and q be a solution to
system (13)-(15). Pick any pt, jq P dom q and let 0 “

t0 ď t1 ď ¨ ¨ ¨ ď tj`1 “ t satisfy dom q X pr0, ts ˆ

t0, 1, . . . , juq “
Ťj

i“0rti, ti`1sˆtiu. For each i P t0, . . . , ju
and almost all s P rti, ti`1s, qps, iq P C and d

dsqps, iq P

F pqps, iq, ups, iq, vps, iq, wps, iqq X TCpqps, iqq, similarly to
[32, Lemma 5]. Hence, (23) implies that, for all i P t0, . . . ju
and almost all s P rti, ti`1s,

U˝
`

qps, iq, d
dsqps, iq

˘

ď ´α0Upqps, iqq ` ϕ1p}v}r0,ssq ` ϕ2p}w}r0,ssq.
(24)

In view of [33], we have that, for almost all s P rti, ti`1s,

d

ds
Upqps, iqq ď U˝

ˆ

qps, iq,
d

ds
qps, iq

˙

. (25)



From (24) and (25), for each i P t0, . . . , ju and for almost
all s P rti, ti`1s,

d

ds
Upqps, iqq

ď ´α0Upqps, iqq ` ϕ1p}v}r0,ssq ` ϕ2p}w}r0,ssq.
(26)

Using [34, Theorem III.16.2], from (26) we obtain that for
almost all s P rti, ti`1s, for all i P t0, . . . , ju, Upqps, iqq ď

e´α0ps´tiqUpqpti, iqq `
şs

ti
e´α0ps´τqpϕ1p}v}r0,τsq `

ϕ2p}w}r0,τsqqdτ ď e´α0ps´tiqUpqpti, iqq ` 1
α0

p1 ´

e´α0ps´tiqqpϕ1p}v}r0,ssq ` ϕ2p}w}r0,ssqq. Thus,

Upqpti`1, iqq

ď e´α0pti`1´tiqUpqpti, iqq `
1

α0
p1 ´ e´α0pti`1´tiqq

´

ϕ1p}v}r0,ti`1sq ` ϕ2p}w}r0,ti`1sq

¯

.

(27)
On the other hand, from item (iii) of Proposition 1, for each
i P t1, . . . , ju, Upqpti, iqq´Upqpti, i´1qq ď 0. From the last
inequality and (27), we deduce that for any pt, jq P dom q,
Upqpt, jqq ď e´α0tUpqp0, 0qq` 1

α0
p1´e´α0tqpϕ1p}v}r0,tsq`

ϕ2p}w}r0,tsqq ď e´α0tUpqp0, 0qq ` 1
α0

pϕ1p}v}r0,tsq `

ϕ2p}w}r0,tsqq ď e´α0tUpqp0, 0qq ` 1
α0

pϕ1p}v}r0,ts `

}w}r0,tsq ` ϕ2p}v}r0,ts ` }w}r0,tsqq “ e´α0tUpqp0, 0qq `

γ̃U p}v}r0,ts ` }w}r0,tsq, where γ̃U psq “ 1
α0

pϕ1psq `ϕ2psqq P

K8. Using item (i) of Proposition 1, we obtain, for any
pt, jq P dom q, |pe1pt, jq, η1pt, jq, eσpt, jq, ησpt, jqq|q ď

α´1
U pe´α0tαU p|pep0, 0q, ηp0, 0qq|qq`γ̃U p}v}r0,ts `}w}r0,tsqq.

Since for any α P K8 we have αps1`s2q ď αp2s1q`αp2s2q

for all s1 ě 0, s2 ě 0, we obtain (17) where βU pr, sq :“
α´1
U p2e´α0sαU prqq P KL and γU prq :“ α´1

U p2γ̃U prqq P K8

for all r, s ě 0. ■
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