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#### Abstract

In the case of diffusions on $\mathbb{R}^{d}$ with constant diffusion matrix, without assuming reversibility nor hypoellipticity, we prove that the contractivity of the deterministic drift is equivalent to the constant rate contraction of Wasserstein distances $\mathcal{W}_{p}, p \in[1, \infty]$. It also implies concentration inequalities for ergodic means of the process. Such a contractivity property is then established for some non-equilibrium chains of anharmonic oscillators and for some generalised Langevin diffusions when the potential is convex with bounded Hessian and the friction is sufficiently high. This extends previous known results for the usual (kinetic) Langevin diffusion.


## 1 Introduction

### 1.1 Classical contraction results for reversible diffusion processes

The overdamped Langevin diffusion is the solution $\left(X_{t}\right)_{t \geqslant 0}$ in $\mathbb{R}^{n}$ of

$$
\begin{equation*}
\mathrm{d} X_{t}=-\nabla U\left(X_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} W_{t} \tag{1}
\end{equation*}
$$

with $\left(W_{t}\right)_{t \geqslant 0}$ a standard Brownian motion on $\mathbb{R}^{n}$ and $U \in \mathcal{C}^{1}\left(\mathbb{R}^{n}\right)$. When $U$ is uniformly convex, a few things are known for this process. First, considering two solutions of this equation (driven with the same Brownian motion $W$ ) with different initial conditions, we see that the distance between them almost surely decays at constant rate. This coupling argument yields the contraction of Wasserstein distances $\mathcal{W}_{p}$ for all order $p \in[1,+\infty]$ along the Markov semigroup $\left(P_{t}\right)_{t \geqslant 0}$ associated to the process. Besides, the convexity of $U$ is equivalent to the fact that the process (1) satisfies a curvature-dimension inequality $\operatorname{CD}(\rho, \infty)$ in the sense of Bakry-Émery [5, 4], with a curvature $\rho>0$. For reversible diffusions, $\mathrm{CD}(\rho, \infty)$ is equivalent to $\Gamma\left(P_{t} f\right) \leqslant e^{-2 \rho t} P_{t}(\Gamma f)$ for all sufficiently smooth $f$, where $\Gamma(f)=1 / 2 L\left(f^{2}\right)-f L f$ is the carré du champ associated to the generator $L$ of the process, and is also equivalent to $\sqrt{\Gamma\left(P_{t} f\right)} \leqslant e^{-\rho t} P_{t}(\sqrt{\Gamma f})$, see [5, Theorem 4.7.2 et Theorem 5.5.2]. The positive curvature also implies for the invariant measure of the process (which here is explicit, with density proportional to $\exp (-U))$ a logarithmic Sobolev inequality. In the case of the overdamped Langevin diffusion, $L f(x)=-\nabla U(x) \cdot \nabla f(x)+\Delta f(x)$ and $\Gamma(f)=|\nabla f|^{2}$; the convexity of $U$ is thus equivalent to estimates of the form $\left|\nabla P_{t} f\right|^{q} \leqslant e^{-q \rho t} P_{t}\left(|\nabla f|^{q}\right)$ for $q \in[1,2]$. According to the work of Kuwada [25, 26], these contractions of the gradient along the semigroup are equivalent to the contractions of the distances $\mathcal{W}_{p}$ for $p \in[2,+\infty]$. As a consequence, for (1), the contraction of $\mathcal{W}_{2}$ along $P_{t}$ is equivalent to the contraction of $\mathcal{W}_{\infty}$, and to the fact that $U$ is convex. This has first been stated, along with other equivalences, in the work [42] of

Von Renesse and Sturm, who showed that in fact the contraction of all the $\mathcal{W}_{p}$ distances for $p \in[1,+\infty]$ are equivalent see also [43, 5.6.1]). Here the process (1) is a diffusion, moreover elliptic and reversible.

### 1.2 A first motivating non-reversible example

One of the starting points of the present article stems from the works [9, 11, 12] which, each with more or less sharp quantitative results, establish under some conditions a contraction through the parallel coupling for the Langevin diffusion (sometimes called underdamped or kinetic Langevin diffusion)

$$
\left\{\begin{align*}
\mathrm{d} X_{t} & =Y_{t} \mathrm{~d} t  \tag{2}\\
\mathrm{~d} Y_{t} & =-\nabla U\left(X_{t}\right) \mathrm{d} t-\gamma Y_{t} \mathrm{~d} t+\sqrt{2 \gamma} \mathrm{~d} W_{t}
\end{align*}\right.
$$

on $\mathbb{R}^{n} \times \mathbb{R}^{n}$, with $\gamma>0$ a friction parameter. The process $\left(X_{t}, Y_{t}\right)_{t \geqslant 0}$ is still a diffusion; however it is no more elliptic (although still hypoelliptic); nor reversible (in the probabilist sense, while it is still reversible in the sense of physics, meaning up to a reflection of the velocity). Then, the picture is already less clear.

One may hope that the convexity of $U$ is sufficient to get a contraction for (2), in particular since the invariant measure has a density proportional to $\exp (-H(x, y))$ with $H(x, y)=U(x)+$ $|y|^{2} / 2$ (which is uniformly convex if $U$ is), which satisfies a logarithmic Sobolev inequality. Nevertheless, in [9, 11, 12], $\nabla^{2} U$ has to be uniformly bounded, and moreover the friction $\gamma$ has to be sufficiently high depending on the lower and upper bounds of $\nabla^{2} U$. Yet, in the Gaussian case where $U(x)=x \cdot S x$ with a real symmetric positive definite matrix $S$, there is always a contraction for the parallel coupling for a suitable Euclidean norm (in view of the discussion in Section 2, this follows from [31, 1]), without any restriction on $\gamma$ nor on the eigenvalues of $S$. Could it be that the restrictions on the results of [9, 11, 12] only come from sub-optimal proofs and computations? We will see in Section 3.1 that it is not the case.

### 1.3 Contraction results for non-reversible diffusion processes: general questions

In view of the Wasserstein contraction results of [9, 11, 12] for the underdamped Langevin process (2), one can wonder what remains of the relations mentioned in the overdamped case. In the latter, $\Gamma\left(P_{t} f\right)$ and $\left|\nabla P_{t} f\right|^{2}$ happened to be the same object. On the contrary in the kinetic case $\Gamma(f)=\left|\nabla_{y} f\right|^{2}$, in particular the Bakry-Émery curvature is $-\infty$. Besides, notice the following: $\Gamma(f)$ is defined from a Markov generator $L$, i.e. some dynamics. On the contrary, $|\nabla f|$ is defined from a metric, in the general framework, by the relation

$$
|\nabla f(x)|:=\lim _{d(x, y) \rightarrow 0} \frac{|f(x)-f(y)|}{d(x, y)}
$$

for some distance $d$. One of the interests of the Bakry-Émery theory is precisely the possibility to define a metric from a Markov dynamics. However, in the case of the Langevin diffusion, $\mathbb{R}^{2 d}$ is already endowed with the Euclidean metric (and the usual gradient), and it is for the latter that Wasserstein contractions are obtained in [9, 11, 12].

While previous works concerning the hypocoercive convergence of degenerate diffusion (in particular the work of Villani [40]) were concerned with integrated quantities (entropy, $L^{2}$ norms... ), in [7], Baudoin was the first to adapt the Bakry-Émery theory based on local semigroup interpolations to the process (2), with a sub-Riemannian geometry-oriented viewpoint.

A key-point is to add to the carré du champ $\Gamma$ a "vertical carré du champ" $\Gamma^{Z}$ that complements $\Gamma$ in the sense that $\Gamma+\Gamma^{Z}$ is equivalent to the square of the complete gradient $|\nabla f|^{2}$. This makes possible the adaptation of many classical arguments of semigroup interpolation in this new framework. Nevertheless, is it really necessary to keep $\Gamma$ and to complete it? Why not, instead, working with a gradient that has nothing to do with the carré du champ ? Here are three examples pushing in this direction: 1) for a non-diffusive process, the carré du champ is a non-local operator that has in general nothing to do with $|\nabla f|^{2}$, yet in some cases it is possible to obtain, through Bakry-Émery type arguments, some estimates on $\left|\nabla P_{t} f\right|^{2}$, see [30, 31; ; 2) for generalised Ornstein-Uhlenbeck processes, i.e. for diffusions with a linear drift and a constant diffusion matrix, we can see in [31, 1] that, in order to establish an optimal convergence rate, one should work with quantities of the form $|Q \nabla f|^{2}$ where the definition of the matrix $Q$ only involves the drift matrix, and thus does not depend on the diffusion matrix at all, while the carré du champ only depends on the diffusion matrix; 3) for a diffusion with a constant matrix diffusion, by design, the parallel coupling is blind to the diffusion matrix (from which, again, the carré du champ is defined), the contraction only comes from the deterministic drift.

Besides, this last remark indicates that, although hypoellipticity is often associated to convergence to equilibrium, and while the initial Sturm-Von Renesse theorem and all its variants since then concern elliptic diffusions, in fact this condition plays no role here. Take the ordinary differential equation $\dot{x}_{t}=-\nabla U\left(x_{t}\right)$ for a convex $U$ : indeed there is contraction for two solutions starting with different initial conditions. More interestingly perhaps, it means that the almost sure contraction results established for the Langevin diffusion (2) in fact apply to non-equilibrium chains of interacting particles, in the spirit of those studied in [29, 16, 38, 21, here in the convex case and with a global damping.

One of the main purposes of the present article is to clarify the points mentioned in this section. More precisely, for a diffusion with a constant diffusion matrix, the question is to see what can be said about an almost sure contraction along the parallel coupling, regardless of any reversibility or hypoellipticity assumption.

### 1.4 Main contributions and organization

To conclude this introduction, we sum up the main contributions of this work:

- Some characterizations of the contraction property for diffusion processes on $\mathbb{R}^{d}$ with constant diffusion matrices are provided. This is Theorem 1 below.
- We establish sharp sufficient and necessary conditions on $U$ and $\gamma$ for a contraction property to hold for the Langevin process (2) in Proposition 4. This provides quantitative convergence and concentration inequalities for both pinned and unpinned nonequilibrium anharmonic chains of oscillators, see Propositions 6 and 7.
- We prove a contraction property for the so-called Generalised Langevin processes (see (25) below) in Theorem 9 under conditions that cover very degenerated cases. It is shown in Proposition 10 how to deduce from this a decay in $L^{2}$ (without regularization arguments).

The remainder of this article is organised in three parts that are mostly independent. Section 2 is concerned, in a general framework, with the question of almost sure contraction. It is decomposed as Section 2.1 where the main result of this part (Theorem 1) is stated and proven; Section 2.2 where classical arguments for obtaining concentration inequalities from Theorem 1 are adapted; Section 2.3 where a non-diffusive example, for which Theorem 1 is
false, is discussed. The second part, Section 3, concerns the standard Langevin process and chains of oscillators: we will check in Section 3.1 that the convexity of $U$ is not sufficient to get a contraction, and present the results for the chains of oscillators in Section 3.2. Third, Section 4 is devoted to the study of generalised Langevin diffusions. After presentation of these processes (in Section 4.1) and some motivations (in Section 4.2), Section 4.3 contains the main result of this part (Theorem 9), which extends the results of [9, 11, 12] to some generalised Langevin diffusions, meaning that there is a contraction if $U$ is uniformly convex with bounded Hessian and the friction is high enough; finally, we will see in Section 4.4 that the contraction property yields an $L^{2}$ convergence speed, despite the process being non-reversible.

## Notations

We denote by $\mathcal{M}_{m, m}^{s y m \geqslant 0}(\mathbb{R})\left(\right.$ resp. $\mathcal{M}_{m, m}^{s y m>0}(R)$ ) the set of real symmetric positive (resp. positive definite) matrices of size $m, x \cdot y$ the scalar product between $x, y \in \mathbb{R}^{m}$ and $|x|=\sqrt{x \cdot x}$. For $M \in \mathcal{M}_{m, m}^{s y m>0}(\mathbb{R})$ and $x \in \mathbb{R}^{m}$ we also write $\|x\|_{M}=\sqrt{x \cdot M x}$.

For $M, N \in \mathcal{M}_{m, m},(\mathbb{R})$ (not necessarily symmetric), the notation $M \geqslant N$ (resp. $M>N$ ) is understood in the sense of quadratic forms, i.e. $x \cdot M x \geqslant x \cdot N x$ for all $x \in \mathbb{R}^{m}$ (resp. $x \cdot M x>$ $x \cdot N x$ for all $x \neq 0$ ), or equivalently in sense that the symmetric part $\left(M+M^{T}-N-N^{T}\right) / 2$ of $M-N$ is positive (resp. positive definite) as a symmetric matrix.

We denote by $\mathcal{P}\left(\mathbb{R}^{m}\right)$ the set of probability measures on $\mathbb{R}^{m}$.

## 2 Contraction for diffusions

This section is devoted to the study of the general case of a diffusion $\left(Z_{t}\right)_{t \geqslant 0}$ on $\mathbb{R}^{d}$ that solves

$$
\begin{equation*}
\mathrm{d} Z_{t}=b\left(Z_{t}\right) \mathrm{d} t+\Sigma \mathrm{d} W_{t} \tag{3}
\end{equation*}
$$

where $\left(W_{t}\right)_{t \geqslant 0}$ is a standard Brownian motion on $\mathbb{R}^{d}$, with:
Assumption 1. The drift $b \in \mathcal{C}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$ with $\left\|\partial^{\alpha} b\right\|_{\infty}<+\infty$ for all $\alpha \in \mathbb{N}^{d}$ such that $|\alpha| \geqslant 1$. The diffusion matrix $\Sigma \in \mathcal{M}_{d, d}^{\text {sym }} \geqslant 0(\mathbb{R})$ is constant.

In particular, $b$ is globally Lipschitz. The condition on the higher order derivatives is meant to ensure the validity of some computations with minimal technical considerations. It is not very important since, when it is not satisfied, it may be enough to apply the results with some drifts $\left(b_{n}\right)_{n \geqslant 0}$ that satisfy it and converge to $b$ uniformly on all compact sets and then to let $n \rightarrow+\infty$ (as we will see, our results do not involve these derivatives).

An important point is that $\Sigma$ is not required to be definite.
The drift being Lipschitz, equation (25) admits a unique strong non-explosive solution for all initial condition $z \in \mathbb{R}^{d}$. We denote by $\left(P_{t}\right)_{t \geqslant 0}$ the associated Markov semigroup, given by $P_{t} f(z)=\mathbb{E}\left(f\left(Z_{t}\right) \mid Z_{0}=z\right)$ for measurable bounded $f, t \geqslant 0$ and $z \in \mathbb{R}^{d}$. For $k, n \in \mathbb{N}_{*}$, write $\phi_{k}(z)=1 /\left(1+|z|^{k}\right)$ and

$$
\mathcal{C}_{k}^{n}\left(\mathbb{R}^{d}\right)=\left\{f \in \mathcal{C}^{n}\left(\mathbb{R}^{d}\right),\left\|\phi_{k} \partial^{\alpha} f\right\|_{\infty}<+\infty \forall \alpha \in \mathbb{N}^{d},|\alpha| \in \llbracket 0, n \rrbracket\right\}
$$

Under Assumption 1, for all $k, n \in \mathbb{N}_{*}$ there exists $\lambda_{n, k}$ such that for all $f \in \mathcal{C}_{k}^{n}\left(\mathbb{R}^{d}\right)$ and all $t \geqslant 0, P_{t} f \in \mathcal{C}_{k}^{n}\left(\mathbb{R}^{d}\right)$ with $\left\|P_{t} f\right\|_{n, k} \leqslant \exp \left(\lambda_{n, k} t\right)\|f\|_{n, k}$, where $\|f\|_{n, k}=\sum_{|\alpha| \leqslant n}\left\|\phi_{k} \partial^{\alpha} f\right\|_{\infty}$ (see for instance the proof of [17, Theorem 2.5]). For all $k \in \mathbb{N}, f \in \mathcal{C}_{k}^{\infty}, \alpha \in \mathbb{N}^{d}$ and $t \geqslant 0$, we have $\partial_{t}\left(\partial^{\alpha} P_{t} f\right)=\partial^{\alpha} L P_{t} f$. Moreover, writing $\psi_{\beta}(z)=\exp \left(\beta|z|^{2}\right)$, we have that, for all $t \geqslant 0$, there exist $\beta_{t}, M_{t}>0$ such that for all $s \in[0, t]$ and $z \in \mathbb{R}^{d}, P_{s} \psi_{\beta_{t}}(z) \leqslant \exp \left(M_{t}\left(1+|z|^{2}\right)\right)$ (this follows for instance from (7) below).

### 2.1 Main result

For $z \in \mathbb{R}^{d}$ we denote by $J_{b}(z)=\left(\partial_{z_{j}} b_{i}(z)\right)_{1 \leqslant i, j \leqslant d}$ the Jacobian matrix of $b$ (the index $i$ being for the line, $j$ for the column). For $M \in \mathcal{M}_{d, d}^{\text {sym>0 }}(\mathbb{R})$ and $\rho \in \mathbb{R}$ we say that the drift $b$ induces a right-contraction of the metric $M$ at rate $\rho$ if the following condition holds:

$$
\begin{equation*}
\forall z \in \mathbb{R}^{d}, \quad M J_{b}(z) \leqslant-\rho M \tag{Cont}
\end{equation*}
$$

(recall that $A \leqslant B$ for possibly non-symmetric matrices is understood in the sense of the associated quadratic forms). The goal of this section is to study the consequences of the condition $\operatorname{Cont}_{R}(M, \rho)$. Actually, the word contraction is disputable when $\rho \leqslant 0$, but we are mainly interested in the case $\rho>0$.

Let us start with a few simple remarks. For $M \in \mathcal{M}_{d, d}^{\text {sym>0 }}(\mathbb{R})$ and $\rho \in \mathbb{R}$, we say that the drift $b$ induces a left-contraction of the metric $M$ at rate $\rho$ if the following condition holds:

$$
\forall z \in \mathbb{R}^{d}, \quad J_{b}(z) M \leqslant-\rho M
$$

$$
\left(\operatorname{Cont}_{L}(M, \rho)\right)
$$

Then, for given $M, \rho$, the conditions $\operatorname{Cont}_{R}(M, \rho)$ and $\operatorname{Cont}_{L}\left(M^{-1}, \rho\right)$ are equivalent, since

$$
x \cdot M J_{b}(z) x=(M x) \cdot J_{b}(z) M^{-1} M x \quad \text { and } \quad x \cdot M x=(M x) \cdot M^{-1} M x
$$

for all $x, z \in \mathbb{R}^{d}$. Similarly, writing that, for $z, y \in \mathbb{R}^{d}$,

$$
(z-y) \cdot M(b(z)-b(y))=(z-y) \cdot M\left(\int_{0}^{1} J_{b}(s z+(1-s) y) \mathrm{d} s\right)(z-y)
$$

we see that $\operatorname{Cont}_{R}(M, \rho)$ is of course equivalent to

$$
\begin{equation*}
\forall z, y \in \mathbb{R}^{d}, \quad(z-y) \cdot M(b(z)-b(y)) \leqslant-\rho\|z-y\|_{M}^{2}, \tag{4}
\end{equation*}
$$

the converse implication being proven by taking $y=z+\varepsilon x$ with $\varepsilon \rightarrow 0$. Moreover, for $Q \in \mathcal{M}_{d, d}^{\text {sym>0 }}(\mathbb{R})$, notice that $b$ satisfies $\operatorname{Cont}_{R}(M, \rho)$ with $M=Q^{T} Q$ if and only if $\tilde{b}$ given by

$$
\tilde{b}(z)=Q b\left(Q^{-1} z\right)
$$

satisfies $\operatorname{Cont}_{R}\left(I_{d}, \rho\right)$. In other words, we can always reduce the study to the case $M=I_{d}$ through the change of variable $z \leftarrow M^{1 / 2} z$. That being said, in the following, we will still state the result with a general $M$ as, in many cases, the process of interest is the initial $Z_{t}$, and several matrices $M$ may be involved simultaneously.

Finally, under the condition $\operatorname{Cont}_{R}(M, \rho)$, for any fixed $z \in \mathbb{R}^{d}$, the deterministic flow that solves $\dot{y}_{t}=J_{b}(z) y_{t}$ is such that $\left\|y_{t}\right\|_{M} \leqslant e^{-\rho t}\left\|y_{0}\right\|_{M}$. This implies in particular that the eigenvalues of $J_{b}(z)$ necessarily have reals parts lower than $-\rho$, for all $z \in \mathbb{R}^{d}$ (this condition is not sufficient to get $\operatorname{Cont}_{R}(M, \rho)$, see Proposition 4 and the remarks afterwards).

Recall the definition of the Wasserstein distances (here associated to Euclidean distances). For $M \in \mathcal{M}_{d, d}^{\text {sym>0 }}(\mathbb{R})$, writing $\operatorname{dist}_{M}: \mathbb{R}^{d} \times \mathbb{R}^{d} \ni(z, y) \mapsto\|z-y\|_{M} \in \mathbb{R}_{+}$, we define for $r \in[1,+\infty]$ and $\nu, \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$

$$
\mathcal{W}_{M, r}(\nu, \mu)=\inf _{\pi \in \Pi(\nu, \mu)}\left\|\operatorname{dist}_{M}\right\|_{L^{r}(\pi)}
$$

where $\Pi(\nu, \mu)$ is the set of transference plan between $\nu$ and $\mu$, namely the set of probability laws on $\mathbb{R}^{d} \times \mathbb{R}^{d}$ with $d$-dimensional marginals $\nu$ and $\mu$. In other words, the law of a random variable $(Z, Y) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$ belongs to $\Pi(\nu, \mu)$ if $Z \sim \nu$ and $Y \sim \mu$. Such a random variable is
called a coupling ${ }^{1}$ of $\nu$ and $\mu$. Note that we have not restrained the definition to probability measures with finite moments of order $r$, so that possibly $\mathcal{W}_{M, r}(\nu, \mu)=+\infty$. There always exists $\pi \in \Pi(\nu, \mu)$ for which the infimum is attained [41].

For a measurable function $f$ on $\mathbb{R}^{d}$ we write

$$
\|\nabla f(z)\|_{M^{-1}}:=\lim _{r \downarrow 0}\left(\sup \left\{\frac{|f(z)-f(y)|}{\|y-z\|_{M}}, y \in \mathbb{R}^{d}, 0<\|z-y\|_{M} \leqslant r\right\}\right) .
$$

In particular, if $f$ is differentiable in $z$, this definition is consistent with $\|\nabla f(z)\|_{M^{-1}}=$ $\sqrt{\nabla f(z) \cdot M^{-1} \nabla f(z)}$. We also write

$$
\|\nabla f\|_{M^{-1}, \infty}=\sup \left\{\frac{|f(z)-f(y)|}{\|y-z\|_{M}}, z, y \in \mathbb{R}^{d}, z \neq y\right\}
$$

and $\mathcal{C}_{b, L}\left(\mathbb{R}^{d}\right)$ the set of bounded Lipschitz functions on $\mathbb{R}^{d}$.
Theorem 1. Under Assumption 1, for $M \in \mathcal{M}_{d, d}^{\text {sym>0 }}(\mathbb{R})$ and $\rho \in \mathbb{R}$, the following propositions are equivalent:
(i) $\operatorname{Cont}_{R}(M, \rho)$.
(ii) For all $z_{1}, z_{2} \in \mathbb{R}^{d}$, if $\left(Z_{i, t}\right)_{t \geqslant 0}$ for $i=1,2$ are the solutions (3) driven by a same Brownian motion $W$ with initial conditions $Z_{i, 0}=z_{i}$ then, almost surely,

$$
\forall t \geqslant 0, \quad\left\|Z_{1, t}-Z_{2, t}\right\|_{M} \leqslant e^{-\rho t}\left\|z_{1}-z_{2}\right\|_{M}
$$

(iii) For all $\nu, \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ and $t \geqslant 0$,

$$
\mathcal{W}_{M, \infty}\left(\nu P_{t}, \mu P_{t}\right) \leqslant e^{-\rho t} \mathcal{W}_{M, \infty}(\nu, \mu)
$$

(iv) For all $\nu, \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ and $t \geqslant 0$,

$$
\begin{equation*}
\mathcal{W}_{M, 1}\left(\nu P_{t}, \mu P_{t}\right) \leqslant e^{-\rho t} \mathcal{W}_{M, 1}(\nu, \mu) \tag{5}
\end{equation*}
$$

(v) For all $f \in \mathcal{C}_{b, L}\left(\mathbb{R}^{d}\right), t \geqslant 0$ and $z \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\left\|\nabla P_{t} f(z)\right\|_{M^{-1}} \leqslant e^{-\rho t} P_{t}\left(\|\nabla f\|_{M^{-1}}\right)(z) \tag{6}
\end{equation*}
$$

(vi) For all $f \in \mathcal{C}_{b, L}\left(\mathbb{R}^{d}\right)$ and $t \geqslant 0$,

$$
\left\|\nabla P_{t} f\right\|_{M^{-1,}, \infty} \leqslant e^{-\rho t}\|\nabla f\|_{M^{-1}, \infty} .
$$

## Remarks:

- Some implications are easy, like $(i i i) \Rightarrow(i v)$ and $(v) \Rightarrow(v i)$. Except for establishing $(i) \Rightarrow(i i)$, the fact that the process (3) is a diffusion is only used to close the cycle with the implication (vi) $\Rightarrow(i)$.
- The equivalences (iii) $\Leftrightarrow(v)$ and (iv) $\Leftrightarrow(v i)$ are true in a much more general case according to [26, Theorem 2.2]. In particular, the factor $e^{-\rho t}$ may be replaced by any $c(t)$, for instance $C e^{-\rho t}$ with $C>1$. However, the fact that $c(0)=1$ for $c(t)=e^{-\rho t}$ is crucial for the implication $(v i) \Rightarrow(i)$. Notice that we won't use the results of Kuwada; more precisely we will recall his arguments for the implication $(i i i) \Rightarrow(v)$ which is the easy half, and we won't prove directly the converse implication which, in our particular case, will ensue from the whole chain of proven implications.

[^0]- The proof of the implication $(i) \Rightarrow(i i)$ works in very general cases, possibly non Markovian, for instance if $Z_{1, t}$ and $Z_{2, t}$ solves an equation of the form

$$
\mathrm{d} Z_{i, t}=b\left(Z_{i, t}\right) \mathrm{d} t+\mathrm{d} X_{t}
$$

where $\left(X_{t}\right)_{t \geqslant 0}$ is any stochastic process (the Markovian case corresponding then to the case where $\left(X_{t}\right)_{t \geqslant 0}$ is a Levy process). See also Section 2.3 for another example.

Proof. We will prove the implications $(i) \Rightarrow($ ii $) \Rightarrow(i i i) \Rightarrow(v) \Rightarrow(v i) \Rightarrow(i)$, as well as $(i i i) \Rightarrow(i v) \Rightarrow(v i)$, which will conclude. We will also give a direct proof of $(i i) \Rightarrow(i)$, which give an autonomous proof of the equivalence (i) $\Leftrightarrow$ (ii). Finally, we will give a formal proof of $(i) \Rightarrow(v)$ by a semigroup interpolation argument in the spirit of Bakry-Emery $\Gamma$ calculus.

For each implication, without loss of generality (by the change of variable $z \leftarrow M^{1 / 2} z$ ) we only consider the case $M=I_{d}$. We write $\mathcal{W}_{p}=\mathcal{W}_{I_{d}, p}$ and $|\nabla f|=\|\nabla f\|_{I_{d}}$.
Implication $(i) \Rightarrow(i i)$. The parallel coupling $\left(Z_{1, t}, Z_{2, t}\right)_{t \geqslant 0}$ gives, denoting $Z_{\Delta, t}=Z_{1, t}-Z_{2, t}$,

$$
\begin{aligned}
\mathrm{d}\left(\left|Z_{\Delta, t}\right|^{2}\right) & =2 Z_{\Delta, t} \cdot\left(b\left(Z_{1, t}\right)-b\left(Z_{2, t}\right)\right) \mathrm{d} t \\
& =2 Z_{\Delta, t} \cdot \int_{0}^{1} J_{b}\left(s Z_{t}^{1}+(1-s) Z_{t}^{2}\right) Z_{\Delta, t} \mathrm{~d} s \mathrm{~d} t \\
& \leqslant-2 \rho\left|Z_{\Delta, t}\right|^{2} \mathrm{~d} t,
\end{aligned}
$$

in other words, almost surely, $\mathrm{d}\left(e^{\rho t}\left|Z_{\Delta, t}\right|^{2}\right) \leqslant 0$ for all $t \geqslant 0$, which concludes.
Implication $(i i) \Rightarrow(i)$. We fix $z_{1}, z_{2} \in \mathbb{R}^{d}$ and consider the parallel coupling of two diffusions $\left(Z_{1, t}, Z_{2, t}\right)$ with respective initial conditions $z_{1}$ and $z_{2}$, driven by the same Brownian motion $W$. Write $m_{t}=\sup _{s \in[0, t]}\left|\Sigma W_{s}\right|$. First, notice that, for all $t \geqslant 0$ and $\varepsilon>0$, the event $\mathcal{G}(t, \varepsilon)=\left\{m_{t} \leqslant \varepsilon\right\}$ has a non-zero probability. Moreover, since

$$
Z_{i, s}=z_{i}+\int_{0}^{s} b\left(Z_{i, u}\right) \mathrm{d} u+\Sigma W_{s}
$$

for $i=1,2$ and $s \geqslant 0$, we get

$$
\forall s \in[0, t], \quad\left|Z_{i, s}-z_{i}\right| \leqslant t\left|b\left(z_{i}\right)\right|+c \int_{0}^{s}\left|Z_{i, u}-z_{i}\right| \mathrm{d} u+m_{s}
$$

with $c=\left\|J_{b}\right\|_{\infty}$, and thus, almost surely

$$
\begin{equation*}
\sup _{s \in[0, t]}\left|Z_{i, s}-z_{i}\right| \leqslant\left(\left|b\left(z_{i}\right)\right| t+m_{t}\right) e^{c t} . \tag{7}
\end{equation*}
$$

Let $t_{0} \leqslant 1 / 2$ be small enough so that, under the event $\mathcal{G}(t, 1 / 2)$, the right hand side is smaller than 1 for $i=1,2$. Denote by $\mathcal{B}(x, r)$ the Euclidean ball of $\mathbb{R}^{d}$ with center $x$ and radius $r$, and $\Phi(x, y)=(x-y) \cdot(b(x)-b(y))$. Let $C>0$ be such that for all $y_{i} \in \mathcal{B}\left(z_{i}, 1\right), i=1,2$,

$$
\left|\Phi\left(y_{1}, y_{2}\right)-\Phi\left(z_{1}, z_{2}\right)\right| \leqslant C\left(\left|y_{1}-z_{1}\right|+\left|y_{2}-z_{2}\right|\right) .
$$

For all $t \in\left[0, t_{0}\right]$, under the event $\mathcal{G}(t, t)$,

$$
\left|t \Phi\left(z_{1}, z_{2}\right)-\int_{0}^{t} \Phi\left(Z_{1, s}, Z_{2, s}\right) \mathrm{d} s\right| \leqslant C t^{2}\left(\left|b\left(z_{1}\right)\right|+\left|b\left(z_{2}\right)\right|+1\right) e^{c t} \leqslant C^{\prime} t^{2}
$$

for a deterministic $C^{\prime}>0$. As a consequence, for $t \in\left[0, t_{0}\right]$, the event $\mathcal{G}(t, t)$ implies that

$$
\left|\left|Z_{\Delta, t}\right|^{2}-\left|Z_{\Delta, 0}\right|^{2}+2 t \Phi\left(z_{1}, z_{2}\right)\right| \leqslant 2 C^{\prime} t^{2} .
$$

On the other hand, the event

$$
\mathcal{H}:=\left\{\forall t \geqslant 0,\left|Z_{\Delta, t}\right|^{2} \leqslant e^{-2 \rho t}\left|Z_{\Delta, 0}\right|^{2}\right\}
$$

having by assumption a probability 1 , the event $\mathcal{H} \cap \mathcal{G}(t, t)$ has a non-zero probability for all $t \in\left[0, t_{0}\right]$. Yet, this event implies that

$$
\left|z_{1}-z_{2}\right|^{2}-2 t \Phi\left(z_{1}, z_{2}\right) \leqslant e^{-2 \rho t}\left|z_{1}-z_{2}\right|^{2}+C^{\prime} t^{2},
$$

which is a completely deterministic condition. It is thus satisfied for all $t \in\left[0, t_{0}\right]$, and letting $t$ go to 0 we get that $\Phi\left(z_{1}, z_{2}\right) \leqslant-\rho\left|z_{1}-z_{2}\right|^{2}$, which is exactly the integrated version (4) of $\operatorname{Cont}_{R}(M, \rho)$.
Implication (ii) $\Rightarrow$ (iii), It is sufficient to consider the case $\mu=\delta_{z_{1}}$ and $\nu=\delta_{z_{2}}$ for all $z_{1}, z_{2} \in \mathbb{R}^{d}$, the general case following by conditioning with respect to the initial condition. Given $z_{1}, z_{2} \in \mathbb{R}^{d}$ and a Brownian motion $W$, we consider the parallel coupling $\left(Z_{1, t}, Z_{2, t}\right)_{t \geqslant 0}$ driven by $W$. Let $t \geqslant 0$. Almost surely, $\left|Z_{1, t}-Z_{2, t}\right| \leqslant e^{-\rho t}\left|z_{1}-z_{2}\right|$, and since ( $Z_{1, t}, Z_{2, t}$ ) is a coupling of $\delta_{z_{1}} P_{t}$ and $\delta_{z_{2}} P_{t}$, this implies that $\mathcal{W}_{\infty}\left(\delta_{z_{1}} P_{t}, \delta_{z_{2}} P_{t}\right) \leqslant e^{-\rho t}\left|z_{1}-z_{2}\right|$.
Implication (iii) $\Rightarrow(i v)$. As above, it is sufficient to treat the case of Dirac masses, for which $\mathcal{W}_{1}\left(\delta_{z_{1}}, \delta_{z_{2}}\right)=\mathcal{W}_{\infty}\left(\delta_{z_{1}}, \delta_{z_{2}}\right)=\left|z_{1}-z_{2}\right|$. Besides, for all $\nu, \mu \in \mathcal{P}(\mathbb{R})$ and all transference plan $\pi \in \Pi(\nu, \mu),\|\operatorname{dist}\|_{L^{1}(\pi)} \leqslant\|\operatorname{dist}\|_{L^{\infty}(\pi)}$, which implies that $\mathcal{W}_{1}(\nu, \mu) \leqslant \mathcal{W}_{\infty}(\nu, \mu)$ for all $\nu, \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$. The conclusion follows from

$$
\mathcal{W}_{1}\left(\delta_{z_{1}} P_{t}, \delta_{z_{2}} P_{t}\right) \leqslant \mathcal{W}_{\infty}\left(\delta_{z_{1}} P_{t}, \delta_{z_{2}} P_{t}\right) \leqslant e^{-\rho t}\left|z_{1}-z_{2}\right|
$$

Implication $\left(\right.$ (iii) $\Rightarrow(v)$. We recall the proof of [25, Proposition 3.1]. Fix $f \in \mathcal{C}_{b, L}\left(\mathbb{R}^{d}\right)$ and, for $r>0$ and $z \in \mathbb{R}^{d}$, let

$$
\begin{equation*}
G_{r}(z)=\sup _{y \in \mathcal{B}(z, r) \backslash\{z\}} \frac{|f(y)-f(z)|}{|y-z|}, \tag{8}
\end{equation*}
$$

so that for all $y, z \in \mathbb{R}^{d}$,

$$
|y-z| \leqslant r \quad \Rightarrow \quad|f(y)-f(z)| \leqslant r G_{r}(z) .
$$

Fix $t \geqslant 0, y, z \in \mathbb{R}^{d}$ and $\pi_{y, z} \in \Pi\left(\delta_{y} P_{t}, \delta_{z} P_{t}\right)$ such that $|Y-Z| \leqslant e^{-\rho t}|z-y|$ almost surely with $(Y, Z) \sim \pi_{y, z}$. Then, we have

$$
\begin{aligned}
\left|P_{t} f(y)-P_{t} f(z)\right| & \leqslant \mathbb{E}(|f(Y)-f(Z)|) \\
& \leqslant e^{-\rho t}|y-z| \mathbb{E}\left(G_{e^{-\rho t}|y-z|}(Z)\right)=e^{-\rho t}|y-z| P_{t}\left(G_{e^{-\rho t}|y-z|}\right)(z)
\end{aligned}
$$

Since $f$ is Lipschitz, $G_{r}(z)$ is uniformly bounded by $\|\nabla f\|_{\infty}$, and by the dominated convergence theorem we get the convergence of $P_{t}\left(G_{e^{-\rho t}|y-z|}\right)(z)$ toward $P_{t}(|\nabla f|)(z)$ as $y \rightarrow z$, which concludes.

Implication $(v) \Rightarrow(v i)$. Straightforward since $\left\|P_{t}|\nabla f|\right\|_{\infty} \leqslant\|\nabla f\|_{\infty}$.
Implication $(v i) \Rightarrow(i)$. We adapt [42, Proof of $(v) \Rightarrow(i)]$. By contradiction, we assume (vi) and that there exist $z, x \in \mathbb{R}^{d}$ with $|x|=1$ such that $x \cdot J_{b}(z) x=-(\rho-\varepsilon)$ for some $\varepsilon>0$. Let $\mathcal{U}$ be a neighborhood of $z$ such that $x \cdot J_{b}(y) x \geqslant-(\rho-\varepsilon / 2)$ for all $y \in \mathcal{U}$. Let $\theta \in \mathcal{C}^{\infty}(\mathbb{R})$ be such that $\theta(r)=r$ for $r \in[-1,1],\left\|\theta^{\prime}\right\|_{\infty} \leqslant 1, \theta(r)=0$ for $r \notin[-3,3]$ (in particular, $\left\|\theta^{(k)}\right\|_{\infty}<+\infty$ for all $\left.k \geqslant 0\right)$. Consider the function $f_{x}$ on $\mathbb{R}^{d}$ given by $f_{x}(y)=\theta((y-z) \cdot x)$
for all $y \in \mathbb{R}^{d}$, which is $\mathcal{C}^{\infty}$ and 1-Lipschitz. From (vi), for all non-negative and compactly supported $\varphi \in \mathcal{C}^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
K_{\varphi}(t):=\int_{\mathbb{R}^{d}}\left|\nabla P_{t} f_{x}\right|^{2}(y) \varphi(y) \mathrm{d} y \leqslant e^{-2 \rho t} \int_{\mathbb{R}^{d}} \varphi(y) \mathrm{d} y
$$

Besides, for all $y \in \mathcal{B}(z, 1 / 2), \nabla f_{x}(y)=x$ and $\nabla^{2} f_{x}(y)=0$. Fixing $\varphi \in \mathcal{C}^{\infty}\left(\mathbb{R}^{d}\right)$ non-zero, non-negative with compact support included in $\mathcal{U} \cap \mathcal{B}(z, 1 / 2)$, we get that $K_{\varphi}(0)=\int_{\mathbb{R}^{d}} \varphi(y) \mathrm{d} y$ and

$$
\begin{aligned}
K_{\varphi}^{\prime}(0) & =2 \int_{\mathbb{R}^{d}} \nabla f_{x}(y) \cdot \nabla L f_{x}(y) \varphi(y) \mathrm{d} y \\
& =2 \int_{\mathbb{R}^{d}} \nabla f_{x}(y) \cdot\left(J_{b}(y) \nabla f_{x}(y)+L\left(\nabla f_{x}\right)(y)\right) \varphi(y) \mathrm{d} y \\
& \geqslant-2(\rho-\varepsilon / 2) \int_{\mathbb{R}^{d}} \varphi(y) \mathrm{d} y=-2(\rho-\varepsilon / 2) K_{\varphi}(0)
\end{aligned}
$$

This is in contradiction with the fact $K_{\varphi}(t) \leqslant e^{-2 \rho t} K_{\varphi}(0)$ for all $t \geqslant 0$, which concludes.
Implication (iv) $\Rightarrow(v i)$, This is similar to $(i i i) \Rightarrow(v)$, and simpler (here this is the classical case of the Kantorovich-Rubinstein duality, see 41]). For $f \in \mathcal{C}_{b, L}\left(\mathbb{R}^{d}\right)$ and $z, y \in \mathbb{R}^{d}$, $\pi_{y, z} \in \Pi\left(\delta_{y} P_{t}, \delta_{z} P_{t}\right)$ and $(Y, Z) \sim \pi_{y, z}$,

$$
\left|P_{t} f(y)-P_{t} f(z)\right| \leqslant \mathbb{E}(|f(Y)-f(Z)|) \leqslant\|\nabla f\|_{\infty} \mathbb{E}(|Y-Z|)
$$

The conclusion follows from taking the infimum over $\Pi\left(\delta_{y} P_{t}, \delta_{z} P_{t}\right)$ and using (iv) and the fact $\mathcal{W}_{1}\left(\delta_{y}, \delta_{z}\right)=|y-z|$.

Implication $(i) \Rightarrow(v)$. The semigroup interpolation method that directly gives this implication is interesting, and thus we present it here. Nevertheless, since it is not necessary for the completeness of our proof, we will only give a formal proof, without considering some questions of differentiability and integrability (in particular when $\left|\nabla P_{s} f(z)\right|$ vanishes).

We follow the approach of [3, Lemma 2.4] in the classical case of Bakry-Émery calculus (see also the more recent [29, Proposition 3.6] in a non-reversible case). Fix $f \in \mathcal{C}_{b, L}\left(\mathbb{R}^{d}\right)$, $t \geqslant 0$ and $z \in \mathbb{R}^{d}$. For $s \in[0, t]$, we set

$$
\varphi(s)=P_{s}\left|\nabla P_{t-s} f\right|(z)
$$

which interpolates between $\varphi(0)=\left|\nabla P_{t} f\right|$ and $\varphi(t)=P_{t}|\nabla f|$. Writing $g=P_{t-s} f$, we compute

$$
\varphi^{\prime}(s)=P_{s}\left[L(|\nabla g|)+\frac{\partial_{s}\left(|\nabla g|^{2}\right)}{2|\nabla g|}\right],
$$

with

$$
\begin{align*}
\partial_{s}\left(|\nabla g|^{2}\right)=-2(\nabla g)^{T} \nabla(L g) & =-2(\nabla g)^{T} J_{b}^{T} \nabla g-2(\nabla g)^{T} L(\nabla g)  \tag{9}\\
& \geqslant 2 \rho|\nabla g|^{2}-2(\nabla g)^{T} L(\nabla g)
\end{align*}
$$

On the other hand, the diffusion property of $L$ ensures that, for $a(s)=\sqrt{s}$,

$$
L\left(a\left(|\nabla g|^{2}\right)\right)=a^{\prime}\left(|\nabla g|^{2}\right) L\left(|\nabla g|^{2}\right)+a^{\prime \prime}\left(|\nabla g|^{2}\right) \Gamma\left(|\nabla g|^{2}\right)
$$

with $\Gamma(f)=1 / 2 L\left(f^{2}\right)-f L f$ the carré du champ associated to $L$, here $\Gamma(f)=|\Sigma \nabla f|^{2} / 2$. At this stage, we have obtained that

$$
\varphi^{\prime}(s) \geqslant \rho \varphi(s)+P_{s}\left[\frac{L\left(|\nabla g|^{2}\right)-2(\nabla g)^{T} L(\nabla g)}{2|\nabla g|}-\frac{\Gamma\left(|\nabla g|^{2}\right)}{4|\nabla g|^{3}}\right] .
$$

It only remains to prove that, for all $g$,

$$
\begin{equation*}
2|\nabla g|^{2}\left(L\left(|\nabla g|^{2}\right)-2(\nabla g)^{T} L(\nabla g)\right) \geqslant \Gamma\left(|\nabla g|^{2}\right) \tag{10}
\end{equation*}
$$

since this will imply $\varphi^{\prime}(s) \geqslant \rho \varphi(s)$ for all $s \in[0, t]$, hence $\varphi(t) \geqslant e^{\rho t} \varphi(0)$, which will conclude. Yet,

$$
L\left(|\nabla g|^{2}\right)-2(\nabla g)^{T} L(\nabla g)=2 \sum_{i=1}^{d} \Gamma\left(\partial_{z_{i}} g\right)=\sum_{i=1}^{d}\left|\partial_{z_{i}} \Sigma \nabla g\right|^{2}
$$

while

$$
\nabla\left(|\nabla g|^{2}\right)=2 \sum_{i=1}^{d} \partial_{z_{i}} g \partial_{z_{i}} \nabla g
$$

so that

$$
\begin{equation*}
\Gamma\left(|\nabla g|^{2}\right)=2\left|\sum_{i=1}^{d} \partial_{z_{i}} g \partial_{z_{i}} \Sigma \nabla g\right|^{2} . \tag{11}
\end{equation*}
$$

Notice that here we used the fact that the diffusion matrix is constant, so that $\Sigma \nabla$ commutes with $\nabla$, as in the standard case of the Bakry-Émery calculus where the fact that we work with $\Gamma$ instead of $|\nabla \cdot|^{2}$ yields a similar commutation. The inequality (10) then reads

$$
\sum_{j=1}^{d}\left|\sum_{i=1}^{d} a_{i} x_{i, j}\right|^{2}=\left|\sum_{i=1}^{d} a_{i} x_{i}\right|^{2} \leqslant\left(\sum_{i=1}^{d} a_{i}^{2}\right) \sum_{i=1}^{d}\left|x_{i}\right|^{2}=\left(\sum_{i=1}^{d} a_{i}^{2}\right) \sum_{j=1}^{d} \sum_{i=1}^{d}\left|x_{i, j}\right|^{2}
$$

with $a_{i}=\partial_{z_{i}} g(z) \in \mathbb{R}$ and $x_{i}=\left(x_{i, j}\right)_{j \in \llbracket 1, d \rrbracket}=\partial_{z_{i}} \Sigma \nabla g(z) \in \mathbb{R}^{d}$ for $i \in \llbracket 1, d \rrbracket$, hence ensues from the Cauchy-Schwarz inequality.

## Remarks:

- As far as contractions of Wasserstein distances are concerned, we only wrote in the theorem the extremal points $p=1$ and $p=+\infty$, but obviously the proof of the implication $($ (iii) $\Rightarrow(i v)$ also works to prove that for all $p \in] 1,+\infty[$, the proposition

$$
\begin{equation*}
\forall \nu, \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right), t \geqslant 0, \quad \mathcal{W}_{p, M}\left(\nu P_{t}, \mu P_{t}\right) \leqslant e^{-\rho t} \mathcal{W}_{p, M}(\nu, \mu) \tag{12}
\end{equation*}
$$

is implied by (iii) and implies (iv). Similarly, for $q \in] 1,+\infty[$, the proposition

$$
\begin{equation*}
\forall f \in \mathcal{C}_{b, L}\left(\mathbb{R}^{d}\right), t \geqslant 0, z \in \mathbb{R}^{d}, \quad\left\|\nabla P_{t} f(z)\right\|_{M^{-1}}^{q} \leqslant e^{-q \rho t} P_{t}\left(\|\nabla f\|_{M^{-1}}^{q}\right)(z) \tag{13}
\end{equation*}
$$

is implied by (v) and implies (vi). The equivalence between (12) and (13) with $1 / p+$ $1 / q=1$ is here a particular case of [26, Theorem 2.2].

- By comparison with the classical Bakry-Émery calculus, we replaced the carré du champ $\Gamma(f)=|\Sigma \nabla f|^{2} / 2$ by an operator $\Phi(f)=|Q \nabla f|^{2}$ with a constant matrix $Q$ (that has nothing to do with $\Sigma$ ). The idea to consider general operators $\Phi$ traces back at least to [3, 27], but it does not seem to have been exploited before the recent works [7, 6, 29, 31] on degenerated diffusions. Notice that an important property has been used for the direct proof of $(i) \Rightarrow(v)$ (specifically, at (9) and (11)), which is that the operators $\Sigma \nabla$ and $Q \nabla$ commute. Such a commutation condition is also present in 31, Theorems 9 and 10] or [7, Lemma 2.7] (where, with the notations of [7], this commutation appears as $\left.\Gamma\left(f, \Gamma^{Z}(f)\right)=\Gamma^{Z}(f, \Gamma(f))\right)$. Here it is linked to the fact that we have restrained the study to Euclidean metric on the one hand, and diffusions with constant diffusion
matrices on the other hand. Most of the arguments can be straightforwardly adapted to the general case of a Riemannian manifold, provided such a commutation property holds.

Notice that the equivalence between an inequality of the form $\Phi\left(P_{t} f\right) \leqslant e^{-\rho t} P_{t} \Phi(f)$ and $\Gamma_{\Phi} \geqslant \rho \Phi$ where $\Gamma_{\Phi}$ is the operator that naturally arises when considering the interpolation $P_{t-s} \Gamma\left(P_{s} f\right)$ (see e.g. [31]), is classical [3]. Combined with Kuwada's duality results, this means that Theorem 1 could be stated as a general theorem where the condition $(i)$ is replaced by a curvature condition $\Gamma_{\Phi} \geqslant \rho \Phi$ where $\Phi$ is related to the gradient of some distance (not necessarily Euclidean), in the spirit of [6] (where only the $\mathcal{W}_{2}$ distance is considered, which has the particularity that in this case the Gamma calculus behaves well even for non-diffusion processes, as in [30]). Again, this is classical, and, contrary to such a general framework, one of the main points of Theorem 1 is that, by working only with Euclidean distances and constant diffusion matrices (which covers all the examples we are interested in here, as in Sections 3 and 4) we are able to prove the equivalence with $(i)$ which is simpler and more explicit than an abstract curvature condition and, moreover, does not involve the diffusion matrix.

- It is relatively easy to check the condition $\operatorname{Cont}_{R}(M, \rho)$. Theorem 1 can thus be seen as a tool to deduce some consequences from it. Nevertheless, it can also be quite easy to check the negation of $\operatorname{Cont}_{R}(M, \rho)$ for all $M$ (even only by considering the necessary condition that the real parts of all eigenvalues of $J_{b}(z)$ have to be negative for all $z \in \mathbb{R}^{d}$ ), which is not without interest. For instance, for the Langevin diffusion (2), if we suppose that $U$ is uniformly convex outside of a compact set, then the equilibrium measure $\mu$ with density proportional to $\exp \left(-U(x)-|y|^{2} / 2\right)$ satisfies a logarithmic Sobolev inequality. If moreover $\nabla^{2} U$ is bounded, we can deduce that there exist $\rho>0$ and $C \geqslant 1$ such that

$$
\forall \nu \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right), \forall t \geqslant 0 \quad \mathcal{W}_{1}\left(\nu P_{t}, \mu\right) \leqslant C e^{-\rho t} \mathcal{W}_{1}(\nu, \mu)
$$

or even the same with $\mathcal{W}_{2}$, see for instance [20, Theorem 2]. This is weaker than (5) in two ways: first, $C$ may be greater than 1 , second, one of the initial conditions has to be the equilibrium $\mu$. One could possibly wonder if it is possible to strengthen this long-time convergence into a contraction (5) (with $\rho>0$; otherwise, it is easy), but thanks to Theorem 1 we can prove that this is impossible if $U$ is not uniformly convex on the whole space, see Section 3.1.

- In the same spirit, Theorem 1, in particular the equivalence between the contractions of $\mathcal{W}_{p}$ for all $p \in[1,+\infty]$, can be viewed in the light of contraction results for $\mathcal{W}_{1}$ distances, such as [14] for elliptic diffusions or [15] for the kinetic Langevin diffusion. These contractions are not obtained with parallel couplings but with reflection couplings (or a combination of both), which enables to take advantage of the Gaussian noise to bring two processes closer (while the parallel coupling cancels out this noise). They also rely on a concave modification of the usual distance. For instance, for the overdamped diffusion (11), a contraction of the form $\mathcal{W}_{1, \text { dist }}\left(\nu P_{t}, \mu P_{t}\right) \leqslant e^{-\rho t} \mathcal{W}_{1, \text { dist }}\left(\nu P_{t}, \mu P_{t}\right)$ holds for some $\rho>0$ with dist a distance which is equivalent to the Euclidean distance if $U$ is convex outside some compact set, see [14]. A similar result holds in the kinetic case (2), see [15]. As a consequence, we get indeed that

$$
\forall \nu, \mu \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right), \forall t \geqslant 0, \quad \mathcal{W}_{1}\left(\nu P_{t}, \mu P_{t}\right) \leqslant C e^{-\rho t} \mathcal{W}_{1}(\nu, \mu)
$$

even for $\mu$ that is not the equilibrium. Nevertheless, according to Theorem 1, if $U$ is not convex, necessarily $C>1$.

### 2.2 Concentration inequalities

We give here some consequences of Theorem 1, which are well-known in the classical case of reversible diffusions (replacing the gradient by the carré du champ), see [5] and references within.

Proposition 2. Under Assumption 1, for $M \in \mathcal{M}_{d, d}^{\text {sym }>0}(\mathbb{R})$ and $\rho \in \mathbb{R}$, under the condition $\operatorname{Cont}_{R}(M, \rho)$, for all measurable non-negative function $f, t \geqslant 0$ and $z \in \mathbb{R}^{d}$,

$$
P_{t}(f \ln f)(z)-P_{t} f(z) \ln P_{t} f(z) \leqslant C_{t} P_{t}\left(\|\nabla \sqrt{f}\|_{M^{-1}}^{2}\right)(z)
$$

with $C_{t}:=\left|\Sigma M^{1 / 2}\right|^{2}\left(1-e^{-2 \rho t}\right) / \rho$ if $\rho \neq 0$ and $C_{t}:=2 t\left|\Sigma M^{1 / 2}\right|^{2}$ if $\rho=0$.
Proof. By density, it is sufficient to prove the result for functions of the form $f=\varepsilon+h$ with $\varepsilon>0$ and $h \in \mathcal{C}^{\infty}\left(\mathbb{R}^{d}\right)$ non-negative with compact support. In particular, in this case, $P_{t} f \geqslant \varepsilon>0$ for all $t \geqslant 0$. For such an $f, t \geqslant 0$ and $z \in \mathbb{R}^{d}$, set

$$
\varphi(s)=P_{s}\left(P_{t-s} f \ln P_{t-s} f\right), \quad s \in[0, t] .
$$

As in the proof of $[i) \Rightarrow(v)$ in Theorem 1, using the diffusion property of the generator $L$ and writing $g=P_{t-s} f$,

$$
\varphi^{\prime}(s)=P_{s}(L(g \ln g)-(1+\ln g) L g)=P_{s}\left(\frac{\Gamma(g)}{g}\right)
$$

with the carré du champ $\Gamma(f)=|\Sigma \nabla f|^{2} / 2$, where we used that $a^{\prime \prime}(s)=1 / s$ for $a(s)=s \ln (s)$. As a consequence,

$$
\begin{aligned}
\varphi(t)-\varphi(0) & =\int_{0}^{t} P_{s}\left(\frac{\Gamma(g)}{g}\right) \mathrm{d} s \\
& \leqslant \frac{\left|\Sigma M^{1 / 2}\right|^{2}}{2} \int_{0}^{t} P_{s}\left(\frac{\left.\|\nabla g\|_{M^{-1}}^{2}\right)}{g}\right) \mathrm{d} s \\
& \leqslant \frac{\left|\Sigma M^{1 / 2}\right|^{2}}{2} \int_{0}^{t} e^{-2 \rho(t-s)} P_{s}\left(\frac{\left(P_{t-s}\left(\|\nabla f\|_{M^{-1}}\right)\right)^{2}}{g}\right) \mathrm{d} s .
\end{aligned}
$$

Finally, the Cauchy-Schwarz inequality gives

$$
\left(P_{t-s}\left(\|\nabla f\|_{M^{-1}}\right)\right)^{2} \leqslant P_{t-s}(f) P_{t-s}\left(\frac{\|\nabla f\|_{M^{-1}}^{2}}{f}\right),
$$

and we have indeed obtained

$$
\varphi(t)-\varphi(0) \leqslant \frac{\left|\Sigma M^{1 / 2}\right|^{2}}{2} \int_{0}^{t} e^{-2 \rho(t-s)} \mathrm{d} s P_{t}\left(\frac{\|\nabla f\|_{M^{-1}}^{2}}{f}\right) .
$$

We say that $\nu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ satisfies a logarithmic Sobolev inequality with constant $C$ for $M$ if for all $f \in \mathcal{C}_{b, L}\left(\mathbb{R}^{d}\right)$ positive,

$$
\int_{\mathbb{R}^{d}} f \ln f \mathrm{~d} \mu-\int_{\mathbb{R}^{d}} f \mathrm{~d} \mu \ln \left(\int_{\mathbb{R}^{d}} f \mathrm{~d} \mu\right) \leqslant C \int_{\mathbb{R}^{d}}\|\nabla \sqrt{f}\|_{M^{-1}}^{2} \mathrm{~d} \mu
$$

Thus, Proposition 2 states a logarithmic Sobolev inequality for $\delta_{z} P_{t}$ with constant $C_{t}$, for all $z \in \mathbb{R}^{d}$ (which is called a local logarithmic Sobolev inequality [5]).

Remark: in fact, in the classical case, such an inequality is equivalent to a curvaturedimension condition, and is also equivalent to a so-called inverse local inequality [5, Theorem 5.5.2]. However, to get the equivalence between these notions, it is not sufficient that the carré du champ is bounded above by the square of the gradient, they need to be equal (or at least equivalent), which has no reason to hold in our case. In particular, an inverse logarithmic Sobolev inequality measures a regularisation property of the semigroup, yet our framework covers non-hypoelliptic diffusion (for instance $\dot{x}_{t}=-x_{t}$ ) for which such an inequality is clearly false.

The local inequality stated in Proposition 2 together with the gradient/semigroup subcommutation (6) imply that $\nu P_{t}$ satisfies a logarithmic Sobolev inequality $C_{t}+e^{-2 \rho t} C$ as soon as $\nu$ satisfies such an inequality with constant $C$ (see e.g. [32, Theorem 23]). This has some nice consequences when $\rho>0$, in particular to get non-asymptotic confidence intervals for ergodic means of the process:

Proposition 3. Under Assumption 1. if $\operatorname{Cont}_{R}(M, \rho)$ is satisfied for some $M \in \mathcal{M}_{d, d}^{\text {sym }>0}(\mathbb{R})$ with $\rho>0$, then:

1. $\left(P_{t}\right)_{t \geqslant 0}$ has a unique invariant probability measure $\mu_{\infty}$, which has finite moments of all orders and satisfies a logarithmic Sobolev inequality for $M$ with constant $\left|\Sigma M^{1 / 2}\right|^{2} / \rho$.
2. If $\nu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ satisfies a logarithmic Sobolev inequality for $M$ with constant $C^{\prime}$ and if $\left(Z_{t}\right)_{t \geqslant 0}$ is a solution of (3) with initial distribution $\nu$, then for all $t_{0}>0, T>0, u \geqslant 0$, $n \in \mathbb{N}^{*}$ and all measurable function $f$ on $\mathbb{R}^{d}$ such that $\|\nabla f\|_{M^{-1}, \infty} \leqslant 1$,

$$
\begin{aligned}
\mathbb{P}\left(\frac{1}{n} \sum_{k=1}^{n}\left(f\left(Z_{k t_{0}}\right)-\mathbb{E}\left(f\left(Z_{k t_{0}}\right)\right)\right) \geqslant u\right) & \leqslant \exp \left(-\frac{n u^{2}\left(1-e^{-\rho t_{0}}\right)^{2}}{C_{t_{0}}+e^{-\rho t_{0}} C^{\prime} / n}\right) \\
\left|\frac{1}{n} \sum_{k=1}^{n} \mathbb{E}\left(f\left(Z_{k t_{0}}\right)\right)-\mu_{\infty}(f)\right| & \leqslant \frac{e^{-\rho t_{0}}}{n\left(1-e^{-\rho t_{0}}\right)} \mathcal{W}_{M, 1}\left(\nu, \mu_{\infty}\right) \\
\mathbb{P}\left(\frac{1}{T} \int_{0}^{T}\left(f\left(Z_{t}\right)-\mathbb{E}\left(f\left(Z_{t}\right)\right)\right) \mathrm{d} t \geqslant u\right) & \leqslant \exp \left(-\frac{T \rho^{2} u^{2}}{2\left|\Sigma M^{1 / 2}\right|^{2}+C^{\prime} / T}\right) \\
\left|\frac{1}{T} \int_{0}^{T} \mathbb{E}\left(f\left(Z_{t}\right)\right) \mathrm{d} t-\mu_{\infty}(f)\right| & \leqslant \frac{1}{\rho T} \mathcal{W}_{M, 1}\left(\nu, \mu_{\infty}\right) .
\end{aligned}
$$

Proof. For $r \geqslant 1$, denote by $\mathcal{P}_{r}\left(\mathbb{R}^{d}\right)$ the set of probability measures on $\mathbb{R}^{d}$ with finite moment of order $r$. Fix $t>0$ and $r \geqslant 2$. Theorem 1 implies that $P_{t}$ is a contraction of $\left(\mathcal{P}_{r}\left(\mathbb{R}^{d}\right), \mathcal{W}_{M, r}\right)$, which is a complete metric space by [41, Theorem 6.18], and thus there exists a unique $\mu_{\infty} \in$ $\mathcal{P}_{r}\left(\mathbb{R}^{d}\right)$ invariant for $P_{t}$. For $s \geqslant 0,\left(\mu_{\infty} P_{s}\right) P_{t}=\left(\mu_{\infty} P_{t}\right) P_{s}=\mu_{\infty} P_{s}$, so that $\mu_{\infty} P_{s}$ is invariant for $P_{t}$. By uniqueness $\mu_{\infty} P_{s}=\mu_{\infty}$, in other words $\mu_{\infty}$ is invariant for $P_{s}$ for all $s \geqslant 0$. Applying (5) with $\nu=\delta_{z}$ and $\mu=\mu_{\infty}$ yields the convergence of $\delta_{z} P_{t}$ toward $\mu_{\infty}$ as $t \rightarrow+\infty$ in the sense of the $\mathcal{W}_{1}$ distance, which implies the weak convergence. The logarithmic Sobolev inequality for $\mu_{\infty}$ is then obtained by letting $t \rightarrow+\infty$ in Proposition 2 .

We now prove the second point of the proposition. The discrete-time case of $\left(Z_{k t_{0}}\right)_{k \in \mathbb{N}}$ is obtained by applying [32, Theorem 23] to the operator $P_{t_{0}}$ thanks to Theorem 1 and Proposition 2, after the change of variable $z \leftarrow M^{1 / 2} z$. The continuous-time case is then obtained by applying the previous result with $t_{0}=T / n$ and letting $n \rightarrow+\infty$. Indeed, on any interval
$[0, T], t \mapsto f\left(Z_{t}\right)$ is almost surely uniformly continuous. In other words, for all $\varepsilon>0$, there exists a random variable $\delta_{\varepsilon}$ which is almost surely positive and such that, almost surely,

$$
\forall t, s \in[0, T],|s-t| \leqslant \delta_{\varepsilon} \Rightarrow\left|f\left(Z_{t}\right)-f\left(Z_{s}\right)\right| \leqslant \varepsilon
$$

Since $\mathbb{P}\left(\delta_{\varepsilon} \leqslant 1 / m\right) \rightarrow 0$ as $m \rightarrow+\infty$, we deduce the convergence in probability of $1 / n \sum_{k=1} f\left(Z_{k T / n}\right)$ toward $1 / T \int_{0}^{T} f\left(Z_{s}\right) \mathrm{d} s$.

We finish this section by an example of application of Proposition 3. In [29], Menegaki proves a quantitative Wasserstein contraction for a close to harmonic chain of interacting oscillators (different to those considered in Section 3.2 since there is only friction at the ends of the chain). She already noticed that this result implies a log-Sobolev inequality for the invariant measure. Thanks to Proposition 3, we also get concentration inequalities for the model studied by Menegaki.

### 2.3 Discussion on a jump process

Let us show that Theorem 1 does not hold in general for non-diffusive processes, and let us exemplify the fact that an almost sure contraction property is a very restrictive condition.

Consider the Markov process on $\mathbb{R}^{d}$ with generator $\mathcal{L}$ given by

$$
\mathcal{L} \varphi(z)=-a z \cdot \nabla \varphi(z)+\lambda(\varphi(h z)-\varphi(z)),
$$

with constants $a, h \in \mathbb{R}$ and $\lambda>0$. For all $M \in \mathcal{M}_{d, d}^{\text {sym }>0}(\mathbb{R})$, the deterministic drift $b(x)=$ $-a x$ satisfies $\operatorname{Cont}_{d}(M, a)$ and does not satisfy $\operatorname{Cont}_{d}(M, \rho)$ for any $\rho>a$.

The process corresponding to this generator solves

$$
\begin{equation*}
\mathrm{d} Z_{t}=-a Z_{t}+(h-1) Z_{t} \mathrm{~d} N_{\lambda t} \tag{14}
\end{equation*}
$$

where $\left(N_{t}\right)_{t \geqslant 0}$ is a standard Poisson process. In other words, the process follows the deterministic flow $\dot{z}=-a z$ and, at rate $\lambda$, is multiplied by $h$. Besides, notice that the process $\left(Q Z_{t}\right)_{t \geqslant 0}$ is also a Markov process with generator $\mathcal{L}$ for all matrices $Q$, so that in the following we will only consider the case $M=I_{d}$, keeping in mind that all the results stated with the standard Euclidean norm in fact also hold with all norms $\|\cdot\|_{M}$ for $M \in \mathcal{M}_{d, d}^{\text {sym }>0}(\mathbb{R})$.

Let $z_{1}, z_{2} \in \mathbb{R}^{d}$ with $z_{1} \neq z_{2},\left(N_{t}\right)_{t \geqslant 0}$ a standard Poisson process and $\left(Z_{1, t}, Z_{2, t}\right)_{t \geqslant 0}$ the solutions of (14) (driven by $N$ ) with initial conditions $z_{1}$ and $z_{2}$ (namely, $Z_{1}$ and $Z_{2}$ are coupled in order to have the same jump times). This is the analog of the parallel coupling for diffusions (sometimes called synchronous coupling). Notice that, if $|h|>1$, then there exists no $\rho \in \mathbb{R}$ such that, for a given $t>0$, almost surely, $\left|Z_{1, t}-Z_{2, t}\right| \leqslant e^{-\rho t}\left|z_{1}-z_{2}\right|$, since the number of jumps occurring during the interval $[0, t]$ can be arbitrarily high with positive probability. Conversely, if $|h| \leqslant 1$, then a jump never increases the distance. In that case, for $\rho=a$ :

$$
\begin{equation*}
\text { almost surely, } \quad \forall t \geqslant 0, \quad\left|Z_{1, t}-Z_{2, t}\right| \leqslant e^{-\rho t}\left|z_{1}-z_{2}\right| . \tag{15}
\end{equation*}
$$

On the other hand this property is false for all $\rho>a$ (even when replacing " $\forall t \geqslant 0$ " by a fixed value of $t$, or $|\cdot|$ by any other $\|\cdot\|_{M}$ ), since for all interval $[0, t]$ the probability that no jump has occured yet is non-zero, in which case the previous inequality is an equality (with $\rho=a$ ).

From this, we get that, if $|h| \leqslant 1$, whatever $M$, the points (iii) (iv) (vi) and (vi) of Theorem 1 are all satisfied with $\rho=a$ (the proof of these facts from (15) does not rely on the diffusion property of the process).

Let us prove that, for all $h \in \mathbb{R}$, the point (iii) can never hold with a $\rho>a$. Take $\mu=\delta_{z_{1}}$ and $\nu=\delta_{z_{2}}$ for some $z_{1} \neq z_{2}$. Fix also $t \leqslant \ln (4 / 3) / \lambda$ and consider $\left(Z_{1, t}, Z_{2, t}\right)$ any coupling of $\mu P_{t}$ and $\nu P_{t}$. The probability that no jump has occurred before time $t$ being larger than $3 / 4$ for each process, the probability of $\left\{Z_{i, t}=e^{-a t} z_{i}, i=1,2\right\}$, hence of $\left\{\left|Z_{1, t}-Z_{2, t}\right|=e^{-a t}\left|z_{1}-z_{2}\right|\right\}$, is non-zero. As a consequence, for all $t \leqslant \ln (3 / 4) / \lambda$ and $z_{1}, z_{2} \in \mathbb{R}^{d}, \mathcal{W}_{\infty}\left(\delta_{z_{1}} P_{t}, \delta_{z_{2}} P_{t}\right) \geqslant e^{-a t}\left|z_{1}-z_{2}\right|$, which concludes.

We see that the contribution of $h$ to the contraction is absolutely not taken into account by the almost sure contraction property. Yet, when $|h|<1$, each jump reduces the distances, which means the contraction is on average larger than $a$. Besides, in the case $|h|>1$, there is also a contraction on average provided $a$ is large enough. This balance between the contraction (or dilatation) properties of a deterministic drift and a jump mechanism have been studied in [30] in a more general framework. In the present case, the situation is very simple since, almost surely, the synchronous coupling yields

$$
Z_{1, t}-Z_{2, t}=e^{-a t} h^{N_{\lambda t}}\left(z_{1}-z_{2}\right) .
$$

In particular, for all $n \geqslant 1$,

$$
\mathbb{E}\left(\left|Z_{1, t}-Z_{2, t}\right|^{n}\right)=e^{-\left(a n+\left(1-|h|^{n}\right) \lambda\right) t}\left|z_{1}-z_{2}\right|^{n} .
$$

Hence, we obtain that, for all $n \geqslant 1, t \geqslant 0$ and $\nu, \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$,

$$
\mathcal{W}_{n}\left(\nu P_{t}, \mu P_{t}\right) \leqslant e^{-\rho t} \mathcal{W}_{n}(\nu, \mu)
$$

holds with $\rho=\rho_{n}:=a+\left(1-|h|^{n}\right) \lambda / n$. Note that, contrary to the case $n=+\infty$, here we haven't proved that the inequality is false for $\rho>\rho_{n}$. It is already interesting to notice that, in the expression of $\rho_{n}$, the respective weight of the deterministic drift and of the jumps depends on $n$. In particular, for $n=1$, we get that the point (iv) of Theorem 1 (and thus the point $(v i)$ as the implication does not rely on the diffusion property of the process) is satisfied with $\rho=a+(1-|h|) \lambda$, whatever the value of $h \in \mathbb{R}$. For $|h|<1$, we see that the equivalence between points (iii) and (iv) is false.

## 3 Variations on damped Hamiltonian dynamics

We focus in this section on diffusions (3) on $\mathbb{R}^{d}$ with $d=2 n, n \in \mathbb{N}$ with a drift of the form (decomposing $z=(x, y) \in \mathbb{R}^{d}=\mathbb{R}^{n} \times \mathbb{R}^{n}$ )

$$
\begin{equation*}
b(x, y)=\binom{y}{-\nabla U(x)-\gamma y} \tag{16}
\end{equation*}
$$

for some $U \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right), \gamma>0$. This is for instance the case of the Langevin process (2), corresponding to the diffusion matrix

$$
\Sigma=\sqrt{2 \gamma}\left(\begin{array}{cc}
0 & 0 \\
0 & I_{n}
\end{array}\right)
$$

Another example is given by chains of oscillators. Take $n=p N$ where $p \in \mathbb{N}$ is the ambient space dimension and $N \in \mathbb{N}$ is the number of oscillators, so that we decompose $(x, y)=$ $\left(x_{1}, \ldots, x_{N}, y_{1}, \ldots, y_{N}\right)$ with $\left(x_{i}, y_{i}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{p}$ the position and velocity of the $i^{\text {th }}$ particle. Let $V \in \mathcal{C}^{\infty}\left(\mathbb{R}^{p}\right)$ be a so-called pinning potential (possibly $V=0$ ), an even $F \in \mathcal{C}^{\infty}\left(\mathbb{R}^{p}\right)$ be a
so-called interaction potential, and $T_{1}, \ldots, T_{N} \geqslant 0$ be some temperatures. The corresponding chain of oscillators is then the diffusion process $\left(X_{1, t}, \ldots, X_{N, t}, Y_{1, t}, \ldots, Y_{N, t}\right)_{t \geqslant 0}$ solution of

$$
\forall i \in \llbracket 1, N \rrbracket, \quad\left\{\begin{align*}
\mathrm{d} X_{i, t} & =Y_{i, t} \mathrm{~d} t  \tag{17}\\
\mathrm{~d} Y_{i, t} & =-\nabla_{x_{i}} U\left(X_{t}\right) \mathrm{d} t-\gamma Y_{i, t} \mathrm{~d} t+\sqrt{2 \gamma T_{i}} \mathrm{~d} W_{i, t}
\end{align*}\right.
$$

where $W=\left(W_{1}, \ldots, W_{N}\right)$ is a standard Brownian motion on $\mathbb{R}^{p N}$ and

$$
\begin{equation*}
U(x)=\sum_{i=1}^{N} V\left(x_{i}\right)+\sum_{i=1}^{N-1} F\left(x_{i}-x_{i+1}\right) . \tag{18}
\end{equation*}
$$

Typically, $T_{i}=0$ for all $i \in \llbracket 2, N-1 \rrbracket$. When the $T_{i}$ 's are not all equal, the invariant measure of the process is not explicit. Remark that, in (17) and in contrast to other studies like [29, 16, 38, 21] and references within, the friction term $-\gamma Y_{i, t} \mathrm{~d} t$ concern all the particles, not only those at the ends of the chain $(i=1$ and $N)$. The system is said to be pinned if $V \neq 0$ and unpinned otherwise.

More generally, we can consider a total energy of the form

$$
\begin{equation*}
U(x)=\sum_{i=1}^{N} V_{i}\left(x_{i}\right)+\sum_{i \sim j} F_{i, j}\left(x_{i}-x_{j}\right) \tag{19}
\end{equation*}
$$

with an equivalence relation $i \sim j$ given by a non-oriented graph on $\llbracket 1, N \rrbracket$ and some potentials $V_{i}, F_{i, j}$, as in [31, Section 4]. For clarity we won't discuss this straightforward generalization in detail.

### 3.1 Convexity of $U$ is not sufficient

As discussed in the introduction, a natural question is whether the convexity of $U$ is sufficient to have a contraction for the drift (16).

Consider first the Gaussian case, namely $U(x)=x \cdot S x$ with $S \in \mathcal{M}_{n, n}^{\text {sym>0 }}(\mathbb{R})$. Up to an orthonormal change of coordinates, we may assume that $S$ is a diagonal matrix, in which case the $n$ couples of coordinates $\left(X_{i}, Y_{i}\right)_{i \in \llbracket 1, n \rrbracket}$ are independent diffusions on $\mathbb{R} \times \mathbb{R}$ (in the Langevin case (2p). Hence, we only need to consider the case $n=1$. In that case,

$$
J_{b}(x, y)=\left(\begin{array}{cc}
0 & 1 \\
-\lambda & -\gamma
\end{array}\right)
$$

for some given $\lambda>0$, for all $x, y \in \mathbb{R}^{n}$. The eigenvalues of this matrix are $-\gamma / 2 \pm \sqrt{\gamma^{2} / 4-\lambda}$ (possibly complex), in any cases their real part is negative. According to [1, Lemma 2.11], for all $\varepsilon>0$ there exists $M \in \mathcal{M}_{2,2}^{\text {sym>0 }}(\mathbb{R})$ such that

$$
M J_{b}(x, y) \leqslant-\left(\mathfrak{R e}\left(\frac{\gamma}{2}-\sqrt{\frac{\gamma^{2}}{4}-\lambda}\right)-\varepsilon\right) M
$$

the condition $\varepsilon>0$ being necessary only in the defective case, here when $\gamma^{2}=4 \lambda$ (in that case there is no contraction at rate $\gamma / 2$, a polynomial factor has to be added, see [31]). The condition $\operatorname{Cont}_{R}(M, \rho)$ is thus indeed satisfied with some $\rho>0$ as soon as $\lambda>0$, and by combining the corresponding matrices $M$ we see that such a condition is always satisfied in dimension $n$ regardless of the eigenvalues of $S$ (and of the relations between them).

In the general (possibly non-Gaussian) case, however, the situation is slightly more complicated, in particular it is not enough to study the eigenvalues of $J_{b}(x, y)$ for $(x, y) \in \mathbb{R}^{2 n}$. The main goal of this section is to prove the following.

Proposition 4. Let $U \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)$ and $\gamma>0$.

1. If $b$ given by (16) satisfies $\operatorname{Cont}_{R}(M, \rho)$ for some $\rho>0$ and $M \in \mathcal{M}_{2 n, 2 n}^{\text {sym }}(\mathbb{R})$ then necessarily there exists $\lambda>0$ such that $\nabla^{2} U(x) \geqslant \lambda I_{n}$ for all $x \in \mathbb{R}^{n}$.
2. If there exist $x, x^{\prime} \in \mathbb{R}^{n}$ and $\lambda, \Lambda>0$ such that $\sqrt{\Lambda}-\sqrt{\lambda} \geqslant \gamma$ and

$$
\begin{equation*}
\nabla^{2} U(x)=\lambda I_{n}, \quad \nabla^{2} U\left(x^{\prime}\right)=\Lambda I_{n}, \tag{20}
\end{equation*}
$$

then, for all $\rho>0$ and $M \in \mathcal{M}_{2 n, 2 n}^{\text {sym>0 }}(\mathbb{R})$, $b$ given by (16) does not satisfy $\operatorname{Cont}_{R}(M, \rho)$.
3. If there exist $\lambda, \Lambda>0$ such that $\sqrt{\Lambda}-\sqrt{\lambda}<\gamma$ and

$$
\begin{equation*}
\forall x \in \mathbb{R}^{n}, \quad \lambda I_{n} \leqslant \nabla^{2} U(x) \leqslant \Lambda I_{n}, \tag{21}
\end{equation*}
$$

then $b$ given by (16) satisfies $\operatorname{Cont}_{R}(M, \rho)$ for some $\rho>0$ and $M \in \mathcal{M}_{2 n, 2 n}^{\text {sym }}(\mathbb{R})$.
4. More precisely, if (21) holds for some $\lambda, \Lambda>0$ with $\Lambda \leqslant \gamma^{2} / 4$, then $b$ given by (16) satisfies $\operatorname{Cont}_{R}(M, \rho)$ with $\rho=\lambda /(3 \gamma)$ and

$$
M=\left(\begin{array}{cc}
I_{n} & \gamma^{-1} I_{n} \\
\gamma^{-1} I_{n} & \Lambda^{-1} I_{n}
\end{array}\right),
$$

which satisfies $\min \left(1, \Lambda^{-1}\right) / 2 I_{2 n} \leqslant M \leqslant 3 / 2 \max \left(1, \Lambda^{-1}\right) I_{2 n}$.

## Remarks:

- In dimension $n=1$, the second and third points are [1, Proposition 3.6]. The condition (3.5) of [1] corresponds to $\operatorname{Cont}_{L}(M, \rho)$ for the drift (16).
- To sum up, the condition $\sqrt{\Lambda}-\sqrt{\lambda} \geqslant \gamma$ is sharp, in the sense that, if it is satisfied, then all potentials $U$ satisfying (21) gives a contraction for the corresponding process while, if it is not satisfied, there exists potentials $U$ that satisfy (21) and for which there is no contraction.
- In other words, for fixed values of $\lambda$ and $\Lambda$, a contraction (for a Euclidean distance) cannot hold if the friction $\gamma$ is too small, which is consistent with the results of [9, 11, 12]. For a given $\Lambda$ the constraint on $\gamma$ gets weaker as $\lambda$ get close to $\Lambda$, which is consistent with the Gaussian case where $\lambda=\Lambda$ and there is no constraint on $\gamma$. For a fixed $\lambda$, as $\gamma \rightarrow+\infty$, a contraction holds for larger and larger values of $\Lambda$, which is consistent with the overdamped limit of the process: indeed for a fixed $U$ it is well-known that $\left(X_{\gamma t}\right)_{t \geqslant 0}$ converges as $\gamma \rightarrow+\infty$ to the overdamped process (1), for which a contraction holds as soon as $U$ is strongly convex.
- By an orthonormal transformation, a similar result holds if the condition (21) is replaced by $\lambda S \leqslant \nabla^{2} U(x) \leqslant \Lambda S$ for some $S \in \mathcal{M}_{n, n}^{\text {sym>0 }}(\mathbb{R})$, and similarly if (20) is replaced by $\nabla^{2} U(x)=\lambda S, \nabla^{2} U\left(x^{\prime}\right)=\Lambda S$.
- This also proves that the assumption that $\nabla^{2} U$ is bounded is necessary to get a contraction in the kinetic case. Indeed, for $n=1$, for a given value of $\gamma$, if we suppose that $U$ is uniformly convex with $U^{\prime \prime}(x)$ that is not bounded then, by fixing some $x_{0}$ with $\lambda:=U^{\prime \prime}\left(x_{0}\right)>0$, the condition $\sqrt{U^{\prime \prime}(x)}-\sqrt{\lambda} \geqslant \gamma$ will be satisfied for some $x$ and we will be in the frame of the second point of Proposition 4 .
- It also provides a counter-example which shows that it is not sufficient that the eigenvalues of $J_{b}(z)$ have a real part lower than $-\rho$ uniformly in $z$ for $\operatorname{Cont}_{R}(M, \rho)$ to hold. Indeed, in dimension $n=1$ with $U(x)=x^{2}+x^{4}$ and $\gamma=1$ for instance, the eigenvalues of $J_{b}(x, y)$ are $-1 / 2 \pm \sqrt{1 / 4-U^{\prime \prime}(x)}$ whose real part is $-1 / 2$ for all $z=(x, y)$ although, from the previous remark, for any $\rho>0, \operatorname{Cont}_{R}(M, \rho)$ does not hold for any $M$.
- We only give an explicit expression for $\rho$ and $M$ under the strong condition $4 \Lambda \leqslant \gamma^{2}$ for simplicity and because, as this condition does not involve $\lambda$, it is particularly interesting in the case of unpinned chains of oscillators, see next section. Of course, as soon as $\sqrt{\Lambda}-\sqrt{\lambda}<\gamma$, the proof of Proposition 4 yields explicit values for $\rho$ and $M$ such that $\operatorname{Cont}_{R}(M, \rho)$ holds. The question of maximizing $\rho$ for given values of $\Lambda, \lambda$ with a suitable choice of $\gamma$ and $M$ leads to tedious expressions and we won't discuss it here.

The remainder of this section is devoted to the proof of Proposition 4. We start with an elementary lemma.

Lemma 5. For $\lambda, \Lambda, \gamma>0$ with $\Lambda \geqslant \lambda$, the two following are equivalent.
(i) $\sqrt{\Lambda}-\sqrt{\lambda}<\gamma$.
(ii) There exist $a, c \in \mathbb{R}$ with $c^{2}<a$ such that, for $\xi \in\{\lambda, \Lambda\}$,

$$
\left(\begin{array}{cc}
1 & c  \tag{22}\\
c & a
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
\xi & \gamma
\end{array}\right)>0 .
$$

Moreover, if $\gamma \geqslant 2 \sqrt{\Lambda}$, setting $a=1 / \Lambda$ and $c=1 / \gamma$, then $c^{2} \leqslant a / 4$ and for all $\xi \in[\lambda, \Lambda]$,

$$
\left(\begin{array}{cc}
1 & c \\
c & a
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
\xi & \gamma
\end{array}\right) \geqslant \frac{\lambda}{3 \gamma}\left(\begin{array}{ll}
1 & c \\
c & a
\end{array}\right) .
$$

Proof. Considering the diagonal coefficients and the determinant of the symmetrised matrix, (ii) is equivalent to

$$
\exists a, c \in \mathbb{R} \quad \text { s.t. } \quad c^{2}<a, \quad c>0, \quad \gamma a>c, \quad 4 c \xi(\gamma a-c)>(a \xi+c \gamma-1)^{2}, \text { for } \xi \in\{\lambda, \Lambda\} .
$$

By the change of variable $\alpha=\gamma a / c-1$ and $\beta=1 / c$, this is equivalent to

$$
\begin{aligned}
& \exists \alpha, \beta>0 \quad \text { s.t. } \quad(\alpha+1) \beta>\gamma, \quad 4 \xi \alpha>((\alpha+1) \xi / \gamma+\gamma-\beta)^{2}, \text { for } \xi \in\{\lambda, \Lambda\} \\
\Leftrightarrow & \exists \alpha>0 \quad \text { s.t. } \quad\left(\frac{\gamma}{\alpha+1},+\infty\right) \cap I(\lambda, \alpha) \cap I(\Lambda, \alpha) \neq \emptyset
\end{aligned}
$$

where

$$
I(\xi, \alpha)=((\alpha+1) \xi / \gamma+\gamma-2 \sqrt{\xi \alpha},(\alpha+1) \xi / \gamma+\gamma+2 \sqrt{\xi \alpha}) .
$$

The upper bound of $I(\Lambda, \alpha)$ being always larger than the one of $I(\lambda, \alpha)$, for any $\alpha>0$,

$$
\begin{aligned}
I(\lambda, \alpha) \cap I(\Lambda, \alpha) \neq \emptyset & \Leftrightarrow(\alpha+1) \Lambda / \gamma+\gamma-2 \sqrt{\Lambda \alpha}<(\alpha+1) \lambda / \gamma+\gamma+2 \sqrt{\lambda \alpha} \\
& \Leftrightarrow(\alpha+1)(\Lambda-\lambda) / \gamma<2(\sqrt{\Lambda}+\sqrt{\lambda}) \sqrt{\alpha} \\
& \Rightarrow(\Lambda-\lambda) / \gamma<\sqrt{\Lambda}+\sqrt{\lambda} \\
& \Leftrightarrow I(\lambda, 1) \cap I(\Lambda, 1) \neq \emptyset
\end{aligned}
$$

where we used that $\alpha \mapsto \sqrt{\alpha} /(1+\alpha)$ is maximal for $\alpha=1$. Moreover, if $\beta \in I(\xi, 1)$ for some $\xi>0$, then

$$
\beta>2 \xi / \gamma+\gamma-2 \sqrt{\xi} \geqslant \frac{\gamma}{2}
$$

which means that

$$
I(\lambda, 1) \cap I(\Lambda, 1) \neq \emptyset \quad \Rightarrow \quad\left(\frac{\gamma}{2},+\infty\right) \cap I(\lambda, 1) \cap I(\Lambda, 1) \neq \emptyset
$$

and thus

$$
\begin{aligned}
\exists \alpha>0 \text { s.t. }\left(\frac{\gamma}{\alpha+1},+\infty\right) \cap I(\lambda, \alpha) \cap I(\Lambda, \alpha) \neq \emptyset & \Leftrightarrow \quad I(\lambda, 1) \cap I(\Lambda, 1) \neq \emptyset \\
& \Leftrightarrow \quad \Lambda-\lambda<\gamma(\sqrt{\Lambda}+\sqrt{\lambda}) .
\end{aligned}
$$

This concludes the first part of the lemma. For the second part, assume $\gamma^{2} \geqslant 4 \Lambda$, set $a=1 / \Lambda$ and $c=1 / \gamma$. Then, for $\xi \geqslant 0$,

$$
\left(\begin{array}{ll}
1 & c \\
c & a
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
\xi & \gamma
\end{array}\right)=\left(\begin{array}{cc}
\frac{\xi}{\gamma} & 0 \\
a \xi & -\frac{1}{\gamma}+a \gamma
\end{array}\right) \geqslant\left(\begin{array}{cc}
\frac{\xi}{2 \gamma} & 0 \\
0 & -\frac{1}{\gamma}+a \gamma-\frac{a^{2} \gamma \xi}{2}
\end{array}\right)
$$

Using that $a \gamma^{2} \geqslant 4$, we get for $\xi \in[\lambda, \Lambda]$ that

$$
-\frac{1}{\gamma}+a \gamma\left(1-\frac{a \xi}{2}\right) \geqslant-\frac{1}{\gamma}+\frac{a \gamma}{2} \geqslant \frac{a \gamma}{4} .
$$

Moreover, since $c^{2} \leqslant a / 4$,

$$
\frac{1}{2}\left(\begin{array}{ll}
1 & 0  \tag{23}\\
0 & a
\end{array}\right) \leqslant\left(\begin{array}{ll}
1 & c \\
c & a
\end{array}\right) \leqslant \frac{3}{2}\left(\begin{array}{ll}
1 & 0 \\
0 & a
\end{array}\right)
$$

and thus, for $\xi \in[\lambda, \Lambda]$,

$$
\left(\begin{array}{ll}
1 & c \\
c & a
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
\xi & \gamma
\end{array}\right) \geqslant\left(\begin{array}{cc}
\frac{\lambda}{2 \gamma} & 0 \\
0 & \frac{a \gamma}{4}
\end{array}\right) \geqslant \frac{2}{3} \min \left(\frac{\lambda}{2 \gamma}, \frac{\gamma}{4}\right)\left(\begin{array}{ll}
1 & c \\
c & a
\end{array}\right)=\frac{\lambda}{3 \gamma}\left(\begin{array}{ll}
1 & c \\
c & a
\end{array}\right),
$$

where we used that $\gamma^{2} \geqslant 4 \Lambda \geqslant 2 \lambda$.
Proof of Proposition 4. The Jacobian matrix of the drift is

$$
J_{b}(x, y)=\left(\begin{array}{cc}
0 & I_{n} \\
-\nabla^{2} U(x) & -\gamma I_{n}
\end{array}\right)
$$

If $\xi(x)$ is an eigenvalue of $\nabla^{2} U(x)$ for $x \in \mathbb{R}^{n}$ then, by diagonalising $\nabla^{2} U(x)$, we see that $-\gamma / 2 \pm \sqrt{\gamma^{2} / 4-\xi(x)}$ (possibly complex) are eigenvalues of $J_{b}(x, y)$ for all $y \in \mathbb{R}^{n}$. In particular, if there does not exist a $\lambda>0$ such that $\nabla^{2} U(x) \geqslant \lambda I_{n}$ for all $x \in \mathbb{R}^{n}$ then the supremum over $x, y \in \mathbb{R}^{n}$ of the real parts of the eigenvalues of $J_{b}(x, y)$ is non-negative. As noticed at the beginning of Section 2.1, this proves that $\operatorname{Cont}_{R}(M, \rho)$ cannot hold whatever $\rho>0, M \in \mathcal{M}_{2 n, 2 n}^{s y>0}(\mathbb{R})$. The first point of the proposition is proven.

We turn to the proof of the third point of the proposition, assuming that (21) holds with $\sqrt{\Lambda}-\sqrt{\lambda}<\gamma$. From Lemma 5, we consider $a, c \in \mathbb{R}$ such that $c^{2}<a$ and 22) holds. Let

$$
M=\left(\begin{array}{cc}
I_{n} & c I_{n} \\
c I_{n} & a I_{n}
\end{array}\right), \quad N_{n}(\xi)=\left(\begin{array}{cc}
0 & -I_{n} \\
\xi I_{n} & \gamma I_{n}
\end{array}\right) .
$$

Then, $M$ and $M N_{n}(\xi)$ are positive definite for $\xi \in\{\lambda, \Lambda\}$. In particular, there exists $\rho>0$ such that $M N_{n}(\xi) \geqslant \rho M$ for $\xi \in\{\lambda, \Lambda\}$. Let us prove that $M J_{b}(x, y) \leqslant-\rho M$ for all $(x, y) \in \mathbb{R}^{2 n}$, which will conclude the proof. Fix $(x, y) \in \mathbb{R}^{2 n}$. Let $\mathcal{O}^{\prime}$ be an orthonormal $n \times n$ matrix such that $\left(\mathcal{O}^{\prime}\right)^{T} \nabla^{2} U(x) \mathcal{O}^{\prime}$ is diagonal, and

$$
\mathcal{O}=\left(\begin{array}{cc}
\mathcal{O}^{\prime} & 0 \\
0 & \mathcal{O}^{\prime}
\end{array}\right)
$$

Then, $M J_{b}(x, y) \leqslant-\rho M$ if and only if $\mathcal{O}^{T} M \mathcal{O} \mathcal{O}^{T} J_{b}(x, y) \mathcal{O} \leqslant-\rho \mathcal{O}^{T} M \mathcal{O}$. For $i \in \llbracket 1, n \rrbracket$, let $R_{i} \in \mathcal{M}_{2,2 n}(\mathbb{R})$ be the matrix associated to $(x, y) \mapsto\left(x_{i}, y_{i}\right)$. Then,

$$
\mathcal{O}^{T} M \mathcal{O}=M=\sum_{i=1}^{n} R_{i}^{T}\left(\begin{array}{ll}
1 & c \\
c & a
\end{array}\right) R_{i}, \quad \mathcal{O}^{T} J_{b}(x, y) \mathcal{O}=-\sum_{i=1}^{n} R_{i}^{T} N_{1}\left(\xi_{i}\right) R_{i}
$$

where $\left(\xi_{i}\right)_{i \in \llbracket 1, n \rrbracket}$ are the eigenvalues of $\nabla^{2} U(x)$. Since (21) holds, for all $i \in \llbracket 1, n \rrbracket$ there exists $p_{i} \in[0,1]$ such that $\xi_{i}=p_{i} \lambda+\left(1-p_{i}\right) \Lambda$, and thus

$$
\sum_{i=1}^{n} R_{i}^{T} N_{1}\left(\xi_{i}\right) R_{i}=\sum_{i=1}^{n} R_{i}^{T}\left(p_{i} N_{1}(\lambda)+\left(1-p_{i}\right) N_{1}(\Lambda)\right) R_{i} \geqslant \rho M
$$

The proof of the fourth point of the proposition is the same, using the second part of Lemma 5 and (23).

Finally, we prove the second point of the proposition. Working by contraposition, we suppose that $\operatorname{Cont}_{R}(M, \rho)$ holds for some $\rho>0$ and $M \in \mathcal{M}_{2 n, 2 n}^{s y m>0}(\mathbb{R})$ for a potential $U \in$ $\mathcal{C}^{2}\left(\mathbb{R}^{n}\right)$ such that 20 ) holds for some $x, x^{\prime} \in \mathbb{R}^{n}$. For $i \in \llbracket 1, n \rrbracket$, notice that $R_{i} J_{b}(x, 0)=$ $N_{1}(\lambda) R_{i}$ and $R_{i} J_{b}\left(x^{\prime}, 0\right)=N_{1}(\Lambda) R_{i}$. Applying $\operatorname{Cont}_{R}(M, \rho)$ at the points $z=(x, 0)$ and $z=\left(x^{\prime}, 0\right)$ and denoting, for $i \in \llbracket 1, n \rrbracket, M_{i}=R_{i} M R_{i}^{T}$, which is a $2 \times 2$ symmetric positive definite matrix, we see that necessarily $M_{i} N_{1}(\xi) \geqslant \rho M_{i}$ for both $\xi \in\{\lambda, \Lambda\}$, which from Lemma 5 proves that $\sqrt{\Lambda}-\sqrt{\lambda}<\gamma$.

### 3.2 Chains of oscillators

Let us apply Proposition 4 for potentials of the form (18). We start with the pinned case with a convex pinning potential, which is less interesting but simpler than the unpinned case.

Proposition 6. Let $V, F \in \mathcal{C}^{\infty}\left(\mathbb{R}^{p}\right)$ with bounded Hessians and $F$ even. Assume that $\nabla^{2} F \geqslant$ $-\kappa I_{p}$ for some $\kappa \geqslant 0$ and that $\nabla^{2} V \geqslant(\lambda+4 \kappa) I_{p}$ for some $\lambda>0$. Then for all $N \in \mathbb{N}$ the potential $U \in \mathcal{C}^{\infty}\left(\mathbb{R}^{p N}\right)$ given by (18) satisfies (21) with this value of $\lambda$ and with $\Lambda=$ $\left\|\nabla^{2} V\right\|_{\infty}+4\left\|\nabla^{2} F\right\|_{\infty}$.

As a consequence, if $\gamma \geqslant 2 \sqrt{\Lambda}$, for all $N \in \mathbb{N}$ the drift of the process (17) satisfies $\operatorname{Cont}_{R}(M, \rho)$ with $\rho=\lambda /(3 \gamma)$ and a matrix $M$ which satisfies $\min \left(1, \Lambda^{-1}\right) / 2 \leqslant M \leqslant 3 / 2 \max \left(1, \Lambda^{-1}\right)$.

Proof. For $u, x \in \mathbb{R}^{p N}$,

$$
u \cdot \nabla^{2} U(x) u=\sum_{i=1}^{N} u_{i} \nabla^{2} V\left(x_{i}\right) u_{i}+\sum_{i=1}^{N-1}\left(u_{i}-u_{i+1}\right) \cdot \nabla^{2} F\left(x_{i}-x_{i+1}\right)\left(u_{i}-u_{i+1}\right),
$$

so that the result follows from bounding $\left|u_{i}-u_{i+1}\right|^{2} \leqslant 2\left|u_{i}\right|^{2}+2\left|u_{i+1}\right|^{2}$ for all $i \in \llbracket 1, N-1 \rrbracket$ and applying Proposition 4.

The main point of this result is that the condition $\gamma \geqslant 2 \sqrt{\Lambda}, \rho$ and the condition number of $M$ are independent from $N$. In particular, applying Theorem 1 and using the equivalence of $|\cdot|$ and $\|\cdot\|_{M}$, along the dynamics 18$)$, the standard Euclidean Wasserstein distances are contracted in a time $t$ by a factor $3 \max \left(\Lambda, \Lambda^{-1}\right) e^{-\rho t}$. Applying Proposition 3, the process admits a unique invariant measure which satisfies a log-Sobolev inequality, with a constant independent from $N$ provided the temperatures $T_{i}$ 's are bounded uniformly in $N$.

Now we consider the unpinned case, i.e. we suppose that $V=0$. It is clear that even if $F$ is strongly convex then $U$ given by (18) cannot be strongly convex (and thus, from Proposition 4, a contraction cannot hold) due to the invariance by the translation of the center of mass. More precisely, $U(x+z)=U(x)$ for all $z$ in the kernel of the orthogonal projector $\Pi$ given by $\Pi x=\left(x_{1}-\bar{x}, \ldots, x_{N}-\bar{x}\right)$ with $\bar{x}=N^{-1} \sum_{i=1}^{N} x_{i}$ and the decomposition $x=\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{p}\right)^{N}$. In fact in the unpinned case we are not interested in the full process $(X, Y)=\left(X_{i}, Y_{i}\right)_{i \in \llbracket 1, N \rrbracket}$ but in the centered process seen from its center of mass, $(\Pi X, \Pi Y)$, which is a process on the image of $\Pi$. The simplest way to enter the framework of the rest of our work is to consider a $p(N-1) \times p N$ matrix $Q$ with $\operatorname{Ker} Q=\operatorname{Ker} \Pi$ and such that the restriction of $Q$ on the image of $\Pi$ is an orthonormal isometry. Notice that then $Q^{T}$ is the $p N \times p(N-1)$ matrix such that the restriction of $Q^{T} Q$ to $\operatorname{Im} \Pi$ is the identity. Set $\left(X^{c}, Y^{c}\right)=(Q X, Q Y)$, which is now a process on $\mathbb{R}^{p(N-1)}$, isometric to $(\Pi X, \Pi Y)$, so that all results of Wasserstein contraction, invariant measure, functional inequalities etc. immediately transfer from $\left(X^{c}, Y^{c}\right)$ to $(\Pi X, \Pi Y)$. From now on we focus on $\left(X^{c}, Y^{c}\right)$, which solves

$$
\left\{\begin{align*}
\mathrm{d} X_{t}^{c} & =Y_{t}^{c} \mathrm{~d} t  \tag{24}\\
\mathrm{~d} Y_{t}^{c} & =-Q \nabla U\left(Q^{T} X_{t}^{c}\right) \mathrm{d} t-\gamma Y_{t}^{c} \mathrm{~d} t+\tilde{\Sigma} \mathrm{d} \tilde{W}_{t}
\end{align*}\right.
$$

where $\tilde{\Sigma}$ is a constant matrix and $\tilde{W}$ is a standard Brownian motion on $\mathbb{R}^{p(N-1)}$. Since $Q \nabla U\left(Q^{T} x\right)=\nabla U^{c}(x)$ with $U^{c}(x)=U\left(Q^{T} x\right)$, we get that the drift of $\left(X^{c}, Y^{c}\right)$ is of the form (16) but with $U$ replaced by $U^{c}$.

Proposition 7. Let $F \in \mathcal{C}^{\infty}\left(\mathbb{R}^{p}\right)$ be an even potential with bounded Hessian. Assume that $\nabla^{2} F \geqslant \kappa I_{p}$ for some $\kappa>0$. Let $N \geqslant 2, U$ be given by (18) with $V=0$, and $U^{c}$ be defined as above with some matrix $Q$. Then, $U^{c}$ satisfies (21) with $\lambda=\kappa / N^{2}$ and $\Lambda=4\left\|\nabla^{2} F\right\|_{\infty}$.

As a consequence, if $\gamma \geqslant 2 \sqrt{\Lambda}$, for all $N \in \mathbb{N}$ the drift of the process (24) satisfies $\operatorname{Cont}_{R}(M, \rho)$ with $\rho=\kappa /\left(3 \gamma N^{2}\right)$ and a matrix $M$ which satisfies $\min \left(1, \Lambda^{-1}\right) / 2 \leqslant M \leqslant$ $3 / 2 \max \left(1, \Lambda^{-1}\right)$.

Proof. Since $\nabla^{2} U^{c}(x)=Q \nabla^{2} U\left(Q^{T} x\right) Q^{T}$ and $Q^{T}$ is an isometry from $\mathbb{R}^{p(N-1)}$ to $\operatorname{Im} \Pi=\{u \in$ $\left.\mathbb{R}^{p N}, \bar{u}=0\right\}$, this is equivalent to prove that for all $u, x \in \mathbb{R}^{p N}$ with $\bar{u}=0$,

$$
\frac{\kappa}{N^{2}}|u|^{2} \leqslant u \cdot \nabla^{2} U(x) u \leqslant 4\left\|\nabla^{2} F\right\|_{\infty}|u|^{2} .
$$

Since

$$
u \cdot \nabla^{2} U(x) u=\sum_{i=1}^{N-1}\left(u_{i}-u_{i+1}\right) \cdot \nabla^{2} F\left(x_{i}-x_{i+1}\right)\left(u_{i}-u_{i+1}\right)
$$

the upper bound on $\nabla^{2} U^{c}$ is similar to the proof of Proposition 6 and the lower bound follows from the lower bound on $\nabla^{2} F$ and the spectral gap of the discrete Laplacian on $\llbracket 1, N \rrbracket$, see [31, Proposition 17].

As in the pinned case, the condition $\gamma \geqslant 2 \sqrt{\Lambda}$ on the friction and the condition number of $M$ does not depend on $N$, however now the contraction rate $\lambda$ is of order $1 / N^{2}$. This is
sharp as can be seen on the Gaussian case with $F(x)=|x|^{2}$. Using the equivalence of $|\cdot|$ and $\|\cdot\|_{M}$ yields a contraction of the standard Wasserstein distances, with an additional factor $3 \max \left(\Lambda, \Lambda^{-1}\right)$.

In a more general case (19), the results and the proof are the same but the spectral gap of the Laplacian on the discrete line has to be replaced by the spectral gap of the Laplacian of the graph of interactions, as in [31] in the overdamped case.

## 4 Application to generalised Langevin diffusions

### 4.1 Definition of the processes

The objective of Section 4 is to extend the contraction results of [9, 11, 12] to the case of the generalised Langevin diffusions, in the sense of the Markov processes $Z=(X, Y)$ on $\mathbb{R}^{n} \times \mathbb{R}^{p}$ that solves

$$
\left\{\begin{align*}
\mathrm{d} X_{t} & =A Y_{t} \mathrm{~d} t  \tag{25}\\
\mathrm{~d} Y_{t} & =-A^{T} \nabla U\left(X_{t}\right) \mathrm{d} t-B Y_{t} \mathrm{~d} t+\Sigma \mathrm{d} W_{t}
\end{align*}\right.
$$

with $A \in \mathcal{M}_{n, p}(\mathbb{R})$ (denoting by $\mathcal{M}_{k, \ell}(\mathbb{R})$ the set of real matrices with $k$ lines and $\ell$ columns), $B, \Sigma \in \mathcal{M}_{p, p}(\mathbb{R}), U \in \mathcal{C}^{2}\left(\mathbb{R}^{n}\right), W$ is a standard Brownian motion in dimension $p$ and $H^{T}$ stands for the transpose of a matrix $H$.

Let us emphasize that the goal is not simply to quantify the convergence toward equilibrium (for instance in the sense of the $\chi^{2}$ distance or of the relative entropy) of the process in a general case (which, for generalised Langevin diffusions, has been studied under some conditions in [36, 10, 37], and for the classical Langevin is the topic of an abundant literature) but to establish a much stronger contraction property under some restrictive conditions (although it turns out that the conditions on $B$ that we will consider are in fact more general than in [36, 10, (37). In particular, we won't try to prove that some generalised Langevin diffusions (25) converge to equilibrium faster than the usual Langevin diffusion, or even than the overdamped Langevin diffusion. Moreover, we will only consider the continuous-time process, although the case of a numerical scheme based on (25) can be treated in a similar way, as in 32 for the usual Langevin diffusion.

As already mentioned in the Introduction, the diffusion matrix $\Sigma$ does not play any role on the contraction property that is studied here. However, if

$$
\begin{equation*}
B+B^{T}=\Sigma \Sigma^{T} \tag{26}
\end{equation*}
$$

which is called a fluctuation-dissipation relation (as it relates the random fluctuation intensity with the dissipative friction, see [39, Section 15.2.2]) then, assuming that $\Sigma$ is symmetric positive (which we can always do without loss of generality, upon replacing $\Sigma$ by the symmetric square-root of $\Sigma^{T} \Sigma$, which doesn't change the law of the process (25), it is completely determined by $B$, and more precisely by the symmetric part of $B$. The condition (26) is equivalent to the fact that the Gaussian part of the diffusion, namely

$$
\begin{equation*}
\mathrm{d} Y_{t}=-B Y_{t}+\Sigma \mathrm{d} W_{t} \tag{27}
\end{equation*}
$$

admits the standard Gaussian measure on $\mathbb{R}^{p}$ as an invariant measure.
Our goal is to work in a framework that allows for cases where this Gaussian part is itself degenerated, in the sense that the symmetric part of $B$ is not positive definite (the positive definite case would correspond, when the fluctuation-dissipation condition (26) is satisfied, to the case where $\Sigma$ is invertible, and thus the process $(27)$ is elliptic). Indeed, the case where the symmetric part of $B$ is positive definite is not so different from the classical kinetic Langevin
diffusion (2) (which corresponds to $p=n$ and $A=B=I_{n}$ ). We will keep in mind the following example: $p=2 n$,

$$
A=\left(\begin{array}{ll}
I_{n} & 0
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{cc}
0 & -I_{n} \\
I_{n} & I_{n}
\end{array}\right) .
$$

In other words, in this case (and with the condition (26)), the Gaussian part 27 ) is itself a kinetic Langevin diffusion. Decomposing $Y=\left(Y_{1}, Y_{2}\right)$, the corresponding generalised Langevin diffusion thus solves

$$
\left\{\begin{aligned}
\mathrm{d} X_{t} & =Y_{1, t} \mathrm{~d} t \\
\mathrm{~d} Y_{1, t} & =-\nabla U\left(X_{t}\right) \mathrm{d} t+Y_{2, t} \mathrm{~d} t \\
\mathrm{~d} Y_{2, t} & =-Y_{1, \mathrm{t}} \mathrm{~d} t-Y_{2, t} \mathrm{~d} t+\mathrm{d} \tilde{W}_{t}
\end{aligned}\right.
$$

with $\tilde{W}$ standard Brownian motion of dimension $n$. This may be called an order 3 Langevin diffusion. More generally, for $K \geqslant 1$, we can consider the $K+1$ order Langevin diffusion, given by $p=K n$,

$$
A=\left(\begin{array}{llll}
I_{n} & 0 & \ldots & 0
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{ccccc}
0 & -I_{n} & 0 & \ldots & 0  \tag{28}\\
I_{n} & 0 & -I_{n} & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & I_{n} & 0 & -I_{n} \\
0 & \ldots & 0 & I_{n} & I_{n}
\end{array}\right)
$$

In this case, still with the condition (26), the corresponding diffusion is highly degenerated: a system of dimension $(K+1) n$ is driven by a random noise of dimension $n$ and, as this noise is only propagated between adjacent coordinates (i.e. from $Y_{i+1}$ to $Y_{i}$ ), Hörmander brackets of order $K$ have to be considered in order to span the full space [22].

The form of the $K+1$ order Langevin diffusion is reminiscent of the diffusions designed in [19]. That article was concerned with the following question: for a given Gaussian target law, which generalised Ornstein-Uhlenbeck process converges fastest to this equilibrium? Under a normalisation condition (more precisely: the trace of the diffusion matrix being fixed), the answer is given by some diffusions for which the rank of the diffusion matrix is 1 (in other words there is noise directly only on one variable). Of course, the situation is different to ours, since [19] worked within a given space, while the higher order Langevin diffusions are defined by adding new variables to the initial space $\mathbb{R}^{n}$.

### 4.2 Some motivations

The (usual) Langevin diffusion appears, among other contexts, in questions of effective dynamics: given a high-dimensional system following the Hamiltonian dynamics, under some conditions, the trajectory of one coordinate approximately follows a Langevin diffusion, see [39, Chapter 15]. The friction/dissipation part corresponds to the interaction between the low dimensional system and its environment. However, in many cases this (Markovian) approximation is not able to reproduce some dynamical properties of the motion. The Mori-Zwanzig formalism [44, 33] can lead to models with a non-Markovian friction (which corresponds to some memory effect of the environment in reaction to the influence of the small system), namely generalised Langevin equations of the form

$$
\ddot{x}_{t}=-\nabla U\left(x_{t}\right)-\int_{0}^{t} \Gamma(t-s) \dot{x}_{s} \mathrm{~d} s+F_{t}
$$

with a memory kernel $\Gamma: \mathbb{R}_{+} \rightarrow \mathcal{M}_{n, n}(\mathbb{R})$ and a Gaussian process $F$ whose covarince function is given, under the fluctuation-dissipation condition, by $\mathbb{E}\left(F_{s} F_{t}\right)=\Gamma(t-s)$ (the classical case corresponding to a Dirac mass at 0 for $\Gamma$ and a white noise for $F$ ). In the particular case where $\Gamma(t)=\lambda^{T} \exp (t C) \lambda$ for some $\lambda \in \mathcal{M}_{p, n}(\mathbb{R})$ and $C \in \mathcal{M}_{p, p}(\mathbb{R})$, the memory can be decomposed in a finite number of variables so that the diffusion with memory is equivalent to an enlarged Markovian system

$$
\left\{\begin{aligned}
\mathrm{d} X_{t} & =V_{t} \mathrm{~d} t \\
\mathrm{~d} V_{t} & =-\nabla U\left(X_{t}\right) \mathrm{d} t+\lambda^{T} S_{t} \mathrm{~d} t \\
\mathrm{~d} S_{t} & =-\lambda V_{t}-C S_{t} \mathrm{~d} t+\Sigma \mathrm{d} W_{t}
\end{aligned}\right.
$$

with $\Sigma=\left(C+C^{T}\right)^{1 / 2}$. The log-density of the invariant measure is then $U(x)+|v|^{2} / 2+|s|^{2} / 2$. We refer the reader to the recent works [24, 18] and references within for more details on this matter.

Note that the form (25) is slightly more general, in particular it does not require the auxiliary Gaussian variable $Y$ to be decomposed as a velocity $V$ and a memory $S$ which are independent at equilibrium. This slightly more general form is motivated by MCMC methods. The context is then the following: the goal is to estimate some expectations with respect to a law $\pi(\mathrm{d} x) \propto \exp (-U(x)) \mathrm{d} x$ on $\mathbb{R}^{n}$ for some $U$. To do so, one can design a Markov process $(X, Y)$ on an extended space $\mathbb{R}^{n} \times \mathbb{R}^{p}$ ergodic with respect to a law $\pi \otimes \nu$, for some marginal $\nu$ to be chosen by the user. One of the objectives is to design in that way processes that converge towards equilibrium faster than classical samplers (Metropolis-Hastings walk, overdamped Langevin diffusion...) that are typically reversible. Adding auxiliary variables gives systematic ways to design non-reversible samplers. It can also be understood as a way to create non-Markovian processes $\left(X_{t}\right)_{t \geqslant 0}$ that are still ergodic with respect to the measure $\pi$. Indeed, the Markov property, useful in order to have a correct definition of the algorithm and of ergodicity, becomes a drawback concerning the efficiency of the exploration: an explorer without any memory always comes back to the same places without learning from what it has already seen (in particular, at each step, a reversible process has always, by design, a non-zero probability to go back immediately to where it was at the previous step, which after immobility is the second worst way to explore), while convergence toward equilibrium is related to the speed at which a statistically representative sample of states has been explored. A wide class of such lifted MCMC methods is given by kinetic samplers, namely methods for which the auxiliary variable is the velocity $V=\mathrm{d} X / \mathrm{d} t$. This case historically traces back at least to the molecular dynamics of Adler and Wrainwright [2] based on Hamiltonian dynamics, leading to HMC methods [23, 34] (for Hamiltonian or Hybrid Monte Carlo). The Langevin diffusion belongs to this family, together with the more recent class of velocity jump process (for which the velocity $V$ is piecewise constant). We refer to [13, 32] for more details and references on this (still) very vivid topic.

From the viewpoint of lifted MCMC, equation (25) results from the following choices: the auxiliary marginal $\nu$ is a Gaussian distribution (and thus up to a linear change of variable we can assume it is a standard Gaussian) and, except for a term $-\nabla U$ which is also present in many other samplers, the evolution is given by an Ornstein-Uhlenbeck diffusion, namely the drift is linear and the diffusion matrix is constant. The goal is to keep the simulation of the process simple enough: the auxiliary variable being added purposely in order to improve the algorithm, the point is not to increase significantly the numerical cost of the simulation (which is still concentrated here in the computation of $\nabla U$ ) or the sources of errors. In particular, like in the case of the classical Langevin diffusion [32], a second order splitting integrator can be used, separating the part (27) (which can be sampled exactly) from the (symplectic)

Hamiltonian part $\dot{x}=A y, \dot{y}=-A^{T} \nabla U(x)$ with a Verlet scheme

$$
\begin{aligned}
y_{n+1 / 2} & =y_{n}-\frac{1}{2} \delta A^{T} \nabla U\left(x_{n}\right) \\
x_{n+1} & =x_{n}+\delta A y_{n+1 / 2} \\
y_{n+1} & =y_{n+1 / 2}-\frac{1}{2} \delta A^{T} \nabla U\left(x_{n+1}\right)
\end{aligned}
$$

where $\delta>0$ is the time-step (this part could be completed, like in HMC, with an accept/reject Metropolis step to correct the numerical bias due to time discretization).

Besides, without claiming to compare the efficiency for MCMC of the generalised Langevin diffusions 25) and HMC, let us make the following remark. One can consider the process $\left(X_{t}, Y_{t}\right)_{t \geqslant 0}$ on $\mathbb{R}^{n} \times \mathbb{R}^{p}$ that follows the deterministic flow

$$
\dot{x}_{t}=A y_{t}, \quad \dot{y}_{t}=-A^{T} \nabla U\left(x_{t}\right)
$$

and, at constant rate $\lambda$, get its auxiliary variable $Y$ partially refreshed by

$$
Y \leftarrow C Y+\left(1-C^{T} C\right)^{1 / 2} G
$$

for some $C \in \mathcal{M}_{p, p}(\mathbb{R})$ with $|C|<1$, where $G$ is a standard Gaussian variable on $\mathbb{R}^{p}$ independent from the past. This process is linked to the generalised Langevin diffusion in the same way the randomized HMC of [13] (which corresponds to the case $p=n$ and $C=\alpha I_{n}, \alpha \in[0,1)$ ) is linked to the usual Langevin diffusion (in particular, by taking $C=e^{-\delta B}$ and $\lambda=1 / \delta$, the former converges toward the latter as $\delta \rightarrow 0$ ). Actually, the process has the same advantage with respect to the classical HMC as the generalised Langevin diffusions with respect to the usual Langevin diffusion, namely they offer the possibility to introduce a memory effect that is richer than the one simply given by the velocity (but then, optimising the choice of $C$ to improve the efficiency of the process in term of MCMC algorithms is a difficult question, that we will not discuss here). This (piecewise deterministic) process is by some aspects quite close to the jump process studied in Section 2.3 (in particular for a quadratic $U$ ). It is clear that there can never be an almost sure contraction, since the energy $U(x)+|y|^{2} / 2$ is preserved along the deterministic flow, and for all $t \geqslant 0$ there is a non-zero probability that no jump has occurred during time $[0, t]$. Yet, by considering the synchronous coupling of two processes starting at two different initial conditions and taking the expectation of the square of their distances, it turns out that, similarly to [13] where the same computations are obtained for the HMC process as in [9, 11, 12] for the Langevin diffusion, the computations are the same as for a generalised Langevin diffusion (with a matrix $B=-\lambda C$ ). This means that a contraction of the $\mathcal{W}_{M, 2}$ distance for some $M$ can be established under the same assumptions in both cases. Yet, in the diffusion case, by Theorem 1, this contraction is equivalent to the contraction of the $\mathcal{W}_{M, \infty}$ distance, which does not hold for the piecewise deterministic process.

In relation with this, we mention that the almost sure contraction for the discrete-time HMC (where refreshment of the velocity occur at deterministic times) in the case where $U$ is convex with a bounded Hessian has been established in [28].

### 4.3 Contraction for generalised Langevin diffusions

Recall that the goal of this section is to give quantitative conditions under which $\operatorname{Cont}_{R}(M, \rho)$ holds for some $\rho>0$ for the Markov process $Z=(X, Y)$ on $\mathbb{R}^{n} \times \mathbb{R}^{p}$ which solves

$$
\left\{\begin{align*}
\mathrm{d} X_{t} & =A Y_{t} \mathrm{~d} t  \tag{29}\\
\mathrm{~d} Y_{t} & =-A^{T} \nabla U\left(X_{t}\right) \mathrm{d} t-\gamma B Y_{t} \mathrm{~d} t+\sqrt{\gamma} \Sigma \mathrm{d} W_{t}
\end{align*}\right.
$$

where $A \in \mathcal{M}_{n, p}(\mathbb{R}), B, \Sigma \in \mathcal{M}_{p, p}(\mathbb{R}), \gamma>0, U \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)$ with all its derivatives of order 2 or more bounded, and $W$ is a standard Brownian motion of dimension $p$. With respect to (25), we have added a scalar friction parameter $\gamma$. The goal is to have a simple way to state, for a given $B$, a condition of the form "provided the friction is high enough, ...", since we have seen in the previous section that such a restriction is already necessary in the case of the classical Langevin diffusion. For the same reason, we suppose that there exist $\lambda, \Lambda>0$ such that (21) holds. Notice that, in that case, assuming that $p=K n$ for some $K \geqslant 1$ and that $B$ and $A$ are constituted of $n \times n$ blocks which are homotheties, then the proof of Proposition 4 is straightforwardly adapted to the generalised case, and the question boils down to a linear algebra problem. However, in the following, we will not assume such a condition on $p, A$ and $B$.

It is also clear that, in order to get a contraction, the rank of $A$ necessarily has to be $n$ (and in particular $p \geqslant n$ ): otherwise, by considering some non-zero $x \in \operatorname{Ker}\left(A^{T}\right)$, we get that $(x, 0) \in \operatorname{Ker}\left(J_{b}^{T}(z)\right)$ for all $z \in \mathbb{R}^{d}$, so that 0 is an eigenvalue of $J_{b}(z)$ and a contraction cannot hold. Another way to see it is that, for such an $x, \mathrm{~d}\left(x \cdot X_{t}\right)=0$ for all $t \geqslant 0$ and thus, with a parallel coupling, $\left|x \cdot\left(X_{1, t}-X_{2, t}\right)\right|=\left|x \cdot\left(X_{1,0}-X_{2,0}\right)\right|$ for all $t \geqslant 0$.

Provided that the rank of $A$ is $n$, up to a change of variable $y \leftarrow Q y$ with an orthonormal transformation $Q$ that sends the kernel of $A$ to the $n-p$ last vectors of the canonical basis, we can suppose that $A=(\tilde{A}, 0, \ldots, 0)$ where $\tilde{A} \in \mathcal{M}_{n, n}(\mathbb{R})$ is invertible. Then, the change $x \leftarrow \tilde{A}^{-1} x$ enables to chose $A=\left(I_{n}, 0, \ldots, 0\right)$. The potential $U$ is then replaced by $x \mapsto U(\tilde{A} x)$, which does not change the fact that a condition (21) is satisfied, up to a modification of the values of $\lambda, \Lambda$. As a consequence, in the following, without loss of generality, we assume that $A=\left(I_{n}, 0, \ldots, 0\right)$.

It is also natural to require from $B$ that the Gaussian process (27) is stable, in other words that the real parts of the eigenvalues of $B$ are all positive (for $p=n=1$ it is clearly a necessary condition to get a contraction). According to [1, Lemma 2.11], this is equivalent to saying that there exist $N \in \mathcal{M}_{p, p}^{s y m>0}(\mathbb{R})$ and $\kappa>0$ such that $N B \geqslant \kappa N$.

As a summary, up to now we have argued that, in order to establish a contraction for the generalised Langevin process, without loss of generality, it is necessary to consider the following set of conditions:

Assumption 2. There exist $\lambda, \Lambda, \kappa>0$ and $N \in \mathcal{M}_{p, p}^{s y m>0}(\mathbb{R})$ such that $N B \geqslant \kappa N$ and (21) holds. Moreover, $p \geqslant n$ and $A=\left(I_{n}, 0, \ldots, 0\right)$.

However, without further assumptions on the structure of $B$, it is difficult to give explicit bounds at this level of generality. Indeed, to motivate additional assumptions, let us begin the computations to see how far we go just with Assumption 2.

Lemma 8. Under Assumption 2, let $a \in \mathcal{M}_{n, n}^{\text {sym>0 }}(\mathbb{R}), A^{-1} \in \mathcal{M}_{p, n}$ be a right inverse of $A$, $\theta_{1}, \theta_{2}, \alpha>0, \xi \in \mathbb{R}$,

$$
M=\left(\begin{array}{cc}
\gamma a & \left(A^{-1}\right)^{T} \\
A^{-1} & \gamma \alpha N
\end{array}\right)
$$

and $b$ be the drift of the process (29). Then, for all $(x, y) \in \mathbb{R}^{n+p}$,

$$
M J_{b}(x, y) \leqslant \max _{s \in\{\lambda, \Lambda\}}\left(\begin{array}{cc}
-s+\frac{(s-\xi)^{2}}{2 \theta_{1}}+\frac{1}{2 \theta_{2}} & 0 \\
0 & A^{-1} A+\gamma^{2}\left[\frac{\theta_{1} \alpha^{2}}{2} N A^{T} A N+\frac{\theta_{2}}{2} C^{T} C-\alpha \kappa N\right]
\end{array}\right)
$$

where $C=a A-\left(A^{-1}\right)^{T} B-\xi \alpha A N$.

Proof. To motivate the particular choice of $M$, let us first consider $M$ of the general form

$$
M=\left(\begin{array}{ll}
a^{\prime} & b \\
b^{T} & c
\end{array}\right), \quad a^{\prime} \in \mathcal{M}_{n, n}^{\text {sym>0 }}(\mathbb{R}), b \in \mathcal{M}_{n, p}(\mathbb{R}), c \in \mathcal{M}_{p, p}^{\text {sym>0 }}(\mathbb{R})
$$

Then,

$$
M J_{b}(x, y)=\left(\begin{array}{ll}
-b A^{T} \nabla^{2} U(x) & a^{\prime} A-\gamma b B \\
-c A^{T} \nabla^{2} U(x) & b^{T} A-\gamma c B
\end{array}\right) .
$$

The diagonal terms lead us to choose on the one hand $b=\beta\left(A^{-1}\right)^{T}$ with $\beta>0$ and $A^{-1} \in \mathcal{M}_{p, n}$ a right-inverse of $A$, and on the other hand $c=\alpha^{\prime} N$ for some $\alpha^{\prime}>0$. By homogeneity (i.e. the fact that multiplying $M$ by a positive constant has no effect on the contraction property we are interested in), we can chose $\beta=1$. Since we do not want to assume any particular relation between the eigenvectors of $\nabla^{2} U(x)$ for $x \in \mathbb{R}^{n}$ and the constant matrices $B, N$, we are also naturally lead to bound, introducing parameters $\xi \in \mathbb{R}$ and $\theta_{1}>0$, the diagonal term involving $\nabla^{2} U$ as

$$
\forall u \in \mathbb{R}^{n}, v \in \mathbb{R}^{p}, \quad\left|v \cdot N A^{T}\left(\nabla^{2} U(x)-\xi I_{n}\right) u\right| \leqslant \frac{\theta_{1}}{2}|A N v|^{2}+\frac{1}{2 \theta_{1}}\left|\left(\nabla^{2} U(x)-\xi I_{n}\right) u\right|^{2},
$$

in other words

$$
\left(\begin{array}{cc}
0 & 0 \\
-\alpha^{\prime} N A^{T} \nabla^{2} U(x) & 0
\end{array}\right) \leqslant\left(\begin{array}{cc}
\frac{1}{2 \theta_{1}}\left(\nabla^{2} U(x)-\xi I_{n}\right)^{2} & 0 \\
-\xi \alpha^{\prime} N A^{T} & \frac{\theta_{1}\left(\alpha^{\prime}\right)^{2}}{2} N A^{T} A N
\end{array}\right) .
$$

To sum up, with the choice $b=\left(A^{-1}\right)^{T}$ and $c=\alpha^{\prime} N$, we have obtained that, for all $\xi \in \mathbb{R}$ and $\theta_{1}>0$,

$$
M J_{b}(x, y) \leqslant\left(\begin{array}{cc}
-\nabla^{2} U(x)+\frac{1}{2 \theta_{1}}\left(\nabla^{2} U(x)-\xi I_{n}\right)^{2} & a^{\prime} A-\gamma\left(A^{-1}\right)^{T} B  \tag{30}\\
-\xi \alpha^{\prime} N A^{T} & \frac{\theta_{1}\left(\alpha^{\prime}\right)^{2}}{2} N A^{T} A N+A^{-1} A-\gamma \alpha^{\prime} \kappa N
\end{array}\right)
$$

Denoting $f(s, \theta, \xi)=-s+(s-\xi)^{2} /(2 \theta)$, which is convex in $s$, by diagonalizing $\nabla^{2} U(x)$ we see that for all $x \in \mathbb{R}^{n}$

$$
-\nabla^{2} U(x)+\frac{1}{2 \theta}\left(\nabla^{2} U(x)-\xi\right)^{2} \leqslant \max _{s \in[\lambda, \Lambda]} f(s, \theta, \xi)=\max _{s \in\{\lambda, \Lambda\}} f(s, \theta, \xi)
$$

Since we are interested in the large $\gamma$ regime, we chose $a^{\prime}=\gamma a$ and $\alpha^{\prime}=\gamma \alpha$ to ensure some homogeneity in $\gamma$, so that the diagonal term of the quadratic form associated to the right hand side of (30) is $u, v \mapsto \gamma u \cdot C v$. We bound this term as $\gamma u \cdot C v \leqslant|u|^{2} /\left(2 \theta_{2}\right)+\gamma^{2} \theta_{2}|C v|^{2} / 2$ for some $\theta_{2}>0$, which concludes.

Lemma 8 can serve as a preliminary result when trying to prove a contraction for a generalized Langevin process with some particular, explicit $B$. In the following, we add to Assumption 2 another condition in order to state a simple result for a class of matrices $B$ which contains the examples given by (28) and more generally many cases where $B$ is constituted of $n \times n$ homothety blocks, which is a natural practical case for lifted MCMC methods.

First, when $p>n$ and $A=\left(I_{n}, 0, \ldots, 0\right)$, it is natural to consider the decomposition

$$
B=\left(\begin{array}{ll}
B_{11} & B_{12}  \tag{31}\\
B_{21} & B_{22}
\end{array}\right)
$$

with $B_{11}, B_{12}, B_{21}$ and $B_{22}$ of respective sizes $n \times n, n \times(p-n),(p-n) \times n$ and $(p-n) \times$ $(p-n)$. We notice that a contraction for some $\rho>0$ for (29) necessarily requires $B_{22}$ to be
invertible. Indeed, otherwise, considering a non-zero element $u \in \mathbb{R}^{p-n}$ in the kernel of $B_{22}^{T}$, then $\left(-B_{21}^{T} u, 0, u\right)$ is in the kernel of $J_{b}(x, y)^{T}$ for all $(x, y) \in \mathbb{R}^{n, p}$, so that 0 is in the spectrum of $J_{b}(x, v)$ which, as we already noticed, prevents a contraction with $\rho>0$. Our additional condition is the following:

## Assumption 3.

- If $p>n$, considering the decomposition (31), we suppose that $B_{22}$ is invertible and that

$$
\begin{equation*}
E:=B_{11}-B_{12} B_{22}^{-1} B_{21} \tag{32}
\end{equation*}
$$

is a positive definite symmetric matrix. We write $D=B_{12} B_{22}^{-1}$.

- If $p=n$, we assume that $B$ is symmetric positive definite, and we write $D=0$ and $E=B$.

Under Assumption 2 and 3 we will denote by $h_{i}>0$ for $i \in \llbracket 1,5 \rrbracket$ some constants such that

$$
\begin{align*}
& N A^{T} A N \leqslant h_{1} N, \quad \frac{1}{h_{2}} I_{n} \leqslant E \leqslant h_{3} I_{n} \\
& \left(\begin{array}{cc}
I_{n} & -D \\
0 & 0
\end{array}\right) \leqslant h_{4} N, \quad\left(\begin{array}{cc}
I_{n} & -D \\
-D^{T} & 0
\end{array}\right) \leqslant h_{5} N \tag{33}
\end{align*}
$$

(with simply $I_{n} \leqslant h_{4} N$ and $h_{5}=h_{4}$ in the case $p=n$ ) whose existence is ensured by the fact that $N$ and $E$ are positive definite. In particular one can chose $h_{1}=\left|A N^{1 / 2}\right|^{2}, h_{2}=\left|E^{-1}\right|$ and $h_{3}=|E|$.

Let us show that Assumption 3 is satisfied in the case where $B$ is given by (28) for some $K \geqslant 2$. We check that, for $D=-\left(I_{n}, \ldots, I_{n}\right) \in \mathcal{M}_{n, p-n}, D B_{22}=B_{12}$, from which $E=I_{n}$. This computation is unchanged if we add to $B_{22}$ any matrix whose coefficients sum to zero on each column. More generally, notice that, if $B_{22}$ is invertible and $B$ is in the form of $n \times n$ homothety blocks, then $E$ is an homothety, in other words the problem boils down to the case $n=1$, the symmetric character is trivial and the assumption on $E$ only concerns its sign. In particular, all cases considered in [36, 10, 37] are covered by Assumption 3. Remark] ${ }^{2}$ that $E$ is a Schur complement of $B$ (see [8 for details), namely decomposing

$$
B^{-1}=\left(\begin{array}{ll}
\left(B^{-1}\right)_{11} & \left(B^{-1}\right)_{12} \\
\left(B^{-1}\right)_{21} & \left(B^{-1}\right)_{22}
\end{array}\right)
$$

similarly to $B$ then $E^{-1}=\left(B^{-1}\right)_{11}$ (see e.g. [8, Equation 3.4]).
Theorem 9. Under Assumptions 2 and 3, set

$$
\begin{equation*}
\gamma_{0}=2 \sqrt{\frac{h_{1} \Lambda}{\kappa}} \max \left(\sqrt{h_{2} h_{5}}, \sqrt{\frac{h_{4}}{\kappa}}\right) . \tag{34}
\end{equation*}
$$

If $\gamma \geqslant \gamma_{0}$, then the drift of the process (29) satisfies $\operatorname{Cont}_{R}(M, \rho)$ with

$$
\begin{equation*}
\rho=\min \left(\frac{\lambda}{3 h_{3} \gamma}, \frac{\gamma \kappa}{6}\right) \tag{35}
\end{equation*}
$$

where $M$ is an explicit matrix such that

$$
\frac{1}{2}\left(\begin{array}{cc}
E & 0 \\
0 & \frac{\kappa}{\Lambda h_{1}} N
\end{array}\right) \leqslant M \leqslant \frac{3}{2}\left(\begin{array}{cc}
E & 0 \\
0 & \frac{\kappa}{\Lambda h_{1}} N
\end{array}\right)
$$

[^1]
## Remarks:

- In the case of the usual Langevin diffusion (for which $E=N=A=B=I_{n}$ ), this proposition shows that there is a contraction for $\gamma \geqslant 2 \sqrt{\Lambda}$. Considering that we have proven in Proposition 4 that Assumption 2 could be satisfied while no contraction holds if, in particular, $\Lambda-\lambda \geqslant \gamma(\sqrt{\Lambda}+\sqrt{\lambda})$, we see that Theorem (9) is relatively sharp, at least away from the regime $\lambda \simeq \Lambda$. Incidentally, in order to deal with the situation $\lambda \simeq \Lambda$, one can show that, for any values of $\Lambda$ and $\gamma$, there is a contraction if $\lambda$ is close enough to $\Lambda$. Indeed, it is possible to prove that $\operatorname{Cont}_{R}(M, \rho)$ holds for a given couple $(M, \rho)$ with $\rho>0$ in the Gaussian case $U(x)=\Lambda|x|^{2} / 2$, and then to treat the case $\lambda \simeq \Lambda$ as a perturbation, namely

$$
\begin{aligned}
J_{b}(x, y) M & \leqslant-\rho M+\left(\begin{array}{cc}
0 & 0 \\
-A^{T}\left(\nabla^{2} U(x)-\Lambda\right) & 0
\end{array}\right) M \\
& \leqslant-\left(\rho-(\Lambda-\lambda)\left|M^{1 / 2}\right|\left|M^{-1 / 2}\right|\right) M
\end{aligned}
$$

We will not detail this case.

- As $\gamma \rightarrow+\infty, \rho$ scales as $1 / \gamma$, which is well-known in the classical Langevin case and is related to the fact that time has to be accelerated by a factor $\gamma$ for the process to converge to a non-degenerate overdamped limit in this regime. Moreover, as already mentioned in the standard Langevin case, $\lambda$ and $B$ (hence $\kappa$ ) being fixed, as $\gamma \rightarrow+\infty$ and time is accelerated by a factor $\gamma$, we see that $\Lambda$ may take larger and larger values while $\rho \gamma$ converges to $\lambda /\left(3 h_{3}\right)$, which is consistent with the fact that, for the overdamped process, there is a contraction with $\rho=\lambda$ as soon as $U$ is convex, without the constraint that $\nabla^{2} U$ has to be bounded.

Proof. The goal is to chose, in Lemma 8, the matrix $a$ so that $C=0$. Indeed, afterwards, it is clear that the bound on $M J_{b}$ can be made negative by choosing, first, $\theta_{1}$ sufficiently high, then $\alpha$ sufficiently small, then $\gamma$ sufficiently large (which will also ensure that $M$ is positive definite). We simply chose $\xi=0$, consider a right inverse of $A$ of the form $A^{-1}=\left(I_{n}-D\right)^{T}$ with $D$ as in Assumption 3 (simply $A^{-1}=A=I_{n}$ if $p=n$ ) and set $a=\left(A^{-1}\right)^{T} B A^{-1}$. With this choice,

$$
\begin{aligned}
C=a A-\left(A^{-1}\right)^{T} B & =\left(A^{-1}\right)^{T} B\left(A^{-1} A-I_{p}\right) \\
& \left.=\left(\left(D B_{22}-B_{12}\right) D^{T} \quad D B_{22}-B_{12}\right)\right)=0
\end{aligned}
$$

since $D B_{22}=B_{12}($ when $p=n, C=B-B=0)$. Moreover,

$$
a=B_{11}-D B_{21}+\left(D B_{22}-B_{12}\right) D^{T}=E,
$$

which under Assumption 3 is positive definite (also in the case $p=n$ with $a=B$ ). As a consequence, applying Lemma 8 with $A^{-1}=\left(I_{n}-D\right)^{T}, a=E, \xi=0, \theta_{2}$ arbitrarily large (since $C=0$ ), we get that for all $(x, y) \in \mathbb{R}^{n+p}$ and all $\theta_{1}>0$

$$
M J_{b}(x, y) \leqslant \max _{s \in\{\lambda, \Lambda\}}\left(\begin{array}{cc}
-s\left(1-\frac{s}{2 \theta_{1}}\right) I_{n} & 0 \\
0 & A^{-1} A+\gamma^{2}\left[\frac{\theta_{1} \alpha^{2}}{2} N A^{T} A N-\alpha \kappa N\right]
\end{array}\right) .
$$

Choosing $\theta_{1}=\Lambda$, we get

$$
M J_{b}(x, y) \leqslant\left(\begin{array}{cc}
-\frac{\lambda}{2} I_{n} & 0 \\
0 & \left(h_{4}+\gamma^{2} \alpha\left[\frac{\Lambda \alpha}{2} h_{1}-\kappa\right]\right) N
\end{array}\right) .
$$

Choosing $\alpha=\kappa /\left(\Lambda h_{1}\right)$ and assuming that $\gamma^{2} \geqslant \gamma_{0}^{2} \geqslant 4 h_{4} /(\kappa \alpha)$, this means

$$
M J_{b}(x, y) \leqslant-\left(\begin{array}{cc}
\frac{\lambda}{2} I_{n} & 0 \\
0 & \frac{\gamma^{2} \alpha \kappa}{4} N
\end{array}\right) \leqslant-\frac{3}{2} \rho\left(\begin{array}{cc}
\gamma a & 0 \\
0 & \gamma \alpha N
\end{array}\right)
$$

with $\rho$ given by (35). Let us prove that, provided $\gamma$ is large enough, the matrix $M$ given in Lemma 8 satisfies

$$
\frac{1}{2}\left(\begin{array}{cc}
\gamma a & 0  \tag{36}\\
0 & \gamma \alpha N
\end{array}\right) \leqslant M \leqslant \frac{3}{2}\left(\begin{array}{cc}
\gamma a & 0 \\
0 & \gamma \alpha N
\end{array}\right)
$$

This will concludes the proof (replacing $M$ by $M / \gamma$ ), since we will have obtained that $M$ is positive definite and that $M J_{b}(x, y) \leqslant-\rho M$ for all $(x, y) \in \mathbb{R}^{n+p}$. Now, for all $x \in \mathbb{R}^{n}, y \in \mathbb{R}^{p}$ and $\theta^{\prime}>0$,

$$
2\left|y \cdot A^{-1} x\right| \leqslant \theta^{\prime}|x|^{2}+\frac{1}{\theta^{\prime}}\left|\left(A^{-1}\right)^{T} y\right|^{2} \leqslant \theta^{\prime} h_{2} x \cdot a x+\frac{h_{5}}{\theta^{\prime}} y \cdot N y .
$$

The inequalities (36) thus hold if

$$
2 \theta^{\prime} h_{2} \leqslant \gamma \quad \text { and } \quad \frac{2 h_{5}}{\theta^{\prime}} \leqslant \gamma \alpha=\frac{\gamma \kappa}{\Lambda h_{1}} .
$$

These two constraints on $\gamma$ are the same when $\left(\theta^{\prime}\right)^{2}=h_{1} h_{5} \Lambda /\left(h_{2} \kappa\right)$ and read in this case $\gamma \geqslant 2 \sqrt{h_{1} h_{2} h_{5} \Lambda / \kappa}$.

## 4.4 $L^{2}$ hypocoercivity

In this section, we consider the process (29) in the case where the fluctuation-dissipation condition (26) holds, and under Assumptions 2 and 3 with $\gamma \geqslant \gamma_{0}$ (given by Theorem 9). The measure $\mu_{\infty}$ with density proportional to $\exp (-H(x, y))$ with $H(x, y)=U(x)+|y|^{2} / 2$ is then the unique invariant measure of the process. Indeed, its generator can be decomposed as $\mathcal{L}=\mathcal{L}_{\text {Ham }}+\gamma \mathcal{L}_{B}$ with

$$
\mathcal{L}_{H a m} f=(A y) \cdot \nabla_{x} f-\left(A^{T} \nabla U(x)\right) \cdot \nabla_{y} f, \quad \mathcal{L}_{B}=-(B y) \cdot \nabla_{y} f+\frac{1}{2} \nabla_{y} \cdot\left(\Sigma \Sigma^{T} \nabla_{y} f\right)
$$

where $\nabla \cdot$ stands for the divergence operator. Then $\mathcal{L}_{\text {Ham }} H(x, y)=0$ for all $(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{p}$, and thus any probability density that is a function of $H$ is invariant for $\mathcal{L}_{\text {Ham }}$. Integrating by part, we see that $\nu \otimes \mathcal{N}\left(0, I_{p}\right)$ is invariant by $\mathcal{L}_{B}$ for all $\nu \in \mathcal{P}\left(\mathbb{R}^{n}\right)$. Uniqueness is a consequence of the contraction, see Proposition 3 .

The goal of this section is to establish the exponentially fast convergence of $\left\|P_{t}-\mu_{\infty}\right\|_{L^{2}\left(\mu_{\infty}\right)}$ toward 0 as $t \rightarrow+\infty$. The uniform convexity of $U$ (and thus of $H$ ) implies that $\mu_{\infty}$ satisfies a Poincaré inequality with constant $1 / \min (1, \lambda)$ (see [5, Proposition 4.8.1]), so that

$$
\begin{aligned}
\left\|P_{t} f-\mu_{\infty} f\right\|_{L^{2}\left(\mu_{\infty}\right)}^{2} & \leqslant \frac{|M|}{\min (1, \lambda)} \int_{\mathbb{R}^{n+p}}\left\|\nabla P_{t} f\right\|_{M^{-1}}^{2} \mathrm{~d} \mu_{\infty} \\
& \leqslant \frac{|M|}{\min (1, \lambda)} e^{-2 \rho(t-s)} \int_{\mathbb{R}^{n+p}}\left\|\nabla P_{s} f\right\|_{M^{-1}}^{2} \mathrm{~d} \mu_{\infty}
\end{aligned}
$$

for all $s \in[0, t]$, where $M$ and $\rho$ are given by Theorem 9 and we used Theorem 1. In order to conclude, we could check that [31, Theorem 9] applies in order to get that there exist (explicit) $C>0$ and $k \in \mathbb{N}_{*}$ such that, for all $s>0$ and $f \in L^{2}\left(\mu_{\infty}\right)$,

$$
\int_{\mathbb{R}^{n+p}}\left\|\nabla P_{s} f\right\|_{M^{-1}}^{2} \mathrm{~d} \mu_{\infty} \leqslant \frac{C}{\left(1-e^{-s}\right)^{k}}\left\|f-\mu_{\infty} f\right\|_{L^{2}\left(\mu_{\infty}\right)}^{2}
$$

This would give an estimate of the form

$$
\left\|P_{t}-\mu_{\infty}\right\|_{L^{2}\left(\mu_{\infty}\right)} \leqslant C^{\prime} e^{-\rho t}
$$

with the rate $\rho$ given by the almost sure convergence. However, for highly degenerated diffusions, [31, Theorem 9] yields a constant $C$ which is possibly very bad, see for instance [19]. For this reason, we will rather follow the strategy used in [13], which does not rely on a regularisation property, but rather on the fact that the dual $\mathcal{L}^{*}$ of $\mathcal{L}$ in $L^{2}\left(\mu_{\infty}\right)$ has a structure that is close to $\mathcal{L}$.

Proposition 10. Under Assumptions 2 and 3, let $h_{i}^{\prime}>0$ for $i \in \llbracket 1,5 \rrbracket$ be such that (33) are satisfied with $N$ and $B$ replaced by $N^{-1}$ and $B^{T}$, and let $\gamma_{0}^{\prime}$ be given by (34) with the $h_{i}$ replaced by the $h_{i}^{\prime}$. Suppose that $\gamma \geqslant \max \left(\gamma_{0}, \gamma_{0}^{\prime}\right)$. Then, for all $t \geqslant 0$,

$$
\left\|P_{t}-\mu_{\infty}\right\|_{L^{2}\left(\mu_{\infty}\right)} \leqslant \sqrt{3\left|N^{-1} \| N\right|} e^{-\rho t}
$$

where $\rho$ is given by (35).
Remark: of course, this convergence in $L^{2}$ is weaker than the contraction of Theorem 9, in the sense that we expect it to hold for some rate $\rho>0$ and a prefactor in much a more general case, particularly without any restriction on $\gamma$ and with $U$ which is not convex but simply such that $\exp (-U)$ satisfies a Poincaré inequality, see for instance [10, 36, 37].

Proof. We compute $\mathcal{L}^{*}$. As a first order differential operator that leaves $\mu_{\infty}$ invariant, $\mathcal{L}_{\text {Ham }}$ is necessarily skew-symmetric $\left(\mathcal{L}_{\text {Ham }}^{*}=-\mathcal{L}_{\text {Ham }}\right)$, since, for $f, g \mathcal{C}^{\infty}$ with compact support,

$$
0=\int_{\mathbb{R}^{n+p}} \mathcal{L}_{H a m}(f g) \mathrm{d} \mu_{\infty}=\int_{\mathbb{R}^{n+p}} f \mathcal{L}_{H a m} g \mathrm{~d} \mu_{\infty}+\int_{\mathbb{R}^{n+p}} g \mathcal{L}_{H a m} f \mathrm{~d} \mu_{\infty}
$$

Integrating by parts, (see also [19]) we check that $\mathcal{L}_{B}^{*}=\mathcal{L}_{B^{T}}$. In other words, $\mathcal{L}^{*}$ is the generator of the process $\left(X_{t}^{*}, Y_{t}^{*}\right)_{t \geqslant 0}$ that solves

$$
\left\{\begin{aligned}
\mathrm{d} X_{t}^{*} & =-A Y_{t}^{*} \mathrm{~d} t \\
\mathrm{~d} Y_{t}^{*} & =A^{T} \nabla U\left(X_{t}^{*}\right) \mathrm{d} t-\gamma B^{T} Y_{t}^{*} \mathrm{~d} t+\sqrt{\gamma} \Sigma \mathrm{d} W_{t}
\end{aligned}\right.
$$

so that $\left(X_{t}^{*},-Y_{t}^{*}\right)_{t \geqslant 0}$ is a solution of (29) where we have simply substituted $B$ by $B^{T}$. Consider the associated semigroup $R_{t}=Q\left(P_{t}\right)^{*} Q$, where $Q$ is the operator $Q f(x, y)=f(x,-y)$. Let us show that Assumptions 2 and 3 are also satisfied in this case. The fact that $N B \geqslant \kappa N$ is equivalent to $N^{-1} B^{T} \geqslant \kappa N^{-1}$. The conditions on $U$ and $A$ are unchanged. Finally, the matrix $C$ defined by (32) is replaced by $C^{T}$, which by assumption is equal to $C$ and is positive definite. As a consequence, Assumptions 2 and 3 hold and we have simply replaced $N$ by $N^{-1}$. Theorem 9 thus applies to $\left(R_{t}\right)_{t \geqslant 0}$ with the $h_{i}$ replaced by the $h_{i}^{\prime}$ and $M$ by $M^{\prime}$ that satisfies

$$
\frac{1}{2}\left(\begin{array}{cc}
C & 0 \\
0 & \frac{\kappa}{\Lambda h_{1}^{\prime}} N^{-1}
\end{array}\right) \leqslant M^{\prime} \leqslant \frac{3}{2}\left(\begin{array}{cc}
C & 0 \\
0 & \frac{\kappa}{\Lambda h_{1}^{\prime}} N^{-1}
\end{array}\right) .
$$

Set

$$
K=\left(\begin{array}{cc}
C & 0 \\
0 & \frac{\kappa}{\Lambda} I_{p}
\end{array}\right)
$$

so that

$$
\frac{1}{2|N| h_{1}^{\prime}} K \leqslant M^{\prime} \leqslant \frac{3\left|N^{-1}\right|}{2 h_{1}^{\prime}} K \quad \text { and } \quad \frac{1}{2\left|N^{-1}\right| h_{1}} K \leqslant M \leqslant \frac{3|N|}{2 h_{1}} K
$$

Besides, the norm $\|\cdot\|_{K}$ is invariant by $(x, y) \leftarrow(x,-y)$, so that $\mathcal{W}_{K, 2}(\nu Q, \mu Q)=\mathcal{W}_{K, 2}(\nu, \mu)$ for all $\nu, \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$. Using Theorem 1 , for all $\nu, \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ and $t \geqslant 0$,

$$
\begin{aligned}
\mathcal{W}_{K, 2}^{2}\left(\nu\left(P_{t}\right)^{*} P_{t}, \mu\left(P_{t}\right)^{*} P_{t}\right) & \leqslant 2\left|N^{-1}\right| h_{1} \mathcal{W}_{M, 2}^{2}\left(\nu\left(P_{t}\right)^{*} P_{t}, \mu\left(P_{t}\right)^{*} P_{t}\right) \\
& \leqslant 2\left|N^{-1}\right| h_{1} e^{-2 \rho t} \mathcal{W}_{M, 2}^{2}\left(\nu\left(P_{t}\right)^{*}, \mu\left(P_{t}\right)^{*}\right) \\
& \leqslant 3\left|N^{-1}\right||N| e^{-2 \rho t} \mathcal{W}_{K, 2}^{2}\left(\nu\left(P_{t}\right)^{*}, \mu\left(P_{t}\right)^{*}\right) \\
& =3\left|N^{-1}\right||N| e^{-2 \rho t} \mathcal{W}_{K, 2}^{2}\left(\nu Q R_{t}, \mu Q R_{t}\right) \\
& \leqslant \eta_{t}^{2} \mathcal{W}_{K, 2}^{2}(\nu, \mu)
\end{aligned}
$$

with $\eta_{t}=3\left|N^{-1}\right||N| e^{-2 \rho t}$, where the last line has been obtained by applying to $R_{t}$ the same steps as $P_{t}$, and then using that $\mathcal{W}_{K, 2}$ is invariant by $Q$. For $t \geqslant 0$ large enough so that $\eta_{t}<1$, using that $\left(P_{t}\right)^{*} P_{t}$ is reversible with respect to $\mu_{\infty}$, we get by [35, Proposition 30] that for all $f \in L^{2}\left(\mu_{\infty}\right)$ such that $\mu_{\infty} f=0$,

$$
\left\|\left(P_{t}\right)^{*} P_{t} f\right\|_{L^{2}\left(\mu_{\infty}\right)} \leqslant \eta_{t}\|f\|_{L^{2}\left(\mu_{\infty}\right)}
$$

so that

$$
\left\|P_{t} f\right\|_{L^{2}\left(\mu_{\infty}\right)}^{2}=\left\langle f,\left(P_{t}\right)^{*} P_{t} f\right\rangle \leqslant \eta_{t}\|f\|_{L^{2}\left(\mu_{\infty}\right)}^{2} .
$$

Besides, if $\eta_{t} \geqslant 1$ then the inequality $\left\|P_{t} f\right\|_{L^{2}\left(\mu_{\infty}\right)} \leqslant \sqrt{\eta_{t}}\|f\|_{L^{2}\left(\mu_{\infty}\right)}$ is obvious.
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[^0]:    ${ }^{1}$ The word coupling is sometimes also used to name $\pi$, instead of transference (or transport) plan.

[^1]:    ${ }^{2}$ This was indicated to the author by Gabriel Stoltz.

