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Abstract

Several graph summarization approaches aggregate dense sub-graphs into super-nodes leading to
a compact summary of the input graph. The main issue for these approaches is how to achieve a high
compression rate while retaining as much information as possible on the original graph structure,
within the summary, without having to decompress it. These approaches necessarily involve an
algorithm to mine dense structures in the graph such as quasi-clique enumeration algorithms. In this
paper, we focus on improving this mining algorithms for the specific task of graph summarization. We
first introduce a new pre-processing technique to speed up this mining step. Then, we adapt existing
clique enumeration algorithms to dense sub-graph mining and apply them to graph summarization.
Our extensive experimental study, on both synthetic and real-world graphs, show that our pre-
processing technique allows an important speed up of the mining process, making it very useful
for quasi-clique enumeration in general. Also, when applied to graph summarization, our approach
improves significantly the execution time and the compression rate while maintaining a good retention
of the original graph information especially those related to dense subgraphs.

1 Introduction

Graphs are a powerful modelling tool allowing to focus on the interactions between various entities.
Today, several large-scale systems such as social networks or the link structure of the World Wide Web
involve graphs with millions and even billions of nodes and edges [5]. The analysis of such graphs can
prove to be very difficult given the huge amount of information contained in them. We note that a graph
G = (V,E) is represented by a set of vertices V and a set of edges E that link the vertices.

The goal of graph summarizing (or graph compression) is to provide, given an input graph, a smaller
summary [10]. Depending of the situation, this summary can assume different roles. Either it exists
uniquely to save storage space and can be decompressed to obtain the original graph with or without
loss of information, or it can be used directly to obtain information on the input graph such as paths,
neighbourhoods and clusters. When summarizing a graph, one can focus on the optimisation of the size
of the summary introducing a size threshold [1, 7] or an information loss threshold [11]. Others adapt
the summary so as to optimise some kind of queries [1, 4].

Even if these compression methods perform well in term of execution time and compression rate,
they do not retain all the information available in the input graph, especially the dense components.
Indeed, with these methods, such information is usually not accessible in the summary and requires a
decompression in order to be retrieved. However, it appears that these dense components are essential in
the analysis of many real life networks, such as social networks or protein connection networks [2, 13, 14].
Hence, in this paper, we focus on how well a summary retain information about the dense subgraphs
of its original graph. This property can be measured by the concept of visibility introduced in [15] and
defined in Section 3. In [16], the authors propose the Dense Subgraph Summarization method (DSS), a
lossless compression scheme which addresses this issue, allowing a direct access to the dense subgraphs in
the summary. However, this method requires the computation of some dense components of the Graph.
In [16], the dense components are formally defined as quasi-cliques (cf. Definition 1) and the computation
is done by solving the Quasi-Clique Enumeration Problem (cf. Definition 1).

[γ quasi-clique] Given G = (V,E), and γ ∈ [0, 1], a subset of vertices Q ⊆ V is called a γ quasi-clique
if for all v ∈ V , |N(v) ∩Q| ≥ γ(|Q| − 1), where N(v) represents the neighbours of v.
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[Quasi-Clique Enumeration Problem] Given G = (V,E), a density threshold γ ∈ [0, 1] and a size
threshold m, the Quasi-Clique Enumeration Problem (QCE) consists of finding all maximal γ quasi-
cliques in G of size greater than m.

DSS [16] uses the Quick algorithm [9] to solve the QCE problem. This algorithm performs a Depth-
First Search on the solution space tree along with several pruning techniques.

In this paper we introduce new pruning techniques which, when added to the Quick algorithm, allow
an important speed up. Also we describe how to adapt the search for quasi-cliques to this summarization
approach by solving best suited relaxations of the Quasi-Clique Enumeration Problem. When compared
to the DSS method alone the adding of our new techniques allows an important improvement of the
performances both in time and compression rates and more importantly it retains most of the information
regarding dense subgraphs within the summary.

The remainder of this document is organised as follows. Section 2 describes the DSS compression
method and the Quick algorithm. Section 3 introduces the new pruning techniques and presents a
relaxation of the quasi-clique enumeration problem. Section 4 compares the performances of the different
quasi-clique mining schemes and their application to dense subgraph based compression.

2 Background and Motivation

2.1 Dense Subgraph Summarization

Unlike other compression methods [11], the DSS method [16] is not designed to optimise the size of
the summary. Thus it is, generally speaking, not the most efficient in terms of compression rates. The
purpose of this method is to have in the summary a direct access to most of the original graph information,
especially its dense subgraphs. We will discuss in Section 3.2 how to measure the retention of the dense
subgraphs in the summary using the notion of visibility.

The DSS compression scheme works as follows: a graph G is compressed into a supergraph SG in
several steps. First the dense subgraphs of G are computed using a quasi-clique enumeration algorithm
(detailed in Section 2.2). Second the dense subgraphs are compressed into supernodes: each supernode
Sni records all the nodes of G it contains in the set node seti. Also to ensure a lossless compression,
Sni keeps track of all non-edges inside node seti in the set loss edgesi (an example of the supernodes
transformation is given in Figure 1).

d

a b

c

e
Sn1 = (node set1, loss edges1)

node set1 = {a, b, c, d, e}
loss edges1 = {{a, c}, {b, d}}

Figure 1: A dense node set and the corresponding supernode

Third, a superedge is added between two supernodes with overlapping node sets (as shown in Figure 2).
A superedge records its two endpoints along with the overlapping part of the two node sets in a set
connect set. Also, to ensure a lossless compression scheme, a set remaining edges is added to store
the edges that are not already covered by the supernodes.

a

b c

d e

f g
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Sn1

Sn2

Se

- Sn1 = ({a, ..., e}, ∅)

- Sn2 = ({d, ..., h}, {{d, g}, {e, f}})

- Se = ({Sn1, Sn2}, connect set = {d, e})

- remaining edges = ∅

Figure 2: A graph G and the associated supergraph with supernode set {Sn1, Sn2} and superedge set
{Se}.

However, this process can create redundant superedges for instance the supernodes {1, 2, 3}, {1, 2, 4}
and {1, 2, 5} are connected with three superedges but, since they share the same overlapping part, only two
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superedges are required to represent the connection between them. In order to process these redundant
edges a tracker is added. The tracker prevents the creation of a superedge between two supernodes
already connected to superedges with the same connect set.

2.2 Quasi-Clique Enumeration

As explained in the previous section, the DSS method requires a dense sub-graph mining usually done by
solving QCE problem (cf. Definition 1). This problem is well known to be difficult (the associated decision
problem being NP-hard [3]), and have already been studied a lot trough several aspects: exhaustive
enumerations [9, 18], or only top-k enumeration [12, 17]. We focus on the exhaustive enumeration and
its most classic method: the Quick algorithm [9]. Since there is no known polynomial time algorithm,
the method to tackle this problem is to review every subsets of V . Given a graph G, a density threshold
γ and a size threshold m, the Quick algorithm performs a depth-first exploration of the solution space
tree (as in Figure 3).

∅

{a} {b} {c}

{a, b} {a, c} {b, c}

{a, b, c}

Figure 3: The solution space tree for V = {a, b, c}

In order to avoid the exponential time complexity and to speed up the computation, the algorithm
prunes the tree: branches which cannot lead to a new solution are skipped. During the search, the
algorithm keeps in memory X the current subset and a set cand formed by vertices outside X which are
the next candidates to add to X. The pruning occurs according to these sets and several criteria, and
actually corresponds to the removal of vertices from cand. Some of the most efficient criteria used in
Quick are listed here.

1. Diameter:

If γ ≥ 0.5, then the diameter1 of a quasi-clique is at most 2. So, during the execution one can
restrict cand to the nodes that are at most two hops apart of all nodes in X.

2. Degree threshold:

All vertices in a quasi-clique Y have at least ⌈γ(|Y |−1)⌉ neighbours in Y . So, during the execution
one can abort if ∃u ∈ X such that dX∪cand(u) < γ(|X| − 1), and restrict cand to the u such that
dX∪cand(u) ≥ γ(|X| − 1).

3. Upper/Lower bounds:

Given X and cand one can compute LX (resp. UX) a lower (resp. upper) bound on the number of
vertices of cand that must be added to X concurrently to form a quasi-clique. Given these numbers
one can prune more efficiently2.

4. Critical vertices:

If there is v ∈ X such that dX∪cand(v) = ⌈γ(|X| + LX − 1)⌉ then we can add all neighbours of v
in X.

3 Our Contributions

3.1 New Pruning Techniques

While the Quick algorithm is efficient in the general case, it is not hard to point out cases where it is not.
One can, for instance, take the example depicted in Figure 4. The reason that explains why Quick in not
efficient on this example is because all pruning criteria of the algorithm are based only on the vertices
and their degree. In the case where each vertex is contained in a quasi-clique, the pruning techniques
cannot be properly applied and the algorithm proceeds to the exploration of almost the whole solution
space tree.

1The diameter of a graph is defined as the length of the longest induced path.
2For instance in the second pruning technique γ(|X| − 1) can be replaced by γ(|X|+ LX − 1).
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Figure 4: Example of the inefficiency of the Quick algorithm.

In order to handle these cases we introduce a new technique based on sets of vertices. According to
Definition 1, each vertex v in a quasi-clique Y have at least ⌈γ(|Y | − 1)⌉ neighbours in Y . This property
is extended to sets of vertices in the following lemma.

Given a graph G, γ ∈ [0, 1], Y a γ quasi-clique it holds that:

∀X ⊆ Y :

∣∣∣∣∣ ⋂
u∈X

NY (u)

∣∣∣∣∣ ≥ |X|⌈γ(|Y | − 1)⌉ − (|X| − 1)|Y |.

We provide a proof of the lemma by induction on |X|.

• If |X| = 1: it is the definition of a γ quasi-clique.

• For X ⊆ Y such that |X| < |Y |. Let v ∈ Y \X,

NY (v) ∩
⋂
u∈X

NY (u) = NY (v) \

(
V \

⋂
u∈X

NY (u)

)
,

so by induction on X,
∣∣∣⋂u∈X∪{v} NY (u)

∣∣∣ ≥ ⌈γ(|Y | − 1)⌉ − |Y |+ |X|⌈γ(|Y | − 1)⌉ − (|X| − 1)|Y |
≥ (|X|+ 1)⌈γ(|Y | − 1)⌉ − |X||Y |.

• The results holds for all X ⊆ Y and the lemma follows.

Using Lemma 3.1, we propose the following rule: given the density and size threshold γ and m, if
{u, v} ∈ E is such that u and v share strictly less than 2⌈γ(m − 1)⌉ − m common neighbours then we
can remove {u, v} from E. Applying this rule does not change the quasi-cliques of G because, thanks
to Lemma 3.1 such edges are not contained in any quasi-cliques. This pre-processing is depicted in
Algorithm 1.

Algorithm 1 Pre processing(G, γ,m)

repeat
delete all u ∈ V s.t. d(u) < ⌈γ(m− 1)⌉
delete all {u, v} ∈ E s.t. |N(u) ∩N(v)| < 2⌈γ(m− 1)⌉ −m

until G has not been modified during the last loop

Actually, this rule does not use the lemma at its full potential. Indeed the lemma provides a much
more general result which could be used to add a new pruning technique based on forbidden sets of
vertices. For instance, when parsing the solution space tree, if the label set X of the current node does
not verify the lemma then the branch starting from this node can be pruned right away. However, such
pruning technique is very hard to adapt in practice since it would require to test at each node X all the
subsets of X. Also, as discussed in Section 4, the performances of the pre-processing alone are already
very promising. Hence, we limit ourselves to the pre-processing algorithm, and a pruning technique
making a full use of the lemma could be the object of further research.

3.2 Redundancy Aware Maximal Quasi-Cliques

While the Quick algorithm is an effective method to tackle the QCE problem, it is important to note that
this problem is not perfectly suited to the DSS method. Indeed, having access to all quasi-cliques can
create redundancy in the summary and impact the performances. Figure 5 gives such an example: the
graph G has four very similar 0.85 quasi-cliques, so, in the summary the fact that [[1, 8]] forms a clique
is stored four times (one per supernodes). This redundancy does not appear with only one quasi-clique
which leads to a better compression.

In order to detect and avoid redundant quasi-cliques, [15] introduce the notion of visibility3. The
visibility of a maximal quasi-clique Q with respect to a set of maximal quasi-cliques S is a value between

3The results of [15] hold for cliques but can be easily adapt to quasi-cliques
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Sn1 = ([[1, 10]], ∅)
Sn2 = ([[1, 8]] ∪ {11, 12}, ∅)
Sn3 = ([[1, 8]] ∪ {13, 14}, ∅)
Sn4 = ([[1, 8]] ∪ {15, 16}, ∅)

graph G dense components of G Summary of size 64

9

10

1112

13

14

15 16

Sn1 = ([[1, 10]], ∅)
+remaining edges

graph G dense components of G Summary of size 61

Figure 5: Comparison of two summarizations of G, one with all the dense components and the other with
only one of them.

0 and 1 which describes how well Q is represented by the quasi-cliques of S. If the visibility is 1 then
Q is in S, on the contrary if the visibility is 0 then Q does not overlap with any quasi-clique of S. [15]
also formally introduce a variant of the QCE problem (Definition 3.2) where instead of finding all the
quasi-cliques one only have to ensure that all maximal quasi-cliques have a sufficient visibility.

[Visibility] Given a graph G, γ ∈ [0, 1], Q ∈ Mγ(G) and S ⊆ Mγ(G) (the set of all maximal γ
quasi-cliques of G), the S-visibility of Q: VS(Q), is defined as:

VS(Q) = max
Q′∈S

|Q ∩Q′|
|Q|

.

[τ -visible QCE]
Given G, γ ∈ [0, 1] and τ ∈ [0, 1], the τ -visible Quasi-Clique Enumeration Problem is to compute

S ⊆ Mγ(G) such that ∀Q ∈ Mγ(G), VS(Q) ≥ τ .
Note that this problem is well suited to the DSS method for a few reasons. First, the purpose of the

DSS method is to have a direct access to the dense subgraphs in the summary. A summary obtained
by the DSS method with S a solution of the τ -visible QCE problem as input, provides a direct access
to all the elements of S which represent well all maximal quasi-cliques. Second, avoiding redundant
quasi-cliques improves not only compression rates but, if done during the search, also allows to speed up
the computation, pruning branches corresponding to redundant quasi-cliques.

Due to the similarity between this problem and the QCE problem, our approach to solve it is to
adapt the Quick algorithm, adding techniques allowing to skip redundant quasi-cliques during the search.
The first algorithm we use is Algorithm 2, introduced in [15]. This algorithm adds to an enumeration
algorithm, a pruning technique based on visibility. This pruning occurs randomly during the exploration
of the tree depending on the visibility of the set of the current vertices, X ∪ cand, with respect to the
last quasi-clique found. Due to the structure of the solution space tree, similar sets are usually close
to each other in the tree. Thus, redundant quasi-cliques are often skipped. This approach has several
advantages. First, as expected the skipping allows this algorithm to run significantly faster than Quick
and gives better compression rates (performances are detailed in Section 4). Also, as proven in [15], the
set S obtained by this algorithm verifies that for all Q ∈ Mγ(G), the expected value of VS(Q) is greater
than τ which ensures a good representation of all quasi-cliques of G. Finally, the parameter τ represents
a trade-off between the runtime and the visibility, allowing the user to adapt the algorithm according
to its preferences. With lower values of τ the algorithm runs faster but ensures less visibility. On the
contrary higher values of τ ensure better visibility but slow down the runtime.

Regarding our second approach, we note that given a graph G and two quasi-cliques Q, Q′. If Q and
Q′ are very similar (V{Q}(Q

′) is close to 1) then most of the edges in G[Q′] are already covered in G[Q].
On the contrary if Q and Q′ are very different then G[Q] and G[Q′] do not share many edges. Hence,
to avoid redundancy, after finding the quasi-clique Q one can remove from G all the edges inside G[Q],
thus the quasi-cliques of G similar to Q become sparse and are skipped by the pruning techniques of the
Quick algorithm. Removing such edges usually does not impact other different quasi-cliques since these

4s : r ∈ [0, 1] 7→
(1− r)(2− τ)

(2− r − τ)
, note that s is decreasing, s(0) = 1 and s(1) = 0.
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Algorithm 2 Quick redundancy aware(G, γ,m, τ):

Let T be the solution space tree of V (nodes are labelled with X and cand)
Let S = ∅
Let Q′ = ∅
Depth first search on T

X, cand = current node
l = |X|+ |cand|

Prune T with probability 1− l

√
s
(

|X∩Q′|
l

)
4

if T is not pruned pursue the depth first search
... (same as Quick)

if X is a quasi-clique and with probability |X|

√
s
(

|X∩Q′|
|X|

)
Add X to S
Q′ = X

return S

quasi-cliques do not share many edges with Q. This method depicted in Algorithm 3 outputs a set of
quasi-cliques S which covers all edges contained in quasi-cliques. Similarly both the runtime and the
compression rate are better with this method than with the Quick algorithm (Section 4). Even if this
algorithm do not ensure any lower bound on the visibility (contrary to Algorithm 2), the experimental
results presented in Section 4 show that the visibility obtained is mostly acceptable.

Algorithm 3 Quick delete covered edges(G, γ,m)

run Quick(G, γ,m)
each time a quasi-clique X is found:

remove from G all edges of G[X]

4 Performances

We compare the performances of four different quasi-clique mining algorithms: the Quick algorithm pre-
sented in Section 2.2, Algorithms 2 and 3 presented in Section 3.2 and finally a greedy quasi-clique mining
algorithm, i.e., Algorithm 4, which serves as a basis of comparison. These four algorithms have been im-
plemented in Python 3 and executed on a Windows 10 computer with a 2.5 GHz Intel(R) Core (TM)
i5 processor and 8 GB RAM. Each algorithm is tested with and without the pre-processing algorithm,
namely Algorithm 1, on several types of graphs. Since the DSS method is especially interesting for social
networks, we use two types of synthetic graphs which model well social networks: the community graph
model, developed in Section 4.1, and the LFR graph model, developed in Section 4.2. In Section 4.4, we
also use graphs from social networks such as Facebook, Twitter and Google+. As for the performances
we want to measure not only the runtime of the algorithms but also how well they are suited to the DSS
method. Hence, three aspects have been retained: the runtime, the size of the summary obtained with
the DSS method and the visibility of all quasi-cliques in the input graph.

Algorithm 4 Greedy quasi cliques(G, γ)

Qclqs = ∅
non covered edges = E
while non covered edges ̸= ∅ do
Let {u, v} in non covered edges

X = {u, v}
cand = {w ∈ V \X|X ∪ {w} is a quasi-clique }
while cand ̸= ∅ do
Let z in cand

X = X ∪ {z}
cand = {w ∈ V \X|X ∪ {w} is a quasi-clique }

end while
Qclqs = Qclqs ∪ {X}
remove from non covered edges all edges inside X

end while
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Figure 6: Left: a community graph; Right: the same graph after the execution of the pre-processing
algorithm.

4.1 Community Graph Model

Algorithm 5 Community graph(n, k, s, α, β)

G = ([[1, n]], ∅)
partition VG into k + 1 sets R,C1, ..., Ck (|C1| = ... = |Ck| = s)
for i ∈ [[1, k]] do
for {u, v} ⊆ Ci do
add uv with probability α

end for
end for
for {u, v} ⊆ VG s.t. u and v are not both in any Ci do
add u, v with probability β

end for
return G

The first model we consider is the community graph model described in Algorithm 5. As input, the
user specifies n the number of vertices, k the number of communities, s the size of the communities and
two parameters α, β ∈ [0, 1]. Given these inputs the algorithm constructs first the communities and then
the graph. The edges inside the communities are added to the graph with probability α, usually close
to 1, and the ones outside the communities are added with probability β, usually close to 0. In order to
model further social networks we add the possibility for communities to intersect one another and also to
have different sizes replacing the parameter s with two parameters s1 and s2 respectively the lower and
upper bound of the community sizes.

On this type of graphs, since the communities are mostly disjoints, the pre-processing algorithm is
expected to be very effective. An instance of a community graph is given in Figure 6. Note that the pre-
processing algorithm manages to delete all edges outside the communities while edges inside communities
are mostly preserved. Also, the communities are separated in different connected components which
corresponds to the best case scenario, the quasi-cliques of G = (V,E) are computed in time O(|V | × |E|)
(complexity of the pre-processing algorithm).

The performances of the algorithms on community graphs are given in Figures 7-8. In Figure 8 there
is the comparison in time, compression rates and visibility (respectively, first, second and third column) of
all algorithms. Note that the Quick algorithm achieves the slowest runtime, the worst compression rates
and the best visibility, that is always 1. This is due to the fact that this algorithm actually enumerates all
quasi-cliques (which explains the visibility). Also, as discussed in Section 3.2, this causes the algorithm
to be slower than the others (which prune more the search tree) and creates redundancy in the summary
and thus, leads to worst compression rates. Regarding the other algorithms, it seems there is a trade-off
between runtime, compression rate and visibility: the greedy algorithm which achieves the best runtimes
and the second best compression rates have the worst visibility (around 0.4 against 0.9 for the others).
This trade-off explains why, the DSS method requires complex quasi-clique mining algorithms like Quick
(or Quick redundancy aware or Quick delete covered edges) and why it cannot properly work with simple
greedy algorithms.

Figure 7 presents the results of the comparison between the performances with and without the use of
our pre-processing algorithm, Algorithm 1. It appears that the use of this algorithm lowers significantly
the runtimes, up to a factor 7 for values of β greater than 0.4, avoiding a lot of cases like Figure 4 and thus
is very useful for speeding up quasi-clique mining algorithms. Also, since this algorithm does not delete
edges inside quasi-cliques, the performances in compression rates and visibility are not really impacted
by its use, making this algorithm also very interesting for the DSS method.
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Quick algorithm:

Quick redundancy aware algorithm:

Quick delete covered edges algorithm:

Greedy quasi cliques algorithm:

Figure 7: Comparative performances of the algorithms with and without the pre-processing on community
graphs with n = 250 nodes, k = 8 communities of size 30, α = 0.9 and β ∈ [0, 0.05] corresponds to the
values on the x-axis.

8



Figure 8: Performances of all algorithms on community graphs with n = 250 nodes, k = 8 communities
of size 30, α = 0.9 and β ∈ [0, 0.05] corresponds to the values on the x-axis.

4.2 LFR Graph Model

Even if the results with the community graph model are promising, the model itself is very simplistic.
Indeed, for instance two nodes in a community C have mostly the same number of neighbours inside
and outside C (≈ α|C| and β(n − |C|)), also the communities can be very similar (as in Figure 6). On
the contrary, real networks often have a much more heterogeneous distributions of nodes degree and
community sizes [6].

The second model we consider, the LFR graph model [6], addresses these issues using power laws for
the degree and the community size distributions (which models well social networks). Given as input n
the number of vertices, τ1, τ2 > 1 the power law exponents of respectively the degree distribution and
the community size distribution, µ ∈ [0, 1] and average degree the average degree of the vertices, the
LFR benchmark algorithm proceeds as follows. First, the algorithm finds a degree sequence with a power
law distribution which respects the average degree value. Then, the algorithm generates the sizes of
each community according to another power law and each node is randomly assigned to a community
according to the community sizes. Finally, the edges are computed according to the degree of each node
and to the community, each node u having (1− µ) · d(u) neighbours in the same community and µ · d(u)
neighbours in other communities.
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Quick algorithm:

Quick redundancy aware algorithm:

Quick delete covered edges algorithm:

Greedy quasi cliques algorithm:

Figure 9: Comparative performances of the algorithms with and without the pre-processing on LFR
graphs with n = 300, average degree = 20, 16 communities of size 19 (on average) and µ ∈ [0.2, 0.8]
corresponds to the value on the x-axis.
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Figure 10: Performances of all algorithms on LFR graphs with n = 300, average degree = 20, 16
communities of size 19 (on average) and µ ∈ [0.2, 0.8] corresponds to the value on the x-axis.

The performances of the algorithms on LFR graphs are given in Figures 9-10. The results obtained
are very similar to the results with the community graph model. They show as previously that the use
of the pre-processing algorithm improves significantly the runtimes without affecting the compression
rates nor the visibility. Additional remarks can be pointed out, for instance with values of µ greater
than 0.4 the visibility of all algorithms is constant to 1. This is due to the fact that for these values of
µ, the communities are sparse (the density of edges inside them is around 1 − µ) and thus, no quasi-
cliques exist, and with no quasi-cliques, the visibility is always 1. Also, with the same values of µ, the
compression rates of all algorithms are the same and mostly stable because with no quasi-cliques the
summary graph is empty and the original graph is entirely stored in the set remaining edges. Thus, all
summarizations have the same size, the size of the input graph (since, the parameter µ does not affect
the number of edges, the size of the input graph is mostly constant). Finally, note that with the Quick
and the Quick redundancy aware algorithms, the compression rates first drop for values of µ from 0.2
to 0.3, increases for values of µ in [0.3, 0.4] and then stabilises. This is caused again by redundancies:
for small values of µ (around 0.2) the communities are dense and contain a lot of quasi-cliques which
creates redundancies (note that with the Quick algorithm redundancies can cause the summary to be
larger than the input graph). With larger values of µ (around 0.3), fewer quasi-cliques remain which
prevents redundancy. And as explained before with µ larger than 0.4 the input graph does not contain
any quasi-clique and thus no compression is achieved.
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4.3 Social Networks

Since our methods and algorithms have proven to be effective on synthetic graphs and in order to test
further their reliability we also evaluate their performances on real social networks. The networks used are
available on the Stanford large network dataset collection [8]. The performances on social networks are
given in Figures 11-12. When comparing the performances with and without the use of the pre-processing
algorithm, these results prove its utility showing again a significant decrease of the execution while not
impacting the compression rates nor the visibility. However, when comparing the different algorithms,
they give a more mixed result. Indeed, first the redundancy aware algorithm does not seems to be much
more efficient than Quick both in time and compression rates, where the gain should be. Also, even if
Algorithm 3 seems efficient regarding execution time and compression rates, the visibility obtained with
this algorithm is worst than the others dropping suddenly below 0.8 while the others stay close to 1.
Finally, the greedy algorithm seems to perform surprisingly well on these graphs, being the most efficient
both in time and compression rate while keeping a very high visibility. However, we think that this high
visibility rate is due to the small number of different quasi-cliques existing in the graphs. Indeed, even
with 1800 nodes the graphs only contain highly similar quasi-cliques, for instance five quasi-cliques are
enough to achieve a visibility of 0.95, and with three of them the visibility stays higher than 0.93. Hence,
given the other results, we think that the visibility rate of the greedy algorithm will drop significantly
when adding more nodes (and thus more quasi-cliques) to the graph.

Figure 11: Performances of all algorithms on social networks with n ∈ [0, 2000] nodes, the value of n is
represented by the x-axis.
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Quick algorithm:

Quick redundancy aware algorithm:

Quick delete covered edges algorithm:

Greedy quasi cliques algorithm:

Figure 12: Comparative performances of the algorithms with and without the pre-processing on social
networks with n ∈ [0, 2000] nodes, the value of n is represented by the x-axis.
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4.4 Discussion

While the previous results have shown that our pre-processing algorithm and our Quick variants are very
effective for the DSS method some social networks present patterns unsolvable with the Quick algorithm
(and its variants). For instance, in Figure 13 there is a large sparse quasi-clique which is very problematic
for the Quick algorithm and its variants. Even if the density of the quasi-clique is quite low, the large
number of vertices prevents the pruning, making all techniques (including the pre-processing) useless.
Hence, the Quick algorithm proceeds to the review of every subsets, thus running indefinitely without
finding any quasi-clique. Since, the redundancy aware and delete covered edges algorithms run similarly
as Quick as long as no quasi-clique is found, the variants have exactly the same issue. Finally, this case
cannot be solve by a better management of the arbitrary parameters γ and m. Indeed, as shown in [9]
the Quick algorithm is always faster with larger values of γ, also only values of γ > 0.5 achieve interesting
compression rates with the DSS method (with γ < 0.5 there are more lost edges than compressed edges).
Also, in this example, with a size threshold m greater than 121, there is no quasi-clique and thus no
compression and with a size threshold m lower than 120 the issue occurs.

Figure 13: A social network from Facebook with 4039 nodes and 88234 edges.

5 Conclusion

In this paper, we focused on graph compression using dense subgraphs and more precisely quasi-cliques,
trough the example of the DSS method. This approach requiring a quasi-clique mining algorithm, we
show how to improve the already existing quasi-clique enumeration algorithms introducing a very effective
pre-processing technique. Also, we adapt and introduce other quasi-clique mining algorithms designed
to avoid redundancy (without loosing the purpose of the DSS method) improving performances both in
runtime and compression rate. The experimental results show that if our algorithms are very promising,
some specific patterns still cannot be handled and require new techniques. This can be the subject of
future work.
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