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1.  Introduction
A gold standard in modern science is to achieve full replicability of scientific experiments or, when not possi-
ble, achieving reproducibility (Peng, 2011). This ensures open and accessible research, which accelerates the 
progress of the scientific community (Pineau et al., 2020a). However, in order to make a research project repro-
ducible, a lot of work is required to document, check and make the system created useable (Yen et al., 2021). 
This difficulty is reflected in the fact that more than 70% of researchers across most disciplines have failed to 
replicate other scientists' experiments and more than 50% have failed to replicate one of their own experiments 
(Baker, 2016).

Abstract  The challenges of Reproducibility and Replicability (R & R) in computer science experiments 
have become a focus of attention in the last decade, as efforts to adhere to good research practices have 
increased. However, experiments using Deep Learning (DL) remain difficult to reproduce due to the complexity 
of the techniques used. Challenges such as estimating poverty indicators (e.g., wealth index levels) from remote 
sensing imagery, requiring the use of huge volumes of data across different geographic locations, would be 
impossible without the use of DL technology. To test the reproducibility of DL experiments, we report a review 
of the reproducibility of three DL experiments which analyze visual indicators from satellite and street imagery. 
For each experiment, we identify the challenges found in the data sets, methods and workflows used. As a result 
of this assessment we propose a checklist incorporating relevant FAIR principles to screen an experiment for its 
reproducibility. Based on the lessons learned from this study, we recommend a set of actions aimed to improve 
the reproducibility of such experiments and reduce the likelihood of wasted effort. We believe that the target 
audience is broad, from researchers seeking to reproduce an experiment, authors reporting an experiment, or 
reviewers seeking to assess the work of others.

Plain Language Summary  This paper aims to help researchers understand the challenges of 
reproducing Deep Learning (DL) publications, mitigate reproducibility gaps, and make their own work 
more reproducible. We build on the work of others and add recommendations organized by (a) the quality 
of the data set (and associated metadata), (b) the DL methodology, (c) the implementation methodology, 
and the infrastructure used. To our knowledge, this is the first initiative of its kind to address the problem of 
reproducibility in remote sensing imagery and DL problems for real-world tasks. We hope this paper lowers the 
barrier to entry for the DL community to improve research. Following the lifecycle mantra: reproduce!, then 
replicate! With the goal of improving reproducibility!
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In computer science, there are also challenges related to reproducibility, insufficient specification of the version-
ing of the libraries or frameworks used, lack of availability of codes, execution errors, discrepancies between 
GPU floating point numbers, and incompatibility between alleged and presented results. In Deep Learning (DL), 
a subfield of Machine Learning (ML) that aims to build learning capabilities in computers, these challenges of 
reproducibility are not different and can be more complex (Heil et al., 2021; McDermott et al., 2021; Pineau 
et al., 2020a; Renard et al., 2020). There are additional complexities to handle during a DL experiment, such as 
the large number hyperparameters of the training process and the size of data (with possibly missing datasets 
and changes to the data), changes to some of the algorithms, and consequently versioning control to deal with 
the many iterations during training. In summary, these sources of “variability” can be due to: (a) the data set, 
(b) the DL architecture, (c) the optimization procedure, (d) the hyperparameters for the optimization, and (e) the 
implementation and infrastructure (Renard et al., 2020). These reproducibility challenges may be aggravated by 
the authors publishing only positive results (Pineau et al., 2020a).

Awareness of the importance of Reproducibility and Replicability (R & R) has increased rapidly in recent years. 
This has resulted in a number of guidelines, recommendations, checklists, and workflow tools for researchers 
who wish to develop a new experiment or submit a manuscript (Krafczyk et al., 2021; Pineau, 2020b; Renard 
et al., 2020; Walsh et al., 2020). For example, Pineau (2020b) proposed a checklist that includes recommenda-
tions for the minimum information that a manuscript should contain to ensure that an experiment can be easily 
reproduced (Pineau et al., 2020a). Renard et al. (2020), considering the complexity of DL models, developed 
a set of guidelines for structural components of DL frameworks based on the sources of “variability” that can 
make reproducibility difficult. The ML and DL communities such as Paperswithcode (2021) and journals such as 
Association for Computing Machinery (2020) are working to reward and motivate the adoption of R & R prac-
tices. Recommendations have been proposed to better organize the steps of a ML workflow, such as DOME-ML 
(Data, Optimization, Model and Evaluation in Machine Learning) which aims to create standards for supervised 
ML validation in biology (Walsh et al., 2020). There are a growing number of workflow tools such as Apache 
Airflow (Kotliar et al., 2019), MLFlow (Zaharia et al., 2018), Collective Knowledge technology (Fursin, 2020) 
and Whole Tale (Brinckman et al., 2019), the last mentioned capturing the prospective provenance of all data 
products generated during a study. Other resources have been proposed such as PRIMAD (Freire et al., 2016), a 
model for computational reproducibility, and third-party libraries such as dToolAI (Hartley & Olsson, 2020). All 
of these tools aim to help researchers minimize inadvertent errors and achieve a reproducible result.

Of particular interest in this paper is the need to assess poverty. This is a primary goal of the 2030 Agenda for Sustain-
able Development (United Nations, 2015), through the first Sustainable Development Goal (SDG 1), which aims 
to “eradicate extreme poverty for all people everywhere” (United Nations, 2015). Census surveys are the historic 
basis for estimating poverty indicators such as wealth index, income, longevity, and education (Burke et al., 2021). 
The use of censuses as a basis for international comparison and benchmarking is limited in several ways: (a) they 
are collected intermittently (e.g., every 10 years) and not synchronously across the world; (b) different protocols are 
followed in different regions of the world, preventing direct comparisons of the data across countries or regions; 
and (c) they are very costly to conduct. There is therefore an urgent need for improved methods to provide more 
up-to-date and relevant information to decision makers and better enable them to predict changes in socio-economic 
variables. This will lead to more effective policies and better outcomes for citizens of different countries.

Various methods have been proposed to estimate poverty (Ghosh et al., 2013), most recently using remote sensing 
imagery and DL, and these have contributed to the understanding of poverty in regions that do not have quality 
census data (Ayush et al., 2020; Burke et al., 2021; Diou et al., 2018; Engstrom et al., 2017; Jean et al., 2016; 

We refer to the definitions of Reproducibility and Replicability (R & R) given by the National Acade-
mies of Sciences, Engineering, and Medicine (2019), as follows: “Replicability: is obtaining consist-
ent results across studies aimed at answering the same scientific question, each of which has obtained 
its own data. Two studies may be considered to have replicated if they obtain consistent results given 
the level of uncertainty inherent in the system under study. Reproducibility: is obtaining consistent re-
sults using the same input data; computational steps, methods, and code; and conditions of analysis.”
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Machicao et al., 2022; Suel et al., 2019; Xie et al., 2016; Yeh et al., 2020). The use of multi-temporal satellite 
imagery involves, however, a vast amount of data, which is difficult to manage and consequently to reproduce.

Remote sensing imagery can be acquired by a variety of sensors, some of which are carried by satellites, while 
others are operated from aircraft or drones, or from vehicles. Remote sensing sensors are capable of capturing 
imagery at various spatial, spectral, radiometric and temporal resolutions (Engstrom et  al.,  2017) and provide 
information that can be analyzed for inherent patterns, shapes, and textures. DL methods can be used to enable 
recognition of features like vehicles, highways, agriculture landscapes, and infrastructures such as houses, build-
ings, and so on. These can potentially be related to the level of poverty or wealth in a target area, assuming the 
features extracted can accurately estimate poverty indicators. However, there are also challenges, especially when 
comparing between different locations or time periods. For example, a particular type of image may not be availa-
ble everywhere or for sufficient time series, it may not be available due to embargoes, or it may not be useable due 
to atmospheric anomalies such as cloud obstruction. The main problem is to find methods to map poverty distribu-
tion that can be studied at a range of granularities, from the country, city, village, municipality level, or other level.

To test the reproducibility of complex experiments, we examined the general principles of reproducibility using 
three use cases of remote sensing and DL to assess poverty. We analyze these cases using published checklists 
or guidelines for reproducibility (Pineau et al., 2020a; Renard et al., 2020), and assess compliance with FAIR 
principles (Findability, Accessibility, Interoperability, Reusability; Wilkinson et  al.,  2016) using an approach 
proposed by Hartley and Olsson (2020).

This study emerged from a roundtable discussion (Correa et al., 2021) in which research pipelines (pre-, during, 
and post-publication). Therefore, we believe this study is useful to three types of audience (Figure 1): (a) indi-
viduals who are conducting some work and want to see if there are useful models or previous work that can be 
fully or partially reproduced or replicated, (b) individuals who want to report on their experiment to ensure the 
reproducibility of their work, and (c) individuals who are reading a paper (e.g., a peer review) and want to check 
the validity or quality of the work.

The paper is organized into three main parts: (a) the reproducibility challenges faced in reproducing three experi-
ments, (b) the development of an approach to screen DL experiments before reproduction to avoid poorly invested 
effort, and (c) a recipe and a set of mitigation strategies (“fixes”) to address common errors that the user (e.g., 
researchers, authors, reviewers) may encounter.

Figure 1.  User profiles expected to benefit from this paper.
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2.  Materials and Methods
2.1.  Introduction to the DL Workflow

In general, a DL workflow consists of the following steps: (a) data set acquisition, (b) pre-processing and cross vali-
dation strategies, (c) development of the DL experiment (including the estimation of the hyperparameters, training 
steps with the optimization procedure) and (d) evaluation of the DL experiment. All these steps needed to be (e) 
appropriately implemented within the chosen infrastructure. This is illustrated using the general flowchart in Figure 2.

These steps are expanded as follows:

1.	 �Data set. Two types of data are needed to train a DL model, the census data set (the reference or “control” data 
to calculate the poverty indicators) and the remote sensing imagery to be trained.

2.	 �Pre-processing and cross validation. At this stage the data set is prepared, that is, the data are cleaned, trans-
formed, organized and annotated to be introduced to the DL algorithm. Then the data are divided into training, 
validation and test datasets following a “cross validation strategy”.

3.	 �Deep Learning experiment. First, the DL architecture and hyperparameters are configured, that is, the 
designer selects an architecture to use (by choosing a known DL model, designing a new architecture itself, 
or using a network architecture searcher through optimization). A typical architecture describes the number of 
nodes, the number of layers and their types (fully connected, foldable, pooling, dense, etc.) and the connectiv-
ity between layers. Second, the training process takes place. In this phase, some experiments can be planned 
to find the optimal set of parameters within the DL model. All the hyperparameters (including learning rate, 
batch size, etc.) must be carefully described in order to run the model.

4.	 �Evaluation. At this stage, the performance of DL models is evaluated using a set of metrics according to the 
problem under study. There are various metrics such as precision and recall, area under the curve, sensitivity 
and specificity, Pearson's correlation coefficient, Kendall's tau coefficient, Cohen's kappa, and mean absolute 
error, to name a few. Various experiments could be run to find an optimal solution in terms of time and accu-
racy so that a final model can be released.

5.	 �Implementation and Infrastructure. Here the full implementation and infrastructure details of the approach 
are determined. The designer describes the programming language, the computational structure, the comput-
ing power of the architecture, and the libraries and frameworks to be used.

Figure 2.  Flowchart of a method for poverty estimation using remote sensing data and Deep Learning (DL) approaches. The 
general components are in bold while the steps of the DL workflow are shown in the boxes.
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2.2.  Examination of Reproducibility of an Experiment

Three aspects are involved in the evaluation of the reproducibility of an experiment reported in a paper: the infor-
mation provided in the paper, the specificity of the DL experiment, and the “FAIRness” of the study.

To assess the adequacy of the information provided in the paper about the experiment we used the Machine Learn-
ing checklist proposed by Pineau (2020b), noticing that the paper and the code are two separate research artifacts, 
each with their own checklist. Second, we assessed the steps of the DL workflow using the recommendations of 
Renard et al. (2020), focusing on the sources of potential difficulties (“variabilities”) in each case study. Finally, we 
assessed the “FAIRness” of the DL code using sub-principles following the work of Hartley and Olsson (2020).

2.2.1.  Pineau's Checklist

A checklist was proposed for the machine learning community by Pineau et al. (2020a, 2020b) to assist and stand-
ardize data and code descriptions for publication, covering items needed to ensure reproducibility. By this means 
they aimed to ensure that presented results are sound and reliable, and the method by which they were obtained 
is replicable. This checklist is based on the most frequent obstacles to reproducibility.

2.2.2.  Renard's Variabilities and Recommendations

Renard et al. (2020) proposed recommendations for researchers while conducting a DL experiment so that before 
publication the authors could consider the reproducibility issues (“variabilities”) which can influence and be influ-
enced by each other and due the stochasticity conditions of their parameters, leading to difficulties for reproducibility.

The main difference between the checklist of Pineau (2020b) and the recommendations of Renard et al. (2020) is 
the stage at which they should be applied. Pineau's checklist should be used during the submission process of a 
paper to ensure they properly and completely describe the process, while Renard et al. (2020)'s recommendations 
should be used during the DL experiments themselves. They are complementary.

2.2.3.  Hartley & Olsson FAIR Sub-Principles Selection

Hartley and Olsson (2020) have proposed specific FAIR sub-principles that were relevant to the particular chal-
lenges of DL (Wilkinson et  al.,  2016): Findability (F1, F2), Accessibility (A1), Reusability (R1, R1.2), and 
Interoperability (I3). F1 ((Meta)data are assigned a globally unique and persistent identifier) aims to ensure that 
training data are permanently identifiable. That is, digital objects should have unique and persistent identifiers 
such as PURL/ePIC, ORCID, DOI, RAid, PIC, etc. F2 (data are described with rich metadata) is required to 
ensure that users of the model can trace its provenance. Adherence with A1 ((Meta)data are retrievable by their 
identifier using a standardized communications protocol) and R1 (Metadata are richly described with a plural-
ity of accurate and relevant attributes) will allow the software to use the metadata to train the model, and R1.2 
((Meta)data are associated with detailed provenance) requires the encoding of the hyperparameters for training, 
as well as the details of the data preprocessing and provenance applied. Finally, I3 ((Meta)data include qualified 
references to other (meta)data) is required to ensure that the DL trained model is linked to its training data and 
because the (meta)data contains qualified references to other (meta)data.

3.  Examination of the Use Cases
We took the following approach:

1.	 �First, we selected papers focused on DL, remote sensing imagery and poverty estimation, according to specific 
criteria (detailed on Section 3.1).

2.	 �We read the papers to understand their objectives, methods and main conclusions. We made a summary of 
each paper.

3.	 �We conducted a “naive” review of the papers systematically evaluating each of them against Pineau's check-
list, Renard's variabilities and Hartley & Olsson's FAIR sub-principles.

4.	 �We reproduced the workflow reported in the papers and reported any challenges in reproducibility according 
to the five common steps or components of the DL Workflow (Figure 2).

5.	 �We identified the main challenges and constraints from these papers and presented them accordingly. Finally, 
we propose a set of mitigation strategies to overcome the main reproducibility challenges and help researchers 
achieve their goals.
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3.1.  Selection and Description of the Use Cases

Three papers and their experiments (Jean et al., 2016; Suel et al., 2019; Yeh et al., 2020) were selected due to (a) 
their focus on the use of DL on satellite imagery to estimate poverty, (b) the methods used (e.g., common archi-
tecture such as convolutional neural network model—CNN), (c) the fact that all of them were published in high 
impact journals and consequently might be assumed that they had been subject to a high standard of review, and 
(d) because all of them have their source code published.

3.1.1.  Use Case 1 (Jean et al., 2016)

Jean et  al.  (2016) is one of the pioneering methods of the use of DL to predict household expenditure and 
asset wealth in developing countries using satellite images (daylight and nightlight). In that work, they used 
several villages as their smallest granularity (“clusters”) from five African countries (Nigeria, Tanzania, Uganda, 
Malawi, and Rwanda). Due to the reduced number of labeled samples, Jean et al. (2016) used nightlight intensity 
as a data proxy (“preliminary task”) to train DL models using transfer learning.

The method used by Jean et al. (2016) consisted of five steps and our actions to reproduce them are as follows:

�1.	� Data set. In the original paper, four datasets were identified, two for the wealth index and two for the satellite 
imagery. To obtain a poverty indicator, they obtained household expenditure data from the World Bank's Living 
Standards Measurement Study (LSMS) survey and the Demographic and Health Surveys (DHS). For the satel-
lite imagery (daytime and nightlight satellite images), they used Google Static Maps (GSM) and the National 
Oceanic and Atmospheric Administration's National Geophysical Data Center (NGDC, 2010; NOAA, 2014).

�2.	� Pre-processing and cross validation. Jean et al. (2016) used the k-fold cross validation method. In some exper-
iments, k = 5 and k = 10 were used separately. They used two other approaches to train the models: In-Country 
and Out-of-Country (OOC) where no survey training data is available. The In-country approach showed 
uniformly better results, but the OOC approach showed good results, often close to the In-country approach.

�3.	� Deep Learning experiment. A three-step method was used by the authors. First, a pre-trained CNN, more 
specifically a VGG-F with 8 layers (Simonyan & Zisserman, 2015), pre-trained on a large data set called 
ImageNet (Russakovsky et  al.,  2015) was used. The main strategy in Jean et  al.  (2016) is to use a proxy 
for economic activity, nightlight satellite imagery which is known to be significantly correlated (Henderson 
et al., 2012; Pinkovskiy & Sala-i-Martin, 2016). By learning to infer nightlight from a daytime image, the DL 
pipeline transforms the input image into a specific feature vector. Finally, a ridge regression model was used 
to predict poverty indicators from the corresponding CNN feature vector. The CNN training procedure uses 
a mini batch of size 64 with gradient descent with momentum: 0.9, weight decay: 0.0005 and initial learning 
rate: 0.0001. The models were trained during 25 epochs according to their Github code.

�4.	� Evaluation. To quantify the predictive performance of the estimation model, Jean et  al.  (2016) used the 
coefficient of determination (r-squared) and root mean squared error (RMSE). To validate the performance 
of the transfer learning for the nightlights, the authors conducted 100 experiments in cross validation. They 
also conducted an experiment in which daytime were randomly assigned to locations where surveys were 
conducted, and the same model was re-trained for incorrect images. That experiment was repeated 1,000 times 
for each of the countries and the performance of r-squared was compared with randomly shuffled images.

�5.	� Implementation and Infrastructure. The main software used was Python 2.7 with caffe, GDAL (Geospatial 
Data Abstraction Library) and R 3.2.4.

3.1.2.  Use Case 2 (Suel et al., 2019)

Suel et al. (2019) used images taken at ground level instead of satellite images. They developed a DL model using 
Google Street View (GSV) images to extract features that could predict poverty statistics such as income, educa-
tion, unemployment, housing, living environment, health, and crime. Their experiments focused on different 
regions of London and other cities in England.

Similar to the previous use case, the method used by Suel et al. (2019) was also aligned with Figure 2 flowchart, 
consisting of the following five steps (see below):

�1.	� Data set. In the original paper, Suel et al. (2019) identified five datasets, three of which relate to the wealth 
indices, which are government statistics for the total population at a fine scale of Lower Layer Super Output 
Area (LSOA) from three sources (Census https://www.ons.gov.uk/census/2011census, English Indices of 

https://www.ons.gov.uk/census/2011census
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Deprivation https://www.gov.uk/government/statistics/english-indices-of-deprivation-2015, and Greater 
London Authority household income estimates https://data.london.gov.uk/dataset/household-income-esti-
mates-small-areas); one data set relates to postcodes (from the Office for National Statistics and Postcode 
Directory for the United Kingdom), and one data set relates to street view imagery using GSV services. From 
government statistics, they used 12 indicators to label each image.

�2.	� Pre-processing and cross validation. The Street View data set contains 4 images per postcode, each with a 
different direction, providing a 360° view of each measured point. For each indicator, they normalized these 
values and deciles determined, with decile 1 corresponding to the worst-off 10% of LSOAs, and decile 10 
corresponding to the best 10% in London. They used a k-fold cross validation algorithm (k = 5), with 4 of 
these folds used for training and the remainder for testing.

�3.	� Deep Learning experiment. The training process was based on a transfer learning process, the authors used 
a pre-trained VGG-16 network model (Simonyan & Zisserman, 2015), which they used as a feature extractor. 
From this, a 4096-D output is generated for each image, with 4 images per location (4 different viewpoints of 
the same location). This 4096-D vector is applied to a custom network that processes each of the four images 
individually on three different layers, and then aggregates the images from the average. And finally, in the 
output layer, the sigmoid activation function is used to generate a probability for each of the deciles.

In order to train the neural network, the cost of the cross entropy function was optimized. An Adam optimizer with 
a learning rate of 5e−6 and with an execution of 100,000 training iterations was used. The prediction is computed 
from the continuous average for each LSOA (multiple postal codes) before applying the activation function (sigmoid 
in this case). Finally, they converted to a decile and compared to the original decile using various metrics.

�4.	� Evaluation. For the evaluation of the model, the Pearson's correlation coefficient, Kendall's tau coefficient, 
Cohen's kappa, and mean absolute error (MAE), Adjacent Accuracy (with adjacency interval in {±0 (regular 
accuracy), ±1, ±2}) were used.

�5.	� Implementation and Infrastructure. Suel et  al.  (2019) used TensorFlow in Python as main software, 
although no version information was provided.

3.1.3.  Use Case 3 (Yeh et al., 2020)

Yeh et al. (2020) used a novel method to understand economic well-being in 19,669 African villages across 23 
countries in Africa. They estimate well-being indicators from satellite imagery using DL techniques. An inter-
esting point of this work is the use of a very large amount of data (surveys, images) over different time periods.

In this use case, we only look at reproducing the part of their work that uses DHS surveys. Forty-three surveys 
from nationally representative DHSs conducted between the years 2009 and 2016 in 23 African countries were 
used.

1.	 �Data set. In the original paper, four datasets were used, two of which were related to the wealth index (DHS 
and LSMS) and two of which related to the associated satellite daytime imagery (Landsat and nightlight 
images). The wealth index was constructed from the first principal component of the DHS responses using 
principal component analysis (PCA). It included the number of rooms occupied in a house, whether the house 
has electricity, the quality of flooring in the house, water supply and whether the house has a toilet, ownership 
of a telephone, radio, television, cars, and motorcycles. Based on the geolocalization and the date of each 
village, satellite images were automatically downloaded from Google Earth Engine (GEE). In this study, Yeh 
et al. (2020) used Landsat and nightlight images which centered on each village. A composite of three years 
was chosen for the studied period 2009–2016 (2009–2011, 2012–2014, and 2015–2017).

2.	 �Pre-processing and cross validation. To cross-validate, Yeh et al. (2020) splitted the data into five folds. 
The aim was to train each model on 3-folds, validate on a fourth, and test on a fifth. To avoid the overlap of 
satellite images of the villages, they used two configurations: Out-Of-Country and In-Country. For the OOC 
split, they assigned entire countries to a split. For the In-Country splits, they allowed different clusters within 
a country to be assigned to different splits. They used both Leave-one-group-out and Leave-one-fold-out 
Cross-Validation strategies. The deep models were trained on random subsets of 5%, 10%, 25%, 50%, and 
100% of the total training data and repeated over 3 trials with different random subsets.

3.	 �Deep Learning experiment. Two CNNs using Resnet-18 architecture (He et al., 2016) were independently 
trained on the Landsat and nightlight images, and the models developed were fused in their final fully 
connected layer. A pre-trained CNN model based on Resnet-18 architecture was used. The first convolutional 

https://www.gov.uk/government/statistics/english-indices-of-deprivation-2015
https://data.london.gov.uk/dataset/household-income-estimates-small-areas
https://data.london.gov.uk/dataset/household-income-estimates-small-areas


Earth and Space Science

MACHICAO ET AL.

10.1029/2022EA002379

8 of 16

layer was modified to take into account the multi-band of Landsat images, and the final layer to output a scalar 
for regression. They used a learning rate of a range of values: 1e−2, 1e−3, 1e−4, 1e−5.

4.	 �Evaluation. The CNN models were trained with the Adam optimizer and a RMSE loss function. A batch size 
of 64 and the learning rate was decayed by a factor of 0.96 after each epoch. The models were trained for 150 
epochs for In-Country and for 200 epochs for OOC.

5.	 �Implementation and Infrastructure. Python 3.7 with TensorFlow r1.15, and R 3.6 were used.

3.2.  Examination of the Reproducibility of the Use Cases

A comparison of these three use cases using the three assessment in shown in Table 1: (a) the checklist on the 
ideal components of a Machine Learning paper by Pineau (2020b) (Section 2.2.1), (b) the recommendations for 
reporting a DL experiment by Renard et al. (2020) (Section 2.2.2), and (c) the FAIR sub-principles relevant to DL 
by Hartley and Olsson (2020) (Section 2.2.3). This assessment table helps identify gaps in the reproducibility of 
a paper (User 1), serves as a checklist for someone writing up their work (User 2) or assists the person reviewing 
the work of others (User 3).

The criteria are formulated as questions and divided into the following categories: C1 “the description of the data 
set”, C2 “FAIR sub-principles”, C3 “the description of the DL architecture and hyper-parameter optimization 
process”, C4 “the infrastructure and implementation”, C5 “reported experimental results and theoretical claim”, 
and C6 “the shared code”.

From this table, we can identify some shortcomings by calculating the proportion of "Partial" or "No" responses 
relative to the total number of surveys for each criterion. Ordered from highest to lowest, C2, C3, C1, and C5 are 
the criteria with the most issues. For example, for all items in criterion C1, there are 4 “Partially” and 3 “No” 
determinations, from a total of 18 surveys, corresponding to almost 39% of inadequacy in data set description. 
There was a 83% lack of compliance with FAIR criteria (C2), while 45% of the criteria were “No” or only 
“Partially” filled for the description of the architecture and algorithms (C3). 2 “No” (33%) for C4, 2 “Partially” 
and 3 “No” (33%) for C5, and 1 “Partially” and 5 “No” (33%) for C6. Most “No” responses were for FAIR 
compliance. It is important to note that the lack of compliance of the metadata to FAIR principles is not only for 
the data used, but also for the data generated from the DL models.

Using an examination of the DL workflows of the three use cases (Sections 3.1.1–3.1.3) and the analysis shown 
in Table 1, it is clear that there are common challenges in the achievement of effective reproducibility. The most 
important of these relate to three steps given on the DL flowchart (Figure 2), (a) the quality of the data set (and 
the metadata associated with it), (b) the DL architecture and hyper-parameter optimization, and (c) the implemen-
tation and the infrastructure used.

3.2.1.  The Quality of the Data Set

A major limitation of the Jean et al. (2016) work, as shown in Table 1 criterion C1.1, was that Google Static 
Maps imagery is constructed as a mosaic of aerial photographs and it loses the period of composition, so basi-
cally it was not possible to obtain the same images. In addition, due to policy restrictions, there is no persis-
tent identifier (criterion C2.1 from Table 1) to the raw data set in their repository (https://github.com/nealjean/
predicting-poverty/).

Similarly, the first challenge in reproducing the experiments from Suel et al. (2019), as shown in Table 1 criterion 
C1.5, is that it is currently not possible to guarantee the availability of the same images through Google Street 
View, as it is the policy of the service to provide only the most recent image. This problem was also reported in 
the work of Diou et al. (2018). As a result, there is no persistent link to their data set. The README file of the 
source code repository (https://github.com/esrasuel/measuring-inequalities-sview) lacks some information, such 
as only some cities cited in the experiment are detailed, making it difficult to compare the results, and the “head-
ers” (entities) in the wealth indices data set are not compatible with the “headers” found in the raw data (linked 
to the government sites).

The main challenge in the work of Yeh et al. (2020) is that the original data (DHS surveys) are not made available 
(criterion C1.4 from Table 1). In addition, the description of some parameters (e.g., chunk size, the number of 
images by file) is inadequate (criteria C1.3 from Table 1).

https://github.com/nealjean/predicting-poverty/
https://github.com/nealjean/predicting-poverty/
https://github.com/esrasuel/measuring-inequalities-sview
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Use cases

Criteria description Jean et al. (2016) Suel et al. (2019) Yeh et al. (2020)

C1 The description of the data set

  1.1 Have you given the relevant statistics, such as the number of 
remote sensing images? [b]

Partially Yes Yes

  1.2 Is the data set (e.g. remote sensing data, census surveys) open 
access? [b]

Public Public Public

  1.3 Are there clear details of training/validation/test splits? [a] Partially Yes Yes

  1.4 Is there an explanation of any data that was excluded, and all 
images pre-processing steps? [a]

Yes Yes No

  1.5 Is there a link to a downloadable version of the data set or 
simulation environment? [a]

Yes Partially Yes

  1.6 For new data collected, is there a complete description of the data 
collection process, such as instructions to annotators and methods 
for quality control? [a]

Partially No No

C2 FAIR sub-principles (Findability, Accessibility, Interoperability, Reusability)

  2.1 Are (Meta)data assigned with a globally unique and persistent 
identifier? (F1) [c]

No No Yes

  2.2 Are data described with rich metadata? (F2) [c] Partially Partially No

  2.3 Are (Meta)data retrievable by their identifier using a standardized 
communications protocol? (A1) [c]

Partially Yes No

  2.4 Do (Meta)data include qualified references to other (meta)data? 
(I3) [c]

No Yes No

  2.5 Are Metadata richly described with a plurality of accurate and 
relevant attributes? (R1) [c]

No No No

  C2.6 Are (Meta)data associated with detailed provenance? (R1.2) [c] Partially Partially No

C3 The description of the DL architecture and hyper-parameter optimization process

  3.1 Is there a clear description of the mathematical setting, algorithm, 
and/or model? Which DL architecture (and type of measure) was 
used? [a, b]

Yes, CNN Yes, CNN Partially, 
pre-trained 

CNN

  3.2 Does the paper use a Cross-Validation strategy? [b] Yes Yes Yes

  3.3 Is there a clear explanation of assumptions? [a] Yes Yes No

  3.4 Is there an analysis of the complexity (time, space, sample size) of 
any algorithm? [a]

No No Yes

  3.5 If an optimization procedure was used, is it completely detailed? 
[b]

Partially Yes, Adam Optimizer Yes, Adam 
optimizer

  3.6 Were the Hyper-Parameters chosen manually? [b] No No Yes

  3.7 Does the paper clearly mention the Learning rate? [b] No Yes Yes

  3.8 Does the paper clearly mention the Batch size? [b] Partially Partially Yes

  3.9 Does the paper use Dropout regularization? (which value?) [b] Partially No No

  3.10 Are there the range of hyper-parameters considered, method to 
select the best hyper-parameter configuration, and specification of 
all hyper-parameters used to generate results? [a]

Partially Partially Yes

  3.11 Is there an exact number of training and evaluation runs? [a] Partially Yes Yes

C4 The infrastructure and implementation

  4.1 Does the paper detail the infrastructure adequately? [a,b] No No Yes

  4.2 Which framework was used? [b] R and Python Caffe (according to 
README file)

TensorFlow/PyTorch TensorFlow

Table 1 
Systematic Description of the Three Use Cases Based on Pineau's Checklist, (2020b) [a], the Recommendations From Renard et al., 2020 [b], and the FAIR 
Sub-Principles (Following Hartley & Olsson, 2020) [c]
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3.2.2.  The Description of the DL Architecture and Hyper-Parameter Optimization

There was incomplete information about the full set of hyperparameters in the manuscript of Jean et al. (2016) or 
in their supplementary material (criteria C3 from Table 1). The code implementing the training of the models is 
missing, and only the final trained model is provided as a checkpoint. However, the model is downloadable by a 
non-persistent link which is not a FAIR procedure.

In Yeh et al. (2020), as shown in criteria C3 from Table 1, a full description of the DL experiment was missing 
and their official GitHub repository (https://github.com/sustainlab-group/africa_poverty) was not as updated as 
an alternative GitHub (https://github.com/chrisyeh96/africa_poverty_clean). In addition, the workflow steps are 
poorly described and the parameter settings were missing.

3.2.3.  Implementation and Infrastructure

The infrastructure information was not described in the Jean et al. (2016) article, as shown in criterion C4.1 from 
Table 1, but R and Python Caffe scripts were included in the README file in the GitHub repository (https://
github.com/nealjean/predicting-poverty). The main challenge was to reproduce the training procedures presented 
in their repository. However, the authors link to a third repository (https://github.com/jmather625/predicting-pov-
erty-replication) that shows an alternative version of their work using PyTorch instead, which better reproduces 
the training pipeline but does not achieve exactly the same performance results.

Suel et al. (2019) referred to using Python and TensorFlow in their paper (criterion C4.1 from Table 1), but the 
README file of their GitHub repository (https://github.com/esrasuel/measuring-inequalities-sview) was miss-
ing this information.

4.  Mitigation Strategies and FAIR Advice (for User 1 & 2)
We suggest a set of mitigation strategies for improving the reproducibility of the data and code associated with 
DL experiments and provide advice on satisfying FAIR criteria.

Table 1 
Continued

Use cases

Criteria description Jean et al. (2016) Suel et al. (2019) Yeh et al. (2020)

C5 Reported experimental results and theoretical claim

  5.1 Is there a clear definition of the specific measure or statistics used 
to report results? [a]

Yes Yes Yes

  5.2 Is there a description of results with central tendency (e.g. mean) 
& variation (e.g. error bars)? [a]

Yes Yes Yes

  5.3 Is there a description of the average runtime for each result, or 
estimated energy cost? [a]

No Partially Yes

  5.4 Is there a clear statement of the claim? [a] Yes Yes No

  5.5 Is there a complete proof of the claim? [a] Partially Yes No

C6 The shared code

  6.1 Is the shared code Open source? [a,b] Yes Yes Yes

  6.2 Is there a specification of dependencies? [a] Yes No No

  6.3 Is there a training code? [a] Partially Yes Yes

  6.4 Is there an evaluation code? [a] Yes Yes No

  6.5 Is there a (Pre-)trained model(s)? [a] Yes No Yes

  6.6 Is there a README file that includes a table of results 
accompanied by a precise command to run to produce those results? 
[a]

Yes Yes No

Note. The first column lists the criteria used to assess each use case. The letters a, b, c after each criterion correspond to the papers from which the criteria were 
compiled. The answers “Partially” and “No” indicate that these are reproducible aspects that require attention.

https://github.com/sustainlab-group/africa_poverty
https://github.com/chrisyeh96/africa_poverty_clean
https://github.com/nealjean/predicting-poverty
https://github.com/nealjean/predicting-poverty
https://github.com/jmather625/predicting-poverty-replication
https://github.com/jmather625/predicting-poverty-replication
https://github.com/esrasuel/measuring-inequalities-sview
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In this section, we have organized suggestions for the reader according to the general DL workflow (Figure 1) and 
the criteria listed in Table 1, specifically C1, C3, C4, and C5. We found correspondence between “Quality of the 
data set” (Section 4.1) with criteria C1, DL experiment (Section 4.2) with criteria C3 and C5; “Implementation 
and Infrastructure” (Section 4.3) with criteria C4, and “Advice about FAIR principles criteria” (Section 4.4) with 
criteria C2.

4.1.  Quality of the Data Set (Particularly Relevant for User 1)

To ensure efficient reproducible or replicable research, it is advisable to use optimal data quality, a comprehen-
sive review of data quality dimensions can be found at Sidi et al. (2012). For User 2, we advise that you check 
that you have reported your experiments well, as detailed in Table 1 criteria C1. For User 1, it is advisable to:

•	 �Validate the data set used in the study. Make some preliminary statistical analyses to validate the quality 
of the data set and the sample size required. Random sampling can be used to check if your data corresponds 
to the same samples covered in the original article. If you have missing values, create a new value by using 
missing values methods (more information can be found in Enders, 2010).

•	 �Use a sample of the data set. For a first experiment, one could prepare the same procedure presented from 
the original article, and test using a sample of the data set.

•	 �Check parameters of the datasets or code. Check the experiment parameters and those in the data source 
used. For example, check the parameters for satellite images acquisition (e.g., sensor product, start and end 
date, spectral resolution, spatial resolution, etc.), the variables and data collections used for census surveys. 
Also check for the temporary images that were downloaded and were excluded on the original paper. When 
working with an API (Application Programming Interface), such as GEE or GSM, internet latency or delay 
may be encountered which can create request errors and some images may be lost even with many trials. At 
this point, the task of reproduction evolves to a replication task.

•	 �Check the preprocessing steps. If the preprocessing steps are not clearly defined in the original paper, for 
example, with respect to the satellite images, one may need to compile the images acquired across various 
years and then average them. There may also be a temporal mis-match between sources that needs to be 
reconciled, and other options may need to be pursued. Census surveys correspond to one specific year and will 
rarely match precisely with the imagery date.

•	 �Verify the data construction method. When it is not possible to obtain the original data (e.g., DHS) because 
of data agreement policies or other reasons, check for the availability of data which looks similar and then to 
build some statistical methods, such as averaging or interpolation, to effectively check similarity. It is then 
possible to continue with the construction of this new data.

•	 �Test different configurations of data split. This exercise is important to ensure unbiased solutions. We 
recommend using different strategies depending on the size of the data set. For the data splitting one can 
test several configurations. For instance, split a data set for training and testing data set using proportions of 
95% and 5% for validation, or 90% and 10% when the data is high volume, as is commonly used in the DL 
community. A comprehensive review of data splitting can be found at Xu and Goodacre (2018). Other data 
split strategies can be used for different kinds of experiments when needed.

4.2.  Deep Learning Experiment

A clear description of the DL experiment is commonly omitted. For example, Renard et al. (2020) found that 
fewer than 10% of the articles reviewed sufficiently described the hyperparameters and the data set to enable 
the work to be reproduced. The complexity of many DL experiments and repeated iterations resulting in many 
versions of code makes vigilance essential for accurate reporting. We advise that User 2 checks that their experi-
ments are reported according to criteria C3 and C5 from Table 1. For User 1, here are some recommendations to 
overcome issues when reproducing of replicating DL experiments:

•	 �Look for workflows. For User 1, we suggest careful review of the workflow used to conduct the experiments, 
meanwhile for User 2, we advise using a workflow to record the process, etc. Thus, check it for details of the 
DL architecture, procedures, and all possible information useful to reproduce the paper.

•	 �Look for model architecture as source code. If there is access to the already trained model (e.g., “check-
point”, “h5 file”) it might be possible to obtain the hyperparameters that were used in the training process or 



Earth and Space Science

MACHICAO ET AL.

10.1029/2022EA002379

12 of 16

even the details of the DL architecture (layers, size of inputs and/or data augmentation information, size of 
outputs, drop out, loss function, type of optimizer, weights initialization, learning rate, etc.). We also suggest 
checking whether the original input data used to train the model is published with it.

•	 �Look for different setups of experiments. We suggest carefully organizing various reproducibility exper-
iments according to the different setup found on the original paper, because they may vary the hyperparam-
eters. It is also useful to reproduce the lead experiment so that it is possible to verify the correspondence 
reproducibility results.

4.3.  Implementation and Infrastructure

Technology is continuously developing and updates occur frequently. The infrastructure needed for DL (special-
ized computer hardware, programming languages, frameworks, libraries, and so on) may have changed or been 
replaced by newer versions. For User 2, we advise that you check that you have properly reported your experi-
ments as described in Table 1 criteria C4. For User 1, we provide some recommendations to account for changes 
in infrastructure and implementation components in DL experiments.

•	 �Internet flaws. When dealing with APIs, expect some internet flaws, for instance GSM or GEE API may 
lose some images while downloading, but we have the possibility to know which package failed and we 
can retrieve the downloading process, which should be noticed that there may be some additional costs. We 
suggest programming a batch list advertising the already downloaded files.

•	 �Bugs. It is expected that some bugs will be found in the scripts. Perhaps some source codes were provided that 
do not match the version mentioned in the manuscript. We suggest looking at the import libraries and checking 
on blogs such as Stackoverflow (https://stackoverflow.com/) to find the best adjustments.

•	 �Versioning. Use the same versions as the original in order to avoid “deprecated” versions. For example, many 
researchers migrate TensorFlow code from TensorFlow 1.x to TensorFlow 2. Such differences can prevent 
successful reproduction, and it can be laborious to convert code.

•	 �Source code is available but there are many branches. For instance when we have two source code hosted 
links (e.g., as described in Section 3.2.2), we suggest trying to merge them and compare each step.  If the 
package libraries are missing, set up a computer with empty libraries and then install packages (after aligning 
them).

•	 �Programming language. If the source code is in a particular programming language with which you are not 
expert, use another trustable version. For instance, if you wish to use Python instead of R, as used in Jean 
et al. (2016), there is a Pytorch implementation https://github.com/jmather625/predicting-poverty-replication.

4.4.  Advice About FAIR Principles (Particularly Relevant for User 2)

The discussion in this section is based on the profiles of User 2 (Figure 1) and how they could employ FAIR 
principles when engaging in DL experiments, which is linked to criteria C2 from Table 1. The following points 
are called “advice” because they are the minimum criteria that a DL-based project must have.

•	 �Some FAIR principles are mandatory in data set design. If the data are not compliant, they cannot be 
re-used. DL studies typically use large numbers of comparable samples to train and then test models. DL 
experiments specifically designed to analyze very large datasets are usually based on originally structured 
data (e.g., often large sets of images) and are associated with a specific set of attributes defined by the produc-
er(s) of that data (human or machine). It is important to ensure your (meta)data are assigned with a globally 
unique and persistent identifier (FAIR principle F1), that your (meta)data are retrievable by their identifier 
using a standardized communications protocol (FAIR principle A1) and that your (meta)data are released with 
a clear and accessible data usage license (FAIR Principle R1.1).

•	 �Some FAIR principles need scientific community agreement and information about data set quality. 
FAIR principle F2 states “Data described with rich metadata”, which means that for good reproducibility of 
the study, at least the metadata (and ideally the data) will be sufficient, efficient, and appropriate. These qual-
ities do not only depend on the producer: sufficient and appropriate metadata depend largely on the methods 
and tools that a user will use to reproduce the results of the model. In most cases, the processes of (meta)data 
enrichment and curation depend on the vocabularies used by the scientific community that wants to reproduce 
the model (I2), and are part of the DL process (see e.g., “Pre-processing and Data split” in Figure 2). This 

https://pt.stackoverflow.com/
https://github.com/jmather625/predicting-poverty-replication
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means that FAIR criteria that take into account a decision of the scientific community (with higher variability 
if the team's view changes), which is especially reinforced at DL reproducibility. It is important to ensure that 
your (meta)data includes qualified references to other (meta)data (I3), that your metadata are richly described 
with a plurality of accurate and relevant attributes (R1) and that your (meta)data are associated with detailed 
provenance (R1.2).

•	 �Accept uncertainty when achieving FAIR, because a data set is never perfect. It is almost impossible to 
achieve a perfect FAIR because of inherent variability in its quality (it could be incomplete or biased). This 
is not only due to the variability of the community's judgment, but also due to the complexity of the data and 
the impossibility to fill the data completely and homogeneously (e.g., changing sensors, process development, 
artifacts, operating systems, etc.). These matters will always introduce uncertainties in the outcome of the 
model between datasets, but also with the same data set but a different user/community user. We advise that 
User 2 checks that their experiments are reported according to FAIR principles I3 and R1.2.

Based on these arguments, we can easily imagine that increasing “FAIRness” in the DL study necessarily 
requires an iterative process to consolidate the results, as suggested for all other scientific studies and data (David 
et al., 2020).

4.5.  Recipe for Successful Reproduction of a DL Experiment

Before evaluating a paper reporting a DL experiment, or creating your own project, we propose a four step 
process: (a) pre-read the paper to identify the context and broad content. If this looks promising, (b) make a naïve 
review using the template we provide in this paper, and if the method continues to look promising, (c) fix any 
flaws and gaps identified, and (d) reproduce the workflow (Figure 3).

5.  Discussion and Conclusion
The requirement for reproducibility and replicability of experiments, let alone those in which new techniques 
such as DL are employed, is very recent. There are few instances where R & R has been practically tested, and 
more work is needed to develop best practices and make this a real possibility for the achievement of truly open, 
defensible science. We have presented an approach that researchers can use to ensure their project is indeed FAIR, 
that readers can use to check the robustness of a reported method, and that those wishing to reproduce a method 
can test whether there is sufficient information available to do so.

To identify common problems with reproducing reported DL experiments, we analyzed the reproducibility of 
three case studies which used DL and remote sensing data to estimate poverty. To do this we amalgamated three 
published approaches, the checklist organized by the ideal structure of a paper during submission (Pineau, 2020b), 

Figure 3.  Recipe for successful reproduction.
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the DL workflow recommended during experimentation (Renard et  al.,  2020), and compliance to the FAIR 
sub-principles for DL (Hartley & Olsson, 2020).

Although the three use cases were proposed for a specific task (poverty estimation), we believe that the evaluation 
methods could be applied to more general DL tasks, where difficulties might include (a) a lack of data set spec-
ificity (and the metadata related with it), (b) inadequate description of the DL experiment, (c) a lack of details 
of the implementation and the infrastructure used. We also feel that these recommendations can be extended to 
other domains.

To publish a reproducible DL experiment, we recommend that creators (User 1) provide a downloadable version 
of the data set and simulation environment used, the data management procedure, data and code provenance, 
and data set versioning. In addition, it is important to try to overcome the challenge of effectively sharing and 
exchanging learning models, as ML and DL models have inherent characteristics of data and software that could 
also be overcome with the emergence of new services such as DLHub.org and OpenML.org (Katz et al., 2020).

One might think that the established FAIR principles are an appropriate guide to ensure effective reuse of data 
and software (Wilkinson et  al.,  2016). In practice, however, what is true for data is not directly true for all 
other digital objects (Katz et al., 2020). For example, the principle of interoperability may not have the same 
meaning when dealing with data or software (Lamprecht et al., 2020). Existing FAIR recommendations do not 
provide specific guidance for detailed domain-specific implementation, especially for the case of DL (Hartley & 
Olsson, 2020). Suggestions for the design of FAIR computational workflows have recently been made by Goble 
et al. (2020), who propose some specific guidelines for the creation and use of DL models in science, explaining 
how they relate to the FAIR principles.

There have been some recent efforts to establish standards for FAIR ML and DL models (Pineau, 2020b; Walsh 
et  al.,  2020). Although learning models typically use highly structured data that respect FAIR principles by 
design, they face greater variability in terms of their reproducibility and, to a lesser extent, their replicability. In 
addition to the inherent “variabilities” of DL (Renard et al., 2020) that pose a challenge to R & R, there are other 
aspects of variability that should be better discussed in future work, such as the fact that scientific (meta)data are 
not only related to the difficulty of reaching consensus on vocabularies, but also to the fact that the variability of 
the description of these very large datasets is closely related, for example, to their temporal and spatial scale or to 
the technical variability of their acquisition.

To our knowledge, this is a first-of-its-kind initiative that presents a problem of reproducibility in remote sensing 
imagery and DL problems for real-world tasks. However, there are still some limitations to this work. It tries to 
be general, but it is an initiative for the DL community. Therefore, we encourage other researchers to propose 
further mitigations to make it more general and comprehensive. We hope this paper lowers the barrier to entry 
for the DL community to improve research. Following the life cycle mantra: reproduce!, then replicate! With the 
goal of improving reproducibility!
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