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Coupled Solution of 3D Unstructured Finite
Volume Discretizations of the RANS Equations
on Q2 Primal and Dual Grids. Application to

the 4" High Lift Prediction Workshop.

Jean-Marie Le Gouéz
Onera, Chatillon, 92320, France

This paper describes the main features of NextFlowlW, a high-order reconstructed Finite
Volume solver for turbulent flows of perfect gasesThis code of the ‘k-exact’ family was worked
out on the occasion of the High-Lift Prediction Wokshop 4, it is based on reconstructed k1 to
k3 polynomials and results in 2° order and 3¢ order FV schemes. One important characteristic
is that it couples the discretization of the RANS @uations on the unstructured primal grid (a
multi-element grid with prisms, pyramids and tetrahedron) and on its dual grids (made of
vertex-, edge- and face-centered Finite Volumes). stries of runs proposed by the Workshop
were conducted with this solver and its 2D reducedersion, their set-up are described together
with detailed results. Reference is made to the sthesis of all submissions prepared by the
coordinator of the HO Technology Focus Group and te Workshop organizers.

[. Introduction

We present shortly the main features of a pro®tigexact’ reconstructed Finite Volume solver thats used to
conduct a series of test-cases in the framewotkeoHigh Lift Prediction Workshop 4.
Two main features were improved on this occasion:
- the polynomial reconstruction from a discrete fiefccurvilinear volume integrals that extends oaestencil of
quadratic (Q2) cells,
- the coupling of the discretization on primal analdoverset grids, which represents the interwoeatufre [1]
[2] of this code NextFlow ITW.
The robustness of these schemes and their pregliabilities on this type of complex geometry amuinmlis to be
discussed. For this, the CLmax study (case 2a)thadgrid convergence analysis (caselb) of the HLPWere
conducted, with reconstructions from degree 1 tepending on the extent of the stencils and tkesishoice.
The simpler 2D version acting only on the primastiactured multi-element grid was used to perfdm verification
case from the TMR site [3]. Due to difficultiesdonverging to the RANS solution with the SA-Negbience model,
when using higher order reconstructions, 2D URAIdSes were done in comparison.

Il.  Main Features of the NextFlow ITW solver

This solver is a FORTRAN 95 code, with a singlerdegof freedom per conservation equation and peFiQife
Volume. It uses a polynomial reconstruction of amyiable field in each Finite Volume from the dister volume
averages of this field in a set of Finite Volumkeattsurround it, its ‘stencil’. On curvilinear Q@uadratic) grids, the
discrete fields in the stencils that drive the restouction through Weighted Least Squares are dersil as curvilinear
volume integrals. The reconstructed polynomial dfaerstencil is then evaluated on each interfadhetentral FV, as
its curvilinear surface integrals.
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On a given interface, it provides to the approxenRiemann solver 2 sets of conservative variabitesy the
reconstructions and projections in its left andhtigV stencils. The degree of the reconstructidgrmomial varies from
1 to 3, on a complete basis of 20 monomials inglubal reference frame. This weighted least sqtiaref the
polynomial integrals to the stencil discrete valigesonsidered robust if the stencil has 50% marfe than the basis
size. Stencils of 15 FVs permit a k2 reconstrugteaord k3 is enabled with 30 FVs.

The novel 3D version of the solver uses a quadgaametry of the FVs, each interface of them iseggnted by a
set of adjacent Q2 patches (triangles or quadranglth 6 and 9 nodes). This permits to represesd tle dual grids in
the HO NGON format, which was developed for cont@lLimes having an arbitrary number of discreterfiaices.

This solver operates on overset grids, they arenalsked at the user’'s choice among:

1) the primal grid of multi-element type (prisms, pyids, tetrahedrons), for the High Lift predictiosst
cases we used the POINTWISE P-T Q2 series,

2) its median node dual grid, also a Q2 grid, wheheéaterface of a dual FV is the union of Q2 quadtas
identified in each primal FV around the edge thdtd the central node of this dual FV to an adjacenle,

3) its edge-dual grid; a FV is built around each edf¢he primal grid, by identifying in a primal cethe
triangle of communication between the fractiondha cell volume allotted to 2 adjacent edges shaain
node,

4) its face-dual grid (commonly called the diamonddfr2 adjacent faces of a primal cell, sharing dgeg
communicate also through a quadratic triangle 6tihedes that describe this triangle are obtainedifen
values of the parametric coordinates of the Q2 alriRV. The result of the build-up of this enveldpea
face-dual FV made, depending if the face is a quatriangle, of:

v 2 abutting pyramids with this face as a common laaskthe centroid of a primal cell as tHerde,
v/ 2 abutting tets with this face as a common basettendentroid of a primal cell as th& dode.

All these grids presented in NGON format are comEd as the support of the same cell-centered Rghse. Each
grid is autonomous; a turbulent flow simulationpafrfect gas can be performed on each independémtthe same
executable. These discretizations can also be edugirough composite reconstruction stencils.

The FV samples that serve for the polynomial fisides the first or second direct neighbors invargigrid, can
also be agglomerated from grids of other kind. tha we use the standard connectivity table: noddement, but also
the derived ones, edge to element and face to aeleaféer numbering uniquely the edges and faceéseoprimal grid.

All the overset grid combinations were programmedhie preprocessor for the spatial scheme of NewtFTW.
After the construction of the composite stencihe tiscrete operators for the reduction of thel§dtom the stencils
volume data to the interface are coded. For eaenfate of an active grid, they provide 8 table$iredar combination
coefficients [1], the application of which resuilts

v/ an extrapolation from the left (over the stenéilte left FV and a linear basis k1),

v'an extrapolation from the right (over the steotithe right FV and a linear basis k1),

v/ 2 extrapolations, resp. from the left and the rigiver the same stencils and bases of higher dégree
k3,

v/ evaluations of the interface centered averageetdmponents of the gradient, over a higher delgases
and the union of the left and right stencils (3¢al

v/ an evaluation of a finite difference of order 3 foe artificial dissipation operator. 2 options axailable,
as this table can be obtained from the surfaceyiateof the &' normal derivative of the reconstructed
polynomial, if a k3 fit was possible, or be thefeience of 2 evaluations of second differences over
respectively the left and right stencil.

These tables are used successively for the fafld®nservative and primitive variables, or the poments of the
flux density tensor. These derived fields are comgun each cell of the stencil from the mean coratéve variables.
The reconstruction of the flux density tensor igdusn an option for a centered scheme stabilizec thygh order
artificial dissipation [2] that was not used inglipplication study.

The comparison of the current variation rangehef fields over the stencil or obtained from lefdaight over a
linear or a higher degree reconstruction servaffoequivalent slope limiter.

lll. 3D grids for the CRM High-Lift configuration

We have used the quadratic multi-element grids gmexp by POINTWISE for the HO TFG (Technology Focus
Group) [4] of the HLPW4 workshop [5]. For each sieé grid refinement level, i.e. coarse, mediumfarel different



3D grids in terms of thickness of the wall cellsrevgenerated. The ones that we selected are: 0=200, 800 [4].
None of our computations used the available extragrids.

These grids are labelled P-T Q2, they use prisyerdaon the majority of walls, connected to pyrasméshd then
tetrahedron in the rest of the volume. Some regmthe fuselage, away from the wing, use quaditds as the
surface grid. A specific preprocessor of our soluttonducts a 2-level partitioning of these grafsd then in each sub-
partition containing of the order of 200 primallsglQ2 dual grids are created in the NGON format.

Fig. 1 Surface grids of the family POINTWISE P-T Q2medium and its node- and edge-duals.

Each quadratic interface is represented by 4 lineaelements (tri. or quad.).

IS = S -]
Fig. 2 Surface grids; left at the coarse level (pmal), right at the medium level (edge-dual).

The k3 reconstructions that were cited in the piigaechapter can only be computed in the prismatigons for
stencils of cells with an aspect ratio below 208d ¢heir accuracy also is sensitive to the elencentature. In the
preprocessor of the spatial scheme, in order taimlgtolynomial continuous representations fromdiserete fields, a
linear system must be solved, the order of whidhéssize of the polynomial basis. There are gater be met on the
condition number of this linear system and on t&ulting diagonal dominance of the projected patyiab on cell
interfaces. They are satisfied at present for thB\W4 grids of the type “Log-law of the wall” withtarget y+ over 50.

By using the graph partitioner METIS successivelina levels, with a first partitioning of the prahgrid into 64
to 256 blocks, each partitioned again into 64 t6, 2% obtain between 4096 and 32768 cell grougsFag 3a and 3b.
On Fig. 3b, the node-dual grid of a sub-partitisrshown, where its continuity over the prisms, mjos and tets
layers is evidenced. The sub-partitions comprisd ed the order of 300 to 1000 FVs, when the duisgare overset
to the primal ones. On Fig. 3c and 3d are representith a shift in space for clarity, the 4 ovér@eterwoven) grids
of 2 types of sub-partitions, one away from thelsyahe other inside the near wall cell layers.

These overset grids in a sub-partition are cludtém® a single one for the solver, they occupythe order of 6
Mbytes of memory and fit in the caches of recenUERNot shown on Fig 3b to 3d are the 2 layershafsg cells at the
periphery of each sub-partition to couple the netsmh with other sub-partitions grids. These ghmedts may either be
duplicated or exchange data in shared memory.

For this study, the computations were done on glsinode AMD EPYC Rome with 2 processors of 32 s@ach.
With a memory of 256 GBytes, up to 46 Mdof/eqn dook computed. All the transfer of information frohe ghost



cells was then done in shared memory, without @dapbn, showing a high memory bandwidth. The prsicesof the
sub-partitions was distributed to the cores by 2i0pP nested loops for the 2 partition levels, &&HUMA nodes.
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Fig. 3c and 3d Exploded views of the overset grids 2 representative sub-partitions.

Among all the possible combinations of activatiord &oupling of the overset grids solutions, onlp&/e been

tested, labelled: 2G, 3G and 4G, with the primé g@nd the node-dual one always active. In 3G mtueedge-dual
coupled solution is added, in 4G also the face-dtdland solution expand the coupled solver.

With the 3 refinement levels of the POINTWISE Q&gr coarse, medium and fine, depending on theeadfid
options, the runs were done on 1.8 to 46 MFVs,taedsame number of dof/eqn. For the y+ 100 primialsgtable 1
summarizes this.

Pointwise P-T Q2 Refinement leve» Coarse Medium Fine

Primal (cell) 1.3 M 6.9 M 15.0M

node-dual 0.45M 2.7M 55M

edge-dual 21 M 11.9M 25.2 M

face-dual 3.0M 16.1 M 34.7M

Total cell+node (2G) 1.8 M 9.6 M 205 M
Total cell+node+edge (3G) 39M 21.5M 457 M
Total cell+node+edge+face (4G) 6.9M 37.6 M Notduse

Table 1 Total number of dof/eqn for the individwal and overset grids, y+ 100 family.

The views of Fig. 4 illustrate the topology of t#héinds of overset grids in a 4G run. It is ondha various types

of graphical post-processing that were performede Iplotting the isovalues of the vorticity fiekl & slice, to follow
the path and strength of a vortex generated otatbeal plate soldered on the exterior of the eagin
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Fig. 4 Views of the vorticity fields in a plane stie across the 4 active grids (f2>3). Coarse grid aoa 19.57°.
IV.  Results of the test-case 2a of HLPW 4 (CLmax study)

2 series of computations were conducted, eacthér tangles of incidence from 2.48° to 21.47°. Tiregd the P-T
Q2 y+200 medium grid and the P-T Q1 y+100 fine @tiet Q2 fine grid was not yet available at theibeigpg of the
workshop).

The fine grid runs are done on 2 overset gridd;asgiter and cell-vertex, for a total of 20.5 Mdafn, while the
medium grid runs are over 3G, cell-vertex, celledgd cell-center (primal), encompassing 13.2 Mxpf/ In this first
phase of the workshop, only k1 reconstructions weded, already on composite stencils.

The forces shown on fig. 5 are the average of tlvoseputed on all the active grids. In these rune,ELmax is
found for the incidence of 19.57°, the maximum cateq lift is 2.33 on the fine grid. A good agreemenfound
between the runs on the medium and fine gridsudint the difficulty to compute the drag at 19.87incidence. The
runs on the medium grids are with a lower totalntaf dofs but 3 overset grids are active.

On Fig. 6, from the workshop committee summarys tieisult appears in light blue with the HO labik(turve
with higher values in the HO category). This ressiin-between the majority of RANS®order solvers on one hand,
and the Wall-model LES and LBM on the other haht} last category providing the highest lift figsréogether with
a RANS computation with an adaptive grid. Our sohutis also 2 order FV at this stage, with the interwoven
capability added.

—8— CL Wind Tunnel corected
——A—— CL NextFlow Pointwide Fine Q1
——y— CL NextFlow Pointwise Medium Q2
2.5 - —-@-— CD Wind Tunnel, comected

— .~ CD Nextflow Pointwise Fine Q1

— .-~ CD NextFlow Poinwise Medium Q2
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Fig. 5 Clmax study with a k1 reconstruction. Lift and drag coefficients computed and measured.



Focus on C__ . predictions in FREEAIR

L, Medium P-T Q2 grid
showing all BEST PRACTICE results
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Fig. 6 Clmax study. Zoom on the region of maximaliift Fig. 7 Computation on the medium grid.

On fig.7 are plotted the convergence of the lift dnag with the solver explicit iterations and amdme overset grids.
With these solver settings the iterative convergeasmooth and the overset grid solutions becamakky identical.

A B
Fig. 8 aoa 7.05°. Wall-extrapolated velocity profé. A on coarse grid 3.9 Mdofs, B on medium grid 18idofs.

Left half-plane cell-vertex solution, Right half-arplane : cell-center solution.

Each of the plots of Fig. 8 shows qualitativelyttitze solution obtained on 2 coupled grids is v&@ryilar. The
solution on the cell-vertex grid (half-airplane)pistted on the symmetrical of its computationatigr

It shows the accuracy of the coupling, in the neall-FVs, in spite of the fact that the cell-vertsall cell is twice
thinner than the cell-center one. It is also fotinat some important features of the flow, like ttetachment at the
outboard side of the wing, are evidenced from #wy ¢oarse grid on.

Fig. 9 represents the cp profiles in a slice, fbtree computed angles of attack. It shows the rdoution of each
element of the wing to the Lift. The low lift ofatslats for lower aoa is shown, while the cont@gurs for the flaps,
they keep a higher lift until 17° of incidence whiedecreases earlier near the total Clmax.

In the second phase of the workshop, the fifsb&ler FV solutions could be obtained, through ablst k2-k3
reconstruction (k2 or k3 in the various zones & tharious grids, depending on the stencil size taat be very
different in the prisms and tets zones, and orutiee’s choice of the stencil depth in a given gittl, to the 1 or 2
direct face neighbors). Only a k2 reconstructiom @so be imposed even if k3 is locally possible.

These higher order FV solutions where conductedHertest case 1b, grid convergence for the nonmcéadence
of the flow, some runs at higher incidence were disne. k2 and k3 reconstructions are analoguoB®2 techemes for
element based methods, both ks lead t§ ar@er scheme, but with different coefficients g teading error term.
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Fig. 9 Clmax study. Cp profiles on the 3 element®f each incidence. Fine grid. Slice F at 65% of th@ingspan.

Figure 10 Incidence 19.57° Conformity of the vortiity fields computed simultaneously on 3 active grisl.

On Fig. 10, we have plotted the vorticity field arslice through the coarse grid, computed with agk®nstruction
on the node-dual, edge-dual and primal grids. Ttnve fletaches at 50% chord on the main element vithilemains
attached on the flap.

Fig. 11 shows the cp field on the walls in thistily 3" order run. Fig. 12 plots the fields of cf at 7.0&¢idence,
computed at"8 order on 2 overset grids with respectively 6.9 ahdvidof/egn.

The curves of reduction of the rms residuals fa& tontinuity and momentum equations with the eiplacal
time-stepping iterations are shown on fig. 13a bn@®ne case for 3 angles of incidence, 7.05 to7194th a linear
reconstruction, is shown on the left plot, a cadh the higher aoa is represented on the centdr Plee relative
reduction of the total energy residuals is vergelto that of the continuity equation, for thesg Mach cases.

Concerning the transport equation of the pseudoesity in the SA-Neg. turbulence model, also expedsat the
same spatial order as the other equations, thatiiterconvergence of its residual is generally \&toyv, even when the
forces converge smoothly.
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Fig. 12 fields of cf, aoa 7.05° on cell-vertex @k 6.9 and 21 Mdof

The iterations are not pursued beyond a reductighorders of magnitude of the mass equationfdiees are then
converged correctly with a k1 reconstruction, (B&e 7), while they continue to fluctuate and dsfowly for the &
order scheme, as shown on Fig. 13c.

10° ROL2-19p57 10
T Uwaspst

— — — UW-L27p05
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LiftHedium-21H-12-3G
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Fig. 13 Convergence of the rms residuals of massé&amomentum. k1 (a), k3 (b); Iterative convergencefdift and
drag in HO runs on 3 different grid configurations, 7.05° incidence (c)

Only the solution on a very coarse grid with 2 Mdaf only 2 active grids converges well in Fig. 1Bbe forces
computed on finer grids oscillate and would needessive numbers of iterations in order to evenjustibp these
oscillations.

It is evidenced that this%order solution lacks maturity at this stage. Tpistotype FV HO solver only provided a
stable spatial integration process late duringntbekshop, and an implicit linearized version netdbe developped in
order to verify the gains expected from this netial integrator.



V. Test case 1b (grid convergence)

All these computations were done on the coarsejumednd fine P-T Q2 grids, with k2-k3 reconstrungo They
use 2, 3 and even 4 overset active grids.
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Figure 14 Lift and Drag at the nominal incidence, @inction of the number of dof/egn N.

Fig. 14 comes from the summary report of the HO T#|d6], the NextFlow ITW results are in red, withe label
H-012, P2, hence'Border and Q2. They were done on 3 to 23 Mdofsgrith the background, the results from the
other groups, RANS, WMLES, HybridLES, ADAPT are féal.

The evaluation of the lift in the NextFlow compitas is correct, event in the coarse 2G run (tlieladout they
lack a consistent convergence, a run with a higbent of dofs should be necessary to confirm teadr The drag
however is always too high, like in other runstaf HO group using the y+ 100 to y+ 800 grids.

The improvement of these results requires the sidanof the HO spatial integration to thinner gridsthe wall
region, without necessarily increasing the totalrtaof dofs, since from these last results it appézat the coarse or
medium surface grids might be sufficient to elevthtethin wall region grids.

On Fig. 15 we have plotted the computed cp profileghe 3 overset grids from the fine P-T Q2 ofnwise,
together with the measured profiles corrected leyetkperimenters from the wind tunnel to the freeassh conditions.

The plane slice is at 5% of wing span. The absdssaade non dimensional successively by the cbbrehch
wing element. The 3 grid computed solutions ovedapr most of the element chords, they only tendiffer near the
sharp trailing edges or discontinuities in the dgnamics surface tangent planes. Compared to tberiexental
solution, the computed flow does not seem to @chttlownstream the main element.
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Fig. 15 Detailed comparison of cp profile in th@lane Fig. 16 Position of the unsteady pressutaps
slice A with the experimental results

The comparison of the results submitted to the glook is also done on the velocity profiles computedr a
number of pressure taps shown on Fig. 16. We presehig. 17 the velocity and pressure profilesratie groupA of
taps, from the NextFlow run on the medium y+ 10@d gissembly. The computations are conducted wittedsional
conservative variable fields in atmospheric cood#i, so the pressure is in Pa, while velocity islenaon dimensional
in the post processing tool.



Contrary to the other plots, where the solutionseanh active grid were shown individually, we hatesen to
extract only one curve over each tap for all thivaagyrids. One point is generated when the vdrtina over the tap
intersects any FV interface in all overset gridse Turve has wiggles until all the active grid $siolus converge to a
smooth overset field.

Detailed cross-comparisons of the solvers solutiwase done in the workshop summary, we only dishese
some qualitative physical interpretations of thetRéow results.

The pressure profiles over the taps A.3 and Alde(land black curves, Fig. 17 B) are very differfeatn the other
ones, they do not show a strong static pressunease towards the wall, since they are in a dethftbe region. This
is confirmed by the velocity profiles on Fig. 17 A.

The taps A.5 and A.6 at the flap leading edge @zaand pink) are below a very thin accelerated ftegion
followed by a lower velocity zone which is the walkfethe main element (see Fig. 17A). The cp deer¢awards the
wall at A.5 is very intense, over a short distance.
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Fig. 17 Velocity and pressure profiles over the pssure taps of row A (see Fig. 16).

On Fig. 17 C the velocity profiles over the tap® And A.5 are drawn. They are obtained with 5 dhffié grids of
this convergence case 1b. All the y+ 100 and y+&f)Qtions are close to each other, only the smutomputed over
the medium y+ 800 grid (blue curve) differs closethe wall and has wiggles that indicate difficedtin converging
through the overset grids. The different velocitgfjes between the taps A.5 (lower Z) and A.2eémts of boundary
layer thickness are captured on all grids.

VI. Qualitative views of the 3D fields

Some plots highlight the evolution of the solutiora given slice for different angles of attackloé flow.
Fig. 18 represents the increase in Mach numbédrarsiat region when the incidence varies from 7t639.47°.

o 05
NextFlow ONERA HL-PW 4 _in K NextFlow ONERA HL-PW 4 in;
Pointwise Q2 Fine grid 25 leds
Mach Number _Slice R

Pointwise Q2 Fine gri

Fig. 18 Field of Mach number in slice B; Fine gridy+100, 3G; 25 Mddl/eqgn.

The vortex that is generated over the plate sottetgside the engine can be tracked in its trajgc® qualitative
views illustrate this in Fig.19, for 2 different enset associations (46 Mdof on the fine grids agdvilof on the
medium ones) and 2 different angles of incidendere the vorticity is plotted in the cell vertexdyr
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Fig. 21 Velocity modulus in the wall cell. Fine y+20 grid aoa 17.05°.
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In order to check the validity of the thicknessttod wall cells given by the y+ calculator of the IRODWISE mesh
generator, we have plotted on Fig.20 the effediele of y+ as obtained when applying the log. walhction. In the
computations, this wall function was applied eithrethe wall cell, or in the second one off the wedkpending if the
wall boundary condition was expressed in strongveak form (both were tested). The computed y+ @wshon the
cell-vertex and on the cell-edge wall grids in gs&me computation. The objective y+ =200 level usethe mesh
generator is never exceeded.

The velocity in the wall cell, which is used asiaput to the wall function, provides a qualitateealuation of the

attachment of the flow. Wide detached flow regians shown at 17.05° of incidence when plotting telcity level
(Fig. 21).

VILI. Test case 3 (Verification case of the TMR web site)

These verification runs were done with an oldesiaer of the code, with the same coding of the Spélimaras
Negative model. The 2D version only computes orptfiral grid, made of a mixture of Q1 or Q2 quadd &iangles,
but it allows polynomial reconstructions up to deg#. We used successively 2 families of grid, withof the wall
cell of the order of 1 or less, and numbers ofsceim 166K to 500K.

The first one is obtained on the TMR web site of A[3], made of Q1 elements only, it was used theoFinite
Volume RANS solvers (Fig. 22 A). The second onegenaf quadratic quads, was generated by GRIDPRQhor
workshop (Fig. 22 B). The flow conditions are Mach.2, Reynolds 5M/chord, aoa 16°.
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T

Fig. 22 A: Q1 tri-quads TMR ; L2 290 Kcells; Stendik4. Fig. 22 B: Q2 quads GRIDPRO; L3 166 Kcells

The cross-comparisons between the solvers uskfttaed drag as function of the number of dof/egnd profiles of
the velocity components and the turbulent viscasity vertical slices over the slat, the main eletand the flap.

Lift coefficient TMR High Lift 2D profile 0.105

0.1
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Fig. 23  Lift figures (TMR results, a) Drag fgures (HLPW4 progress meeting, b)
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The NextFlow computations were done in a first stigh the k1 multi-D reconstruction to keep closettie standard
FV schemes. The lift results are shown on Fig. 28ach was obtained from the TMR web site, and wttee NextFlow
results were added (2 blue dots for the k1 recoattm). The drag results are plotted on Fig 23hictv was shown at the
HLPW 4 progress meeting by the HO TFG coordinat@x{Flow results, in red dashed lines, are labaHdll 2).

Nexttow o SAeg URANS mode
3 full basis reconstruction * Implicit BDF3
Vor ing at flap walling edge - Svc = fUref = 1.2

TMR u iag L end L3 (175 -295 Kealls)
Nextfon Sa-haq RANS mode i1 rac

‘ TMR High Liftsection | TMR unstructured grid L3 (500Kcells)

cl

Figure 24 : Iterative evolution of Lift m TMR grids; k1 reconstruction RANS (a), k3 RANS +URANS (b)

The k1 solution converged uniformly, towards adiftefficient of 3.59 on the L1 grid of 175 Kdof aBd’2 on the
L2 grid of 295 Kdof (see Fig. 24a). These resutessatisfactory, when compared to th& @der FV reference on the
same grids, while more accurate results of Fig, @Btained for lower dof counts, used adaptive rimgsalgorithms.

However, the 3 runs with a k3 reconstruction oml ¢eivels L1, L2 L3 do not converge, the residualmain high
and the lift cannot exceed very low values (see Edp RANS for the L3 grid), these values are rigmbas the green
curve on Fig. 23a. The runs were then continuddRANS mode (Fig. 24b), with all the caution neededthis. The
main concern in 2D is that the unsteady fluctuatjdh any, will alter the velocity gradients andrticity that are
computed for the source in the transport equatfggseudo-viscosity in the SA-Neg model. The whaedof equations
needs to be taken as unsteady.

This unsteady scheme uses a non-linearized timécitngolver, with inner iterations in each timeeptby local
pseudo-time stepping and RK3 stages. The realdernigative is represented by BDF3 finite differefcemulas.

The URANS solution is restarted at time 132.5, thennstability appears, the non-linear effectstlits amplitude
and the lift coefficient fluctuates with a low antptie of the order of +- 0.01 around a higher agerthan the RANS
solution. The black curves of Fig. 23 a represkatrhin and max values of the fluctuating lift cortgzlion the L1, L2
et L3 grids (500 Kdof for the L3 grid). The averatrag obtained in these 3 runs is plotted on F3g. 2

Owing to the higher order of the implicit time dexiive, only 12 time steps over the captured peoiofiuctuation
are found necessary. This permits a high numbemafr pseudo-time stepping iterations with a latability criterion,
in each physical time step (800 to 1600).

TMR High lift seclloﬂ%‘ L3 ( k3, URANSE, BDF3) !
fic = U - Uave e TMR High lift section GUIHU(H. URANSE, BDF3)
ms.
08

Inshnl Pfic=P- Pave

3
| (— %6“0"'0ﬁ |

Fig. 25 Instant fields of velocity and pressurddictuation  Fig. 26 rms values of the velocity fluiations u’,v’
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The Strouhal number of the resulting vortex shegdin the flap, that can be visualized on Fig. 12 26, is found

to be St= f*c*sin(a) /Uref = 0,35. Fig. 25 shows instant fields of thecfuating component of velocity and pressure,
in m/s and Pa, and Fig. 26 the rms of the 2 comptsnaf velocity, also in m/s, computed on the firgesd L3.

Fig. 27 shows respectively the averages over a&ayicpressure and the product of the 2 fluctuatiomgponents of
velocity u'v’. Fig. 28 presents the turbulent visitg fields, shown with the same levels as theltequresented on the
TMR site. The gain in lift brought by the URANS gtidbn (middle and bottom views) can be evidenceddmparing
the flow deflection with the RANS result. The regiof high turbulent viscosity over the flap is alssually less thick.

NextFlow Onera TR grid L3 (500 Kcells)
. — SA-neg RANS solution
TMR High lift section grid L3 ( k3, URANSE, BDF3)

n

Field of pressure : cycle meay

v

Mean field of u'v'

-

Fig. 27 Mean fields of pressure and the product of Fig. 28 Fields of turbulent viscosity A: RAIS solution,
the fluctuating velocity components B: URAS average, C: URANS instant

The unsteadiness that develops in the URANS cortipngawith these higher order spatial and time se®ewas
confirmed by runs on the GRIDPRO meshes. All thenatations done on these grids L2 to L4, from 196K
396Kdof, either with the Q2 or Q1 assumption, leduhsteady solutions. The Q1 grids are the santkea®2 ones,
only the additional Q2 nodes are not considerediaedr quads integration formulas used.

The Strouhal numbers and the amplitude of fluctunstiare very close to those computed on the Q1 GNids.
This is shown on Fig. 29. Only the solution on Wieey coarse grid L1 converged to steady statepafth the unsteady
implicit resolution and "8 order FV schemes were also applied to it.

The mean lift is higher than the reference valu8.8ffrom the steady RANS solvers on the L4 gritljolv is not
surprising since a new physical phenomenon is ptasethe solution. An instant field of entropy this L4 grid is
presented on Fig. 30.

The physical or simply numerical existence of thistex shedding of small amplitude can be questiphet no
experiment could decide in favor of it. Its captime a numerical scheme is certainly difficult, €nit occurs in a
region where the turbulent viscosity (Fig. 28) isry high, and also in consequence the turbulerfugidn of
momentum. But the high shear and inflexion in te@gity profiles that are responsible for a shasp in turbulence
levels over the flap can also generate the vottiexding (see fig. 31, bottom-left). The fact thiavas encountered on
2 families of different grids and across differezfinement levels makes it credible.

H-012 K3 Reconstructed FV

lZJEAN"s'kAvNeg Time implicit BDF3 H-012 K3P2 - GRIDPROL1Q2
verification case :

Lift fluctuation Strouhal = -¢"sin(a) /Uref = 0,35 o RO

0 H-012 K3P2 - GRIDPRO L4Q2

H-012 K3P2 - GRIDPRO L3Q2

37

0.1 0.2
Time

0 0.5 1 15 2

3

Fig. 29 Lift computed on GRIDPRO meshes, dt 0.001 Fig. 30 Instant field of entropy, GRIDPRO L4
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Results were submitted for the comparison of tludilps of velocity components and turbulent visgpsThe time
averaged URANS solution were used, but since thtexshedding occurs after 20% of the flap chdnd, dbscissa of
the 3 profiles are in steady flow regions. Indemsmly of the comparisons reported by the workshogd &aFG
coordinators, we compare our results on the filrdRTand GRIDPRO meshes to recent reference solutonmgputed
by FUN3D on the TMR L7 grid, presented on the TM8wsite. Results of 4 runs are shown on Fig. 31.
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Figure 31 Profiles of velocity components and turblent viscosity over 3 1D vertical slices.

The NextFlow solutions are in orange (TMR finerdyrand blue (GRIDPRO finer mesh). The referencatsmi of
FUN3D is in black, it has been improved with respecthe green solution of the same code by usif arder
scheme also for the transport equation of the pseistosity.

Our solution on the GRIDPRO mesh predicts too kdavel of turbulent viscosity on the slat (tophtlg it is due
to too coarse a grid in the normal direction togla, in comparison to the grid around the othements The very thin
boundary layer (0.002 chord) covers only the thédehof 6 cells here. All the other profiles compute this
GRIDPRO L4 grid are very close to the referencaues] the turbulent viscosity profiles on the maml ahe flap
capture also the wake of the upstream elements.

The differences with FUN3D are essentially limitedthe thickness of the laminar region over the t@undary
layer (O turbulent viscosity close to the wall die tottom right figure). The results of NextFlow thie TMR grid are
somewhat less accurate.

VIIl.  Conclusion
On the occasion of the High Lift Prediction Workphé, new developments in a 3D Unstructured Finitdukhe

solver were conducted, in order to increase théiagdparder of the RANS scheme and to test couptimechanisms
between the solutions computed on the primal naléiment grid and its duals.
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This overset coupling scheme showed correct coeneeyproperties when using a linear reconstructibieme, and
an acceptable CLmax study could be conducted Withe settings, in view of the lack of maturity lifstnumerical
method. However, higher order spatial reconstruastiare still challenging the present explicit itm@ascheme.

Due to the complexity of the geometry of the HLP¥é4t cases that has a direct impact on that ofjttis, and
since different flow features appear in variousiorg of space, a robust linearized implicit solgeems necessary to
confirm the gain in accuracy from these recent sjategration and overset coupling methods.
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