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I. INTRODUCTION 
Nowadays, the constant evolution of CMOS technologies 

towards smaller design nodes and higher transitions 
frequencies, together with the development of optimized 
back-end-of-line (BEOL) options, make possible the co-
integration of complex RF and mm-wave circuits in a single 
silicon substrate. However, these advanced integration nodes 
are prone to large process variations and manufacturing 
defects that may result in a significant –sometimes 
catastrophic– performance degradation and low fabrication 
yield. Extensive production test and calibration procedures are 
required to guarantee the performance of integrated RF and 
mm-wave circuitry, which, due to the complex nature of at-
speed functional test, results in expensive and long test and 
calibration cycles that may stall the production line.  

Leveraging the power of machine learning techniques has 
been proposed as a promising solution to alleviate these 
issues. These techniques are aimed at replacing the direct 
measurement of complex functional specifications by simpler 
observables, usually called signatures, that are strongly 
correlated to the target specifications. Machine learning 
regression algorithms are then employed to map the signatures 
to the target specifications. Since signatures are designed to be 
simpler and cheaper to extract –in many cases even using 
some sort of simple on-chip test instruments– the overall test 
complexity and cost are greatly reduced. This is the basis of 
the so-called alternate test [1]-[2] , where supervised machine 
learning models are used to replace the classical functional 
test. Supervised machine learning models are applied in two 
phases: a training phase, where the model is inferred from a 
set of training data containing both the input signatures and 
the target specifications; and a testing phase, where only the 
signatures are measured and the target performance is 
predicted using the previously inferred machine learning 
regressor.   

Indirect test based on machine learning regression is an 
elegant solution to simplify the complexity of analog 
functional testing while still addressing the issue of 
characterizing the circuit performance and comparing it 
against classical performance acceptance windows. 
Moreover, this technique can be easily extended to 
performance calibration applications. Indeed, provided that 
the circuit has some tuning knobs, the machine learning 
regressor can be trained to predict the optimum positions of 
the tuning knob, rather than the nominal performance [3]-[5]. 

However, machine learning-based test and calibration are 
not free of shortcomings and potential pitfalls that should be 
addressed for a successful implementation. In this special 
session we will focus on one of the main issues for the 
adoption of these techniques: the choice of a meaningful set 
of input signatures. It is clear that finding appropriate 
signatures that are strongly correlated to the target 

performances is a key point of this test strategy. Actually, 
early works on this topic explored an automated signature 
generation technique based on optimizing a piecewise-linear 
test stimulus to recover meaningful output signatures [6]. 
While this is a sound strategy, the nature of the test stimulus 
is fixed which may limit the information that can be recovered 
from the output signatures. In this special session we will 
explore a more general solution to the definition of appropriate 
signature sets based on advanced feature selection algorithms. 
Firstly, we will introduce the concept of feature selection, 
describing the potential advantages and disadvantages of 
different techniques. Then we will present some case studies 
to illustrate the application of feature selection techniques to 
different scenarios in the context of mm-wave ICs.  

II. FEATURE SELECTION TECHNIQUES  
Given a set of input features and a set of target 

specifications, the goal of a feature selection algorithm is to 
find the minimum subset of input features that can be used to 
regress the target specifications within a predefined prediction 
error. In practice, signature sets are either proposed ad hoc 
based on expert design knowledge or generated by following 
an ad hoc procedure such as [6]. As a result, the initial 
signature set is usually suboptimal: it may contain redundant 
information, noise, or even information that is uncorrelated to 
the target specifications. A variety of feature selection 
techniques have been proposed in the literature for cleaning 
up the input signature space in indirect test applications [7]-
[14]. Generally speaking, we can classify these proposals in 
three main feature selection families: a) Wrappers, b) Filters, 
and c) Hybrid feature selection.  

A. Feature selection using wrappers   
The wrapper approach to feature selection considers the 

selection as an optimization problem. Wrapper feature 
selection algorithms employ the machine learning regressor as 
a black box within an optimization loop. An optimizer is used 
to explore the input feature space and find the optimum set 
that minimizes the prediction error. The main advantage of the 
wrapper approach is the direct estimation of the prediction 
error, while the main disadvantage is the computational cost, 
as training and evaluation have to be repeated in each step of 
the optimization loop. For large data sets, a full search in the 
input feature space becomes impossible, and smart search 
strategies must be used [7].   

B. Feature selection using filters 
Filters are aimed at selecting or removing signatures from 

the initial feature set based on a statistical observation, without 
the need of training a machine learning model. In general, we 
can distinguish two families of filters: unsupervised and 
supervised filters.  

Supervised filters rank the candidate features in the input 
feature space according to their correlation to the target 
performance. Complex multidimensional and/or nonlinear 



correlation metrics that go beyond Pearson’s classic 
correlation have been explored in recent literature, including 
Kendall’s tau [11], Brownian distance correlation [10], 
minimal-redundancy-maximal-relevance criterion [8], etc. 
Unsupervised filters, on the other hand, do not consider the 
information in the target space. Instead, they analyze the 
information structure in the feature space. The most common 
example of unsupervised filter is the Principal Component 
Analysis (PCA), that tries to identify the directions in the 
feature space that best explain the variation observed in the 
data, supposing that the underlying structure in the data is 
linear [12].  The main advantage of filtering techniques is the 
low computational cost. However, they do not offer any 
estimations of the prediction error that can be expected in the 
regression. 

C. Hybrid feature selection techniques 
Hybrid techniques were proposed in [8] as a way of 

combining the advantages of wrappers and filters. The main 
idea is to use a correlation metric, such as the Brownian 
distance correlation, to guide the selection of new features in 
a classical wrapper loop. In this scheme, a feature is selected 
if it can explain the prediction error in the previous iteration 
of the wrapper loop. This way, only one training stage is 
required per iteration and the selection is naturally biased to 
add features that are meaningful for improving the predictions.   

III. CASE STUDIES  

A. Nonintrusive indirect test of mm-wave circuits [15] 
Our first case study is aimed at the systematic design of an 

indirect test program for a mm-wave DUT based on 
nonintrusive process monitors. Nonintrusive process monitors 
are stand-alone circuits that are integrated in the close 
proximity of the DUT, but that are not electrically connected 
to it. These monitors provide a low-frequency or DC signature 
that is strongly correlated to the variation of a given process 
parameter. It should be clear that by carefully choosing 
relevant process monitors, we could be able to train a machine 
learning regressor that would be able to predict the 
performance of the DUT by measuring only the signatures 
provided by the process monitors. Early works on 
nonintrusive test proposed process monitor circuits that mimic 
DUT circuit structures [16]-[18], however this may result in 
subobtimum performance prediction as only first-order 
performance degradation mechanisms may be covered based 
just on a visual inspection of the design architecture [18]. 

Feature selection techniques can be used to systematize the 
design of process monitors, as demonstrated in [7], [15]. In 
this regard, we can use a feature selection algorithm to 
explore, in a simulation environment, the space of process 
parameters defined in the Monte Carlo and corner models in 
the PDK of the technology, in order to find the parameters that 
are actually relevant for the DUT performance. Once 
identified, we can target the design of process monitors that 
provide signatures of these parameters. The interested reader 
is referred to [15] for a detailed description of the proposed 
feature search technique.    

  The proposed technique has been successfully applied to a 
65 GHz PA case study fabricated in STMicroelectronics 55nm 
CMOS technology. A feature selection algorithm based on a 
hybrid selection technique was employed to explore the space 
of process parameters of the technology, containing more that 
500 independent parameters. Hybrid selection allowed the 

identification of only 11 relevant parameters, which guided 
the design of appropriate process monitors. The feasibility of 
the resulting indirect test was validated in a set of 21 fabricated 
samples. Table I shows the relative RMS prediction error 
obtained in the prediction of the main PA specifications from 
the nonintrusive signatures. As it can be seen, a significant 
precision is achieved for all the considered specifications.  

TABLE I.  RELATIVE RMS PREDICTION ERROR 

Specification Relative RMS 
prediction error (%) 

S21@65GHz 1.4 
S11@65GHz 1.6 
S22@65GHz 2.0 

Psat 0.7 
CP1dB 1.3 
PAE 2.0 
IDC 0.65 

 

B. One-shot statistical calibration of mm-wave circuits 
using nonintrusive performance monitoring [19] 
Our second case study is aimed at designing a one-shot 

calibration strategy for yield enhancement of a mm-wave 
DUT, based again on nonintrusive process monitors. Since 
process monitors track process variations, assuming that 
appropriate tuning knobs are included in the DUT, it would be 
possible to correlate the output of the monitors to the optimum 
calibration code, i.e., the positions of the tuning knobs that 
minimizes performance degradation due to process variation. 
This strategy has the advantage of avoiding costly and lengthy 
test-and-tune calibration loops.  

Again, feature selection algorithms are a key element for 
defining this calibration strategy. Feature selection can be 
used to explore the multidimensional space of process 
parameters in search of the relevant process parameters for 
predicting the calibration code, while at the same time can 
guide the design of appropriate tuning knobs by unveiling the 
main root causes of performance variation in the DUT. The 
interested reader is referred to [19] for a detailed description. 

The proposed technique has been applied to a 69 GHz PA 
case study fabricated in STMicroelectronics 55nm CMOS 
technology. The feasibility and performance of the proposed 
calibration is demonstrated on a set of 39 fabricated samples. 
Table II shows the yield before and after calibration for each 
of the considered PA specifications. It is clear to see a 
dramatic yield improvement due to the proposed one-shot 
calibration solution.   

TABLE II.  YIELD ENHANCEMENT 

Specification Yield before 
calibration (%) 

Yield after 
calibration (%) 

S21@69GHz 51 100 
S11@69GHz 90 100 
S12@69GHz 100 100 

Psat 74 95 
CP1dB 77 100 
PAE 31 100 
IDC 72 97 

Overall yield 5 92 
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