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Highlight 

- We built a program based on artificial intelligence approaches to assess the robustness 

of a clinical trial using the Jadad score.  

- The program consists of five Recursive Neural Networks (RNN), each of which is 

trained to identify a specific item constituting the Jadad scale.  

- After training, the algorithm achieved excellent accuracy on two separate validation 

sets 
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Background: Clinical trials are essential in medical science and are currently the most robust 

strategy for evaluating the effectiveness of a treatment. However, some of these studies are 

less reliable than others due to flaws in their design. Assessing the robustness of a clinical 

trial can be a very complex and time-consuming task, with factors such as randomization, 

masking and the description of withdrawals needing to be considered. 

 

Method: We built a program based on artificial intelligence (AI) approaches, designed to 

assess the robustness of a clinical trial by estimating its Jadad’s score. The program is 

composed of five Recursive Neural Networks (RNN), each of them trained to spot one 

specific item constituting the Jadad’s scale. After training, the algorithm was tested on two 

different validation sets (one from the original database: 35% of this database was used for 

validation and 65 % for training; one composed of 10 articles, out of the original database, for 

which the Jadad’s score has been computed by each contributor of this study). 

 

Result: After training, the algorithm achieved a mean accuracy of 96,2% (ranging from 93% 

to 98%) and a mean area under the curve (AUC) of 96% (ranging from 95% to 97%) on the 

first validation dataset. These results indicate good feature detection capacity for each of the 

five RNN. On the second validation dataset the algorithm extracted 100% of the item to 

retrieve for 70% of the articles and between 66% and 75% for 30% of the articles. Overall 

85% of the items present in the second validation dataset were correctly extracted. None of 

the extracted items was misclassified. 

 

Conclusion: We developed a program that can automatically estimate the Jadad’s score of a 

clinical trial with a good accuracy. Automating the assessment of this metric could be very 

useful in a systematic review of the literature and will probably save clinicians time. 
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In medicine, clinical trials are essential to study the effect of treatments on specific 

pathologies, to deepen and decipher the understanding of biological mechanisms (1–4). Thus, 

clinical trials designs have to be rigorous, scientifically robust and respectful of pre-

established ethical rules (5). However, some of these studies are less reliable than others, due 

to flaws in their methodology (3). These shortcomings are usually the absence or inadequacy 

of randomization techniques and inappropriate or non-existent masking of patients. These 

considerations have given rise to the need to assess the quality of clinical trials (3,4,6).  

 

The main biases in clinical trials are inadequate methodology and poor reporting, which have 

an impact on reproducibility of studies (1,7,8). In order to reduce bias, it is proposed that 

more reporting guidelines be adopted to improve study transparency and methodology (8). A 

paper from Vinkers et al. shows an improvement in this domain due to the last two points 

combined with increased awareness and mandatory registration of trials(1). However, low-

impact factors journals remain the ones with the most identified biais and require special 

attention (1,8). 

 

The first quality scale for clinical trials was developed in 1981, followed by 24 others over 

the next 5 years (9). These scoring systems consist of a list of various items measured usually 

by a binary score based on their presence or absence in the article/clinical trial report (1,9). 

To this date, lots of criteria can be considered to assess the quality of clinical trials : 

randomization, masking, allocation concealment, handling of withdrawals and dropouts, 

measures of variability, pre-specified analyses, stopping rules, statistical methods, baseline 

data, multiple addresses (1,6,9). Among them, criteria determined as particularly important to 

assess if the quality of clinical trials are related to randomization and blinding process (6,10). 

Additionally, description of study withdrawals and their reasons is also a key component to 

assess the quality of clinical trials (11).  

 

Jadad’s scale is one of the most widely used scores because of its simplicity and coverage of 

these three criteria. This scale represents the estimation of the robustness of a clinical trial by 

a numerical value (3,12). The Jadad’s scale is also one of the few scoring systems designed 

using a standard scale development technique (13). 

 

Computation of scores is still performed manually by human raters, which is a time-

consuming process and may introduce risks of experimenter bias (13–17). Inter-rater 
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agreement can vary considerably depending on the item being assessed (13,14,16,17) or the 

purpose of the trial (12). These results highlight the need to reduce human bias when 

assessing the quality of a clinical trial. This task belongs to the field of natural language 

processing (NLP) , which has been solved in a few decades with a recursive neural network 

(RNN) (18,19). This type of deep learning model successfully establishes relationships 

between entities in a directed acyclic graph which can be applied to predict the meaning of 

sentences. To do this,, sentence's words and then the whole sentence are vectorized and 

represented as a dependency tree (19,20). One of the main advantages of RNNs, which 

improves the results in the NLP domain, is their ability to handle information patterns of 

different sizes (18,20). Therefore, the number of clinical trial publications continues to 

increase each year (from 2,119 in 2000 to 362,524 in 2020, according to clinicaltrials.gov). 

Thus, the need to be able to quickly assess their quality rises. 

 

The aim of this study was to build a program based on AI approaches, designed to assess the 

robustness of a clinical trial through a simplified Jadad’s score and then to validate the 

algorithm on a validation dataset. 

2. Material & Methods 

 

We designed an automated approach for quality assessment of randomized clinical trials with 

the Jadad scale via the use of AI techniques suitable for Natural Language Processing (NLP) 

tasks (figure 1). 

 

 

 

2.1 The Jadad scale 

 

We used a simplified version of the Jadad scale (15). This score is defined on a scale of 0 to 5 

and consists of 5 items to be checked, the presence or absence of these items is associated 

with a score (table 1). A high value on the Jadad’s scale characterizes a robust clinical trial 

(randomized, double-blind, with a correct explanation of the techniques used to perform 

randomization and blinding and a description of the study withdrawals). Each of the items on 

the Jadad’s scale corresponds to the presence or absence of specific information in the text of 

an article describing a clinical trial. 
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In the original Jadad score, questions 4 and 5 are different from those presented in table 1. In 

the original score, the last two questions allow a response variability between -1, 0 and 1 

regarding the compliance of described methodologies for randomization and masking with 

the study settings. We used a simplified version of the last two questions, considering only 

the presence or absence of a description of the randomization and/or masking process. This 

simplified version allows us to binarize the output of these two questions and, in doing so, to 

facilitate the training of the algorithms while maintaining a good estimation of the original 

Jadad score. 

 

2.2 Recursive neural network 

In order to assess the presence or absence of each of the items composing the Jadad scale, we 

used recursive neural networks (RNN). RNN are a type of artificial neural networks (ANN) 

dedicated to sequential information processing (21), specific cases of information processing 

where the context itself can be information. This type of architecture is therefore well suited 

to natural language processing (NLP). For each of the five items composing the Jadad’s scale, 

we train a RNN to detect whether or not the information described by the corresponding item 

is present in a given sentence. RNN being a machine learning technique, we created a 

database of sentences extracted from abstract of published clinical trials to train these 

algorithms. 

 

 

 

2.3 Database creation and constitution 

We created a database of sentences using publications found on the Pubmed database11. We 

search articles describing clinical trials on various topics. We automatically assemble the 

title, abstract and methods section (when available) of each retrieved article using python 

scripts. The assembled text was then divided into sentences. For each sentence, two operators 

manually assigned the presence or absence of each of the 5 items constituting the Jadad’s 

scale. In order to create the training database, we selected 1698 sentences from 617 articles. 

These sentences are distributed as follows: 493 for question 1; 154 for question 2; 111 for 

question 3; 157 for question 4 and 98 for question 5. 967 sentences do not contain any of the 

                                                
1 https://pubmed-ncbi-nlm-nih-gov.liverpool.idm.oclc.org/ 
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5 items. Among these sentences, some are negations, such as “Third, this study was not 

double-blinded.”. Therefore, the database contains numerous possible situations including 

sentences with two or three different items.  

 

2.4 Validation sets 

We used two different validation sets: 

- The first one came from the validation split of the original database: 35% of this 

database was used for validation and 65 % for training.  

- The second validation dataset was composed of 10 articles (represented by their title 

and abstract) for which the Jadad’s score has been computed by each contributor of 

this study.  

This dataset was designed as a concrete application case for our program in order to provide 

an additional proof of robustness in real situations of quality assessment. 

 

 

 

2.5 Training and architecture of the RNNs 

Training of the RNNs was performed on a modern laptop (8GB RAM, intel core i5). 

Algorithms were trained with a maximum number of epochs set to 350 and early stopping set 

to wait for a minimum of 3 epochs. All RNNs had the same architecture: one embedding 

layer, one long short-term memory layer and three dense layers. The activation function for 

the output layer was set to rectified linear. 

 

2.6 Statistics 

Performance of each of the five RNNs making up our program was measured using their 

accuracy and their AUC curve on the first validation dataset. AUC values provide a strong 

indicator of performance due to its robustness to overfitting. Each of the five RNN used a 

binary cross entropy loss function during training. Global performance of our assembled 

program was evaluated by computing accuracy of the score prediction on the second 

validation dataset, which was manually designed to be well balanced in terms of items to 

predict. All programs were written in python python 3.8.5 and RNN were built and trained 

using the keras 2.4.3 library (with tensorflow 2.3.1 backend). 
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3. Results 

 

3.1 Training and first validation 

 

RNN training stopped after an average of 23 epochs thanks to early stopping (figure 2). The 

RNN dedicated to item 1 detection reaches 20 epochs, 25 for item 2 detection, 37 for item 3, 

13 for item 4 and 22 epochs for item 5. Each RNN was then tested on the first validation set 

and showed performances ranging from 93% to 98% accuracy with an AUC ranking from 

95% to 97% (table 2). The loss and accuracy curves presented in figure 2 show very good 

performance and the absence of over-fitting. 

 

 

3.2 Results for the second validation set 

Of the 20 items to be retrieved from the 10 articles of the second validation dataset, 17 (85%) 

were correctly extracted by our program. Jadad's score was predicted with 100% accuracy for 

7 articles (70 %), and between 66% and 75% accuracy for 3 articles (30%). No false positives 

were detected for any of the items. Results of the Jadad’s score estimations and details of the 

extractions performed are presented in table 3. The lowest accuracy results always concern 

the fourth item, which deals with the details of the randomisation. The description of this last 

point in the sentences is heterogeneous, with no basic scheme, and item 4 is represented at 

9.25% in the overall dataset. To reduce the poor detection of this item, the dataset could be 

incremented with more different sentences responding to item 4. Moreover, with the good 

results obtained on two distinct validation sets, we can be confident in the reliability of the 

Jadad’s score approximation made by our program. 

4. Discussion 

 

We built a tool that automatically estimates the Jadad’s score of a clinical trial by reading the 

text of the associated paper with five recursive neural networks, each of them trained to 

detect one of the five items constituting the Jadad score.  

 

Our algorithm shows excellent performance in estimating the Jadad score of a clinical trial on 

a validation set and could help clinicians to quickly assess the quality of a paper, especially in 

the context of a systematic literature review (SLR). The Jadad’s score is a widely used metric 
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to assess the quality of a clinical trial (32) and can therefore be used as a quality filter in SLR 

and meta analysis. Its simplicity enables it to be applied to a large number of topics since 

evaluated items are kept simple and are not specific to a particular subject. Among these 

items, the most important criteria for assessing the quality of a clinical trial are present 

(randomization and masking) (6,10). An estimation of Jadad's score is therefore a simple but 

very informative data point to assess the quality of a clinical trial. 

 

AI approaches have been a game changer in the field of NLP (19). Their use in complex but 

structured contexts such as biomedical scientific publishing has led to applications that can 

save time for clinicians by automating time consuming tasks such as SLR (33,34). In this 

study we used AI approaches to perform specific information extraction from scientific 

publication to assess the quality of clinical trials by computing an estimation of their Jadad’s 

score, and in doing so, further reduce the time clinicians need to spend analyzing articles. 

 

The strength of this study lies in the size of the dataset used to train our programm (more than 

600 articles manually ranked by multiple raters, resulting in thousands of sentences in the 

training database), the strong performances obtained on two separate validation datasets and 

the modularity of the architecture of the program itself : the parallelization of the execution of 

each RNN allows the addition of supplementary RNN dedicated to the detection of additional 

items. The imbalance in the training dataset was addressed by using the AUC metrics as a 

loss function and was overcome in the second validation dataset by selecting specific articles 

that contained all the items to be detected. 

 

A limitation of this study is the difficulty to compute the exact Jadad score of the targeted 

clinical trial, as the relevant information for the score computation is not always contained in 

the abstract and title of the paper and the methods section was not always freely available. 

Additionally item 4 and 5 of the Jadad’s scale have been simplified in order to provide a 

binary output, therefore, our tool only provides an estimation of the score. 

 

In conclusion, our algorithm is able to automatically assess the quality of a clinical trial by 

computing an accurate estimation of its Jadad score using AI approaches. In the near future, 

we intend to use the same approach to develop estimators of other quality assessment scores 

and to use these algorithms to automate time-consuming aspects of literature meta- analysis 

such as ranking and filtering of clinical trials.  
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We expect that the need for such tools will increase in the near future due to the ever 

increasing number of clinical trials published each year. 
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Tables 

 

Item number question  yes no 
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1 Is the clinical trial randomised ? 1 0 

2 Is the clinical trial double-blinded ? 1 0 

3 Does the clinical trial detail withdrawals 

from the study and their reasons ? 

1 0 

4 Does the clinical trial detail the 

randomisation carried out ? 

1 0 

5 Does the clinical trial detail the blinding 

performed ? 

1 0 

 

Table 1 : Description of the items used to compute a simplified Jadad score and their 

associated values 

 

 

Item Item 1 Item 2 Item 3 Item 4 Item 5 

ACC 0,93 0,98 0,97 0,96 0,97 

AUC 0,97 0,97 0,95 0,96 0,95 

 

Table 2: Accuracy and AUC values for each of the RNN models on the first validation 

dataset.  

 

 

 

Clinical 
trial 

Items 
automatically 

predicted 

Score 
automatically 

predicted 

Items manually 
predicted 

Score 
manually 
predicted 

1 (22) 1 - 2 2 1 - 2 2 

2 (23) 1 - 2 2 1 - 2 - 4 3 

3 (24) 0 0 0 0 

4 (25) 1 - 2 - 4 - 5 4 1 - 2 - 4 - 5 4 

5 (26) 1 - 2 - 5 3 1 - 2 - 4 - 5 4 

6 (27) 1 1 1 1 

7 (28) 1 - 2 - 3 3 1 - 2 - 3 3 

8 (29) 1 - 3 2 1 - 3 - 4 3 

9 (30) 1 1 1 1 

10 (31) 1 - 2  2 1 - 2  2 

Jo
urn

al 
Pre-

pro
of



 

 

 

Table 3: Results obtained with the second validation dataset, grey lines highlight omitted 

items. 
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Figures 

 

 
 

 

 

Figure 1: Representation of the program structure : the title and the abstract are first 

assembled into a raw text, then processed (removal of stop words, tokenization) and divided 

into sentences. Sentences are submitted to each of the five RNN trained to spot a specific 

item. Output of the RNNs are finally assembled into one final score. 
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Figure 2: Accuracy and AUC obtained for each epoch and each of the RNN models on the 

first validation dataset 
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Highlight 

- We built a program based on artificial intelligence approaches to assess the robustness 

of a clinical trial using the Jadad score.  

- The program is composed of five Recursive Neural Networks (RNN), each of them 

trained to spot one specific item constituting the Jadad’s scale.  

- After training, the algorithm had an excellent accuracy on two distinct validation sets 
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