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J. Prokleška ,6 M. Míšek ,3 J. Kaštil ,3 and S. Kamba 1

1Institute of Physics, Academy of Sciences of the Czech Republic, Na Slovance 2, 182 21 Prague 8, Czech Republic
2Faculty of Chemical Technology, University of Pardubice, Studentská 573, 532 10 Pardubice, Czech Republic

3Institute of Physics, Academy of Sciences of the Czech Republic, Cukrovarnická 10/112, 162 00 Prague 6, Czech Republic
4Laboratoire National des Champs Magnetiques Intenses, Université Grenoble Alpes, CNRS-UPS-INSA-EMPL, 25 rue des Martyrs,

Boîte Postale 166, 38042 Grenoble Cedex 9, France
5Institute of Physics, Faculty of Mathemetics and Physics, Charles University, Ke Karlovu 5, 121 16 Prague 2, Czech Republic

6Department of Condensed Matter Physics, Faculty of Mathematics and Physics, Charles University, Ke Karlovu 5,
12116 Prague 2, Czech Republic

(Received 2 August 2021; accepted 13 October 2021; published 25 October 2021)

Infrared reflectance measurements have been carried on highly p-type Bi2Te3 crystals over the broad tem-
perature range from 10 to 650 K and their response function investigated. An anomalous nonmonotonous
temperature dependence of the plasma edge frequency is observed—with a pronounced redshift and blueshift that
appear above and below room temperature, respectively. Such behavior is explained in terms of the temperature
evolution of the free carrier optical weight N/m∗ given by particular temperature dependence of the total carrier
concentration N (determined by transport measurements) and characteristic (optical) mass m∗. The effective mass
strongly varies from m∗ = 0.1m0 (m0 electron rest mass) at 10 K to m∗ = 0.5m0 respective m∗ = 0.9m0 at 650 K
depending on the evaluating procedure. The interpretation is corroborated by complementary magnetotransport
and magnetoreflectivity experiments.

DOI: 10.1103/PhysRevB.104.165203

I. INTRODUCTION

Bismuth telluride (Bi2Te3) is a layered narrow-gap semi-
conductor that has been extensively studied as an excellent
thermoelectric material for energy conversion (Seebeck ef-
fect) and cooling applications (Peltier effect) [1–3]. Its bulk
gap is sufficiently large to predestinate it as a possible candi-
date for spintronics applications [4].

Bi2Te3 has rhombohedral symmetry, space-group
D5

3d -R3̄m [5]. Its crystal structure is made of three van
der Waals coupled quintuple layers stacked along the trigonal
c axis. The layers are formed by five covalently bonded
atomic layers alternating as Te(1)-Bi-Te(2)-Bi-Te(1). Because
of this structure the material is strongly anisotropic and can be
easily cleaved along the planes perpendicular to the trigonal
c axis.

Since Bi2Te3 was shown to be a three-dimensional topo-
logical insulator [6–8], it has attracted even more interest
focused on its surface properties. The surface states as the
wrapped Dirac cones [9] with a linear dispersion and helical
spin polarization [10,11] have been experimentally confirmed
by angle-resolved photoelectron spectroscopy (ARPES) [7],
Shubnikov–de Haas (SdH) oscillations [12], magnetotrans-
port [7,9,13,14], and scanning tunneling microscopy [15].

The electronic band structure of Bi2Te3 is not completely
understood despite a lot of work that has been performed.

*zelezny@fzu.cz

There is still discussion on the position and number of ex-
tremes in the conduction and valence bands. Theoretical
studies based on first-principles calculation give diverse views
on the band structure [16–19]. It is not even quite clear
whether its gap is direct or indirect. A critical role is played
by spin-orbit interaction which shifts the band extremes and
changes the band profile. The resulting effect depends on its
strength in comparison to orbit hybridization. Both direct and
indirect natures of the energy band gap has been reported with
its width varying from 0.13 to 0.23 eV in experimental stud-
ies [20,21]. ARPES studies [22–25] confirm sixfold valley
degeneracy and nonparabolic dispersion in the valence band.
The more recent magneto-optical experiments [26] performed
on thin epitaxial layers suggest a direct band gap around
175 meV with multiple most-likely sixfold valley degeneracy.

The valence-band parameters of p-Bi2Te3 were determined
using the Shubnikov–de Haas effect [27,28] and later corrob-
orated by Köhler [29] for the of hole concentrations from 5 ×
1017 to 1 × 1019 cm−3. Their data show a six-valley model
with ellipsoidal Fermi surfaces around the band extrema. The
main axis is tilted by an angle 31.5◦ on the mirror plane [29].
The cyclotron effective mass for B ‖ c at the valence-band
edge is reported 0.08m0 and the density-of-states effective
mass of a single valley at the valence-band top 0.106m0. The
total density-of-state effective mass at the band edge aver-
aged over all maxima is 0.35m0 [29]. The cyclotron masses
depend on energy indicating the nonparabolic shape of the
energy band. When the Fermi energy reaches ≈20 meV for
the carrier density higher than 4 × 1018 holes/cm3, another
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type of valence-band states (holes) begins to be active and
contributes to free carriers. Moreover, the present intrinsic
point defect states seem to resonate with the valence-band
maximum (VBM) states, which complicates the analysis of
the VB.

Real bulk crystals of Bi2Te3 even nominally undoped
have high carrier concentration (1018–1019 cm−3) due to self-
doping by charged antisite defects with small formation
energies [30,31]. As a consequence, both the transport and
the optical conductivities have a distinct free-carrier con-
tribution. It manifests itself by high DC conductivity and
plasma edge in reflectivity spectrum described by the Drude
model. The plasma frequency depends on sample doping [32]
and temperature [20,33,34]. Surprisingly, the increase inthe
plasma frequency has been observed on cooling below room
temperature, whereas the free-carrier concentration (plasma
frequency) usually decreases on cooling in semiconductors.
A satisfactory explanation of such behavior is provided here.

In this paper, we present an infrared (IR) spectroscopic
study combined with transport properties on Bi2Te3 single
crystals. The plasma edge measured in a broad temperature
range (10–650 K) shows an anomalous nonmonotonic shift. It
decreases with rising temperature, passes through a minimum
at room temperature, and then it increases with temperature.
Combining the IR data with transport measurements such be-
havior is explained by the temperature dependence of optical
effective mass. We also study the influence of the magnetic
field on the IR properties of Bi2Te3. Both the magneto-optic
and Shubnikov–de Haas measurements provide coherent data
with the low-temperature IR reflectivity.

II. EXPERIMENT

The single crystals of Bi2Te3 for our experiments were
synthesized from Bi and Te elements of 99.999% purity. Their
stoichiometric amounts were loaded into quartz ampoules of
10-mm diameter and evacuated. The sealed ampoules were
heated at 1000 K for 48 h. Then the ampoules were put at
a relatively high rate of 4.5 mm/h into a region of steep
temperature gradient of 80 K/cm. Single crystals of 10-mm
diameter and about 60-mm long were grown using a modified
vertical Bridgman method. Their orientation and crystallinity
was checked by x-ray diffraction, and the crystal homo-
geneity was monitored by measuring the plasma edge along
the ampoule axis by reflectivity. The middle parts of the
selected crystals of dimensions of 10 × 5 × (0.1–0.2) and
10 × 10 × 1.5 mm3 were cut and used for our transport and
IR experiments, respectively. The crystals cleave very easily
perpendicularly to the trigonal axes and provide lustrous mir-
rorlike surfaces suitable for optical measurements.

The Hall effect and resistivity measurements were carried
in a Quantum Design physical property measurement sys-
tem (PPMS) and Janis/Lakeshore VPS series cryostat in the
temperature ranges of 10–400 and 300–700 K, respectively.
The resistivity measurements were performed by a four-point
probe technique and additional contacts were fixed on the op-
posite sides of the sample to obtain Hall data without changing
contact geometry. The current (1 mA) flowed through the sam-
ple on the (0001) plane, and the voltage drop was measured
between leads (7.2-mm separation) to evaluate conductivity.

The Hall voltage was measured on the (0001) plane perpen-
dicularly to the current direction across the contacts separated
1.9 mm with magnetic fields applied along the c axis to
determine the Hall coefficient and carrier concentration. The
sample was transferred between the above-mentioned instru-
ments with overlapping temperature ranges, so the data over
the entire temperature range of interest were taken on the same
sample keeping the identical contacts geometry.

IR reflectance was measured at near-normal incidence
from the fresh crystal surface perpendicular to the c axis.
No polarizer was necessary for these measurements since the
electric field of the IR radiation lay on the isotropic (0001)
plane normal to the trigonal c axis. The spectra were taken
in the broad temperature range from 10 to 650 K and over
the frequency range of 30–5000 cm−1 using a Bruker IFS
113v spectrometer with the spectral resolution 2 cm−1 and
a golden-covered mirror taken as a background. For higher
photon energies the reflectance measured with a PerkinElmer
Lambda 1050 UV/VIS/NIR spectrometer was combined
with data obtained by a visible-UV ellipsometer VASE
(Woollam, Inc.) up to 70 000 cm−1. The reflectance spectra
were analyzed by Kramers-Kronig transforms and oscilla-
tor fits. The metallic Hagen-Rubens relation (R ∝ 1 − √

ω)
for low frequency and (R ∝ ω−2) up to 106 cm−1 and a
free-electron dependence (R ∝ ω−4) for higher-frequency ex-
trapolations were used for the Kramers-Kronig analysis and
combined with the ellipsometric data. Using this procedure
and spectra fitting, the complex optical conductivity σ̂ (ω) and
dielectric function ε̂(ω) were obtained.

Magnetoreflectance experiments were performed in a
custom-made cryostat. The measurement was performed in
the Faraday geometry with electromagnetic wave propagation
along the c axis (B ‖ k ‖ c) and with a magnetic field varying
up to 32 T. The frequency-dependent sample reflectance was
recorded and normalized by the reflection spectrum of the
reference mirror for all temperatures and magnetic fields.

III. RESULTS AND DISCUSSION

The measurements of the Hall coefficient (RH ) reveal
rather high hole concentration (∼2.1 × 1019 cm−3) corre-
sponding to a saturated semiconductor region even at very low
temperatures. They are shown in Fig. 1(b) and are in good
agreement with literature [35–37]. Such high hole concentra-
tion is most likely due to the presence of negatively charged
antisite defects BiTe [38]. According to the Hall measurement,
they are localized in a close vicinity of the VBM [see scheme
in Fig. 1(a)] or even resonate with the VBM states. This means
that the acceptors are active down to very low temperature.
Although the measured DC conductivity (σDC) exhibits up
to 300-K typical metallic character a detailed inspection of
Hall coefficient reveals a nonmonotonic behavior; it decreases
to a shallow minimum at 60 K with a subsequent increase
towards 300 K as shown in Fig. 1(b). This unusual feature
can be explained by the existence of two valence bands or
subbands [39]. The observed depression in RH and behavior
of σDC in this temperature range indicates that the second band
of heavier holes takes part in transport. The existence of the
second valence band (or second type of hole with concentra-
tion p2) is in accordance with the results of von Middendorf
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FIG. 1. (a) Energy scheme explaining the occupation of bands
and their temperature dependence. (b) Temperature dependence of
experimental DC conductivity and Hall coefficient (magnetic-field
1 T, solid lines). The energy gap Eg = 0.13 eV is determined from
the plot of the total carrier concentration versus 1/T . All quantities
have logarithmic scales. The experimental DC conductivity is com-
pared with static conductivity determined by fitting the reflectance
spectra using the Drude model (solid blue symbols). The inset in
panel (b) shows the temperature dependence of experimental mobil-
ity and its comparison with the fit μH ∼ T −1.

and Landwehr [28], Köhler [29], and Kulbachinskii et al. [40],
and it is hinted from our measurements of SdH oscillations
presented below (Fig. 2). In the low-temperature region, be-
low T ∼ 70 K, the transport is associated with light holes,
whereas above T ∼ 70 K, both bands take part in charge
transport. The total concentration of holes is dictated by the
concentration of accessible acceptor levels and, thus, almost
temperature independent. In the low-temperature region, the
total hole concentration corresponds to the hole concentration
of light holes Pt = p1. In the high-temperature region, the
total concentration of holes comprises both types of holes
Pt = p1 + p2. As mentioned above, this scenario is consistent
with the experiment (σDC and RH ) when μ1 > μ2, i.e., when
m2 > m1. This is also the reason of the increase in the effective
mass calculated from infrared data in this temperature region.

A high degree of degeneracy and the presence of two types
of holes gives rise to a distinct temperature dependence of Hall
mobility (see the inset in Fig. 1). The temperature dependence
is typical for quasidegenerate semiconductors (Si, Ge [41],
and Bi2Te3 [42]) when a combination of scattering on ionized
impurities and acoustic phonons is considered.

The semiconducting behavior of the measured sample
above 400 K is connected with intrinsic excitations of elec-
trons over the band gap. This is corroborated by the Hall

FIG. 2. The Shubnikov–de Haas magnetoresistance oscillations
at several temperatures. Panels (a)–(c) show fast Fourier transforma-
tion (FFT) curves obtained from the SdH oscillations for the field
range (a) from 1.5 to 15.5 T, (b) 1.5 to 6 T, and (c) 6 to 15.5 T.

coefficient which drops rapidly and changes the sign at T �
530 K. We used the same evaluating procedure as Shigetomi
and Mori and Jeon et al. [35,36]. They have studied the stoi-
chiometric p-type Bi2Te3 of very similar parameters (both σDC

and RH , and their temperature dependence) and have shown
that the ratio memh/m2

0 ∼ 1.35 is obtained when modeling
this temperature region using the experimental data. This is in
accordance with a high-temperature effective mass calculated
from optical data as discussed below (Fig. 9).

We note that our experimental values of DC conductivity
are always higher than those calculated from the IR spectra
as shown in Fig. 1. This trend is enhanced on cooling, which
suggests existence of another low-frequency dispersion below
the IR region.

We measured the SdH effect with the aim to confront
the effective mass and concentration of carrier obtained
from IR spectroscopy. Pronounced SdH magnetoresistance
oscillations (B = 2–15 T) were observed (Fig. 2) at low tem-
peratures (T = 1.5–20 K). Fourier transform of the full SdH
data revealed three distinct peaks [inset (a) in Fig. 2]. The
main peak at frequency ( f1 = 25.4 T) and its harmonics ( f2 =
51.2 T) can be attributed to light holes of the upper valence
band (UVB) and its spin splitting, respectively, which is in
accordance with Köhler [29]. The weak peak at f3 = 80 T
can be attributed to heavy holes of the lower valence band
(LVB) previously envisaged by Middendorf and Landwehr
[28], Köhler [29], and Kulbachinskii et al. [40]. Based on
the present data, we estimated the concentration of light
and heavy holes considering the six-ellipsoid Drabble-Wolfe
model [43] and using the inverse effective mass tensor α,

i j as
calculated by Köhler [44]. Generally, the ith SdH frequency
can be related to the concentration of holes pi [45,46],

fi(B) =
h̄(3π2 pi/Ke) 3

√
α11

(
α22α33 − α2

23

)

2e
√

α11α22
, (1)

where h̄ is the reduced Planck constant and Ke is the number
of ellipsoids within the first Brillouin zone. Although the
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FIG. 3. Field dependence of FFT amplitudes of the 25.4-T peak,
i.e., (a) for light holes and (b) of the 80-T peak, i.e. heavy holes.

procedure is well applicable to UVB, its use for LVB is
disputable. The band parameters of LVB are unknown (non-
parabolicity, effective-mass tensors). Thus, the data for LVB
must be considered as a first approximation. Using (1), we
obtained p1 = 3 × 1018 cm−3 (UVB light holes) and p2 =
1.6 × 1019 cm−3 (LVB, heavy holes) at 2 K. The sum of the
hole concentrations pSdH = p1 + p2 = 1.9 × 1019 cm−3 cal-
culated from the SdH oscillations then corresponds well to the
concentration found from the Hall coefficient measurements
as pRH = 1/(RH e) = 2.1 × 1019 cm−3.

The data analysis was as follows. First, we analyzed SdH
oscillations at a low magnetic fields where spin splitting is
negligible to obtain the effective mass of UVB holes m∗

1 using
the Lifshitz-Kosevich fit of the temperature-dependent nor-
malized amplitudes of magnetoresistance oscillations (Fig. 2)
in the field range of B = 3–5 T. We obtained the aver-
age mass of m∗

1 = 0.12 ± 0.01m0 a value well comparable
with literature [29]. We obtain almost the same cyclotron
mass m∗

1
∼= 0.125m0 [Fig. 3(a)] using this fit to temperature-

dependent amplitudes of Fourier transforms for the low-field
range [Fig. 2(b)] [47]. Thus, the temperature-dependent am-
plitudes of Fourier transforms are applicable for this analysis.
To better resolve the presence of heavy holes we performed
FT analysis of high-field oscillations separately [Fig. 2(c)].
For the heavy holes ( f3 = 80 T) we obtained m∗

2
∼= 0.39m0

[Fig. 3(b)]. Although the m∗
2 value is very approximate it

matches well the DFT calculations of Chen et al. [7] showing
the LVB edge a couple of meV below the UVB edge. Due
to strong nonparabolicity [29] the mass is strongly dependent
on the position of the Fermi level, and it is even more energy
dependent for more degenerate samples. The Fermi level (with
respect to the band edge) can be estimated using Schröder
et al. [48],

EF = h̄2

2m∗
1

(
3π2 p1

Ke

)2/3
. (2)

This relation applies to the six-ellipsoid model with the
parabolic dispersion, and, hence, it is applicable to UVB
giving Fermi energy EF = 18 meV which is consistent with
values published previously [29]. Although its application
to strongly nonparabolic bands is more than disputable, we
obtained a reasonable value of EF = 19 meV for LVB, which
qualitatively corresponds to the DFT picture by Chen et al.
[7]. Note that the actual concentration of native defects may

FIG. 4. (a) Room-temperature reflectance and its fit over the
entire spectral range on a logarithmic scale. (b) Calculated complex
dielectric function ε̂ = ε1 + iε2 and the real part of optical conduc-
tivity σ1 = νε2/60, where ν is in cm−1 and σ1 is in �−1 cm−1.

play an important role due to mixing of defect states with
VBM states.

Near-normal reflectance at room temperature with the
electric-field polarization in the plane perpendicular to the
crystal c axis over very broad frequency range from 30 cm−1

to 70 000 cm−1 on a logarithmic scale is shown in Fig. 4(a).
The displayed curve is obtained combining the experimental
IR and optical reflectance with the reflectivity calculated from
the spectroscopic ellipsometry.

The spectrum in the IR range displays a typical metallic
character. The high R(ω) value quickly drops down to a mini-
mum approximately at 400 cm−1 in a way known as a plasma
edge that is caused by the presence of free carriers. The ad-
ditional spectral features clearly visible at higher energies are
caused by interband electronic transitions. The modeling of
the reflectivity spectrum in Fig. 4 provides also other optical
response functions as the complex optical conductivity and
dielectric function.

In order to determine the parameters of individual spec-
tral features and to obtain a deeper insight in the elec-
tronic properties of Bi2Te3, we analyze the spectra using
a simple Drude-Lorentz model. The normal specular re-
flectance for a thick (opaque) sample is expressed by normal
reflectivity R(ω),

R(ω) =
∣∣∣∣
√

ε̂(ω) − 1√
ε̂(ω) + 1

∣∣∣∣
2

. (3)
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TABLE I. The parameters of the Lorentz oscillators obtained by
fitting the room-temperature reflectance spectrum.

j ω j (cm−1) ωp, j (cm−1) γ j (cm−1)

1 1960 7750 1100
2 3050 13490 2050
3 5610 21780 4620
4 8740 22730 6440
5 17090 19130 21950
6 52390 13880 8590
7 61040 12280 19180

The complex dielectric function ε̂(ω) is given

ε̂(ω) = ε1(ω) + iε2(ω)

= ε∞ − �2
p

ω2 + iγω
+

n∑
j=1

ω2
p, j

ω2
j − ω2 − iωγ j

, (4)

where ε∞ reflects high-energy contributions to the dielectric
function from the excitations above the measured interval, the
second term describes the free-carrier (so-called Drude) con-
tribution (�p is the plasma frequency, and γ is the damping),
and the last term expresses the sum of contributions from opti-
cal active excitations. The ω j, γ j , and ωp, j are their resonance
frequency, damping, and oscillator strength, respectively.

Figure 4(a) shows that the experimental reflectance is
reasonable well fit by our simple model [Eqs. (3) and
(4)] consisting of one Drude term and seven harmonic os-
cillators representing interband electronic transitions. The
spectra are computed using REFFIT software [49]. The os-
cillators’ parameters determined by the fitting procedure
are given in Table I where the first oscillator roughly
simulates the optical band gap. The calculated functions
ε1(ω), ε2(ω), and σ1(ω) are displayed in Fig. 4(b). The
ε1(ω) shows negative values, and the ε2(ω) diverges at low
frequencies as typical for materials containing free carri-
ers. The progressive rise in σ1(ω) and ε2(ω) above (Eg 

1200 cm−1) (150 meV) corresponds well to the expected
onset of interband absorption. The band gap is in good
agreement with the value given in literature [20,21,26].
Much detailed analysis has been performed up to 6 eV
(48 000 cm−1) by Dubroka et al. [21]. Their wider band gap
is a consequence of the Moss-Burstein shift (Pauli blocking)
[43]. The lower value of our band gap is a result of high
doping when the dopants (native defects) begin to form an
impurity band that leads to smearing of the band-gap edge.

As the most interesting changes in our spectra are observed
in the far-IR region we focused on them. The temperature
dependence of the spectra is displayed in Figs. 5(a) and 5(b)
for the low- and high-temperature range, respectively. All
these spectra show a typical metallic response dominated by a
well-developed plasma edge localized close to the reflectance
minimum. Although the selection rules allow the observation
of IR-active phonons, they are not observed in our spectra
because their oscillator strength is completely screened out
by the high concentration of free carriers. Other authors [50]
reporting on the phonon observation had less conducting sam-
ples. In the low-temperature spectra [Fig. 5(a)], it is seen as a

FIG. 5. Temperature dependence of far-IR reflectance: (a) below
room temperature and (b) above it.

strong decrease in the plasma edge with increasing tempera-
ture. The plasma edge at 440 cm−1 at 10 K drops down to its
minimum position at 280 cm−1 at room temperature. Above
room temperature, there is, on the contrary, a monotonous
increase in the plasma frequency with temperature, and it
reaches the value of 470 cm−1 at 650 K as illustrated in
Fig. 5(b).

The temperature dependence of the plasma parameters
(plasma frequency and damping) provides important infor-
mation about free-carrier dynamics. They are determined by
fitting the experimental IR reflectance given in Fig. 5. For
fitting the IR spectra we again use that Eqs. (3) and (4),
but in Eq. (4) we limit ourselves to the first two terms. In
this case, a new εIR

∞ is also introduced which includes the
contributions of all electronic interband transitions obtained
from the third term of Eq. (4) and the original ε∞. The plasma
frequency obtained by this fitting procedure corresponds to
unscreened plasma. The unscreened plasma frequency �p

is sometimes also called spectral weight because according
to the sum rule it is defined as an integral of σ1(ω) over
the entire frequency range and is related to the total charge
density. The damping parameter γ = 1/τ is related to the
carrier life time τ and characterizes charge-carrier scattering
processes.

An additional illustration of the plasma behavior is pre-
sented in Fig. 6 where the temperature dependence of the

165203-5



V. ŽELEZNÝ et al. PHYSICAL REVIEW B 104, 165203 (2021)

FIG. 6. Temperature dependence of the energy-loss function for
selected temperatures. Its maximum corresponds to screened plasma
edge �∗

p.

energy-loss function Im[−1/ε̂(ω)] is shown. Its maximum
corresponds to the screened plasma frequency �∗

p defined as
the zero of the dielectric function. It is located close to plasma
edge, and it is related to the screened one by the formula
�∗

p = �p/
√

εIR∞ . The peak position in Im[−1/ε̂(ω)] reaches
the minimal frequency near 300 K, and then it increases
independently of either temperature increases or temperature
decreases. The width of the energy-loss function is linked to
the carrier damping γ . It is growing in the entire temperature
range. Another fact that illustrates a complex behavior of this
material is the temperature dependence of DC conductivity
calculated from the parameters determined by the fitting pro-
cedure. Below 300 K, its value is lower than the experimental
DC values as shown and discussed in Fig. 1.

The plasma parameters in Fig. 7 extracted from our fit
illustrate very clearly their nontrivial temperature behavior.
The most remarkable and anomalous behavior shows the un-
screened plasma frequency �p in Fig. 7(a). It is decreasing on
heating from 3700 cm−1, reaches a minimum of 2300 cm−1

at room temperature, and then this trend is reversed and the
plasma frequency begins to grow and reaches the value of
4300 cm−1 at 650 K.

The plasma damping in Fig. 7(b) shows a monotonous and
practically linear increase in the entire temperature interval.
Its large variation (from 30 cm−1 at 10 K to 470 cm−1 at
650 K) indicates that a strong electron-phonon interaction or
a complex band structure is responsible for this effect.

Figure 7(c) shows the temperature dependence of the new
εIR
∞ ≈ 70 that includes the contributions of all electronic tran-

sitions up to 70 000 cm−1 plus the original εIR
∞ . The εIR

∞ is
constant in the whole measured temperature interval within
the accuracy of our fit. Its value is in good agreement with ε1

at 700 cm−1 in Fig. 4 where the fit of the entire broad spectrum
has been performed. The temperature independence of εIR

∞
is important evidence that the shift of the plasma frequency
is not influenced by the high-frequency interband transitions

FIG. 7. Temperature dependence of the parameters of the Drude
model �p, γ , and εIR

∞ obtained by fitting the far IR reflectance.

but is caused only by the variation of the parameters of the
free-carrier plasma.

The application of magnetic-field results in additional ef-
fects in the IR spectra that can be used for effective mass
determination. The reflectance measured at 1.8 K using non-
polarized radiation in the Faraday geometry (i.e., with B
applied parallel with wave vector of radiation) in the magnetic
fields up to 32 T is displayed in Fig. 8 in a form of magne-
toreflectivity RB and relative change in reflectivity RB/R0 in
the lower and upper panels, respectively. The magnetic field,
applied along the c axis of the crystal, leads to a clear splitting
of the plasma edge. According to the classical magnetoplasma
theory [51], the position of the plasma edge depends on the
sense of circular polarization of the probing radiation. In the
limit of vanishing dissipation, the plasma edge is theoretically

expected at the energy of ωc/2 +
√

ω2
c/4 + ω2

p and −ωc/2 +√
ω2

c/4 + ω2
p for so-called cyclotron resonance active (CRA)

and cyclotron resonance inactive (CRI) modes, respectively.
This allows us to get, in principle, a solid estimate of the
cyclotron energy ωc and, consequently, of the effective cy-
clotron mass (ωc = eB/mCR). In our experimental case, with a
non-negligible and B-dependent dissipation and the response
measured using nonpolarized radiation, the precise readout of
the plasma edge position becomes a more complex task. Nev-
ertheless, one can still roughly estimate the cyclotron energy
from the relative distance of the CRA and CRI plasma edges
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FIG. 8. Lower panel: Dependence of IR reflectance on the ap-
plied magnetic-field RB measured at 1.8 K. The inset shows the
dependence of the deduced cyclotron energy on B. Upper panel: Rel-
ative change in infrared reflectivity with the magnetic-field RB/R0.

which are manifested in our data by the steplike profile of RB

observed in high magnetic fields. In detail, we have deduced
the cyclotron energy (see the inset in the lower panel of Fig. 8)
as a separation of the corresponding inflection points (red
vertical arrows in the lower panel of Fig. 8). Interestingly, the
cyclotron energy deduced in this way flattens in high magnetic
fields. Such behavior may suggest the impact of nonparabol-
icity of the band, implying an increase in the effective mass

FIG. 9. Temperature dependence of the relative optical effective
mass of charge carriers calculated from the plasma frequency and its
damping.

with the energy (or momentum). At the same time, in high
magnetic fields, we necessarily approach the quantum regime
of the studied material which limits the validity of the classical
magnetoplasma theory. Therefore, to estimate the effective
mass, we have only relied on the magnetoreflectivity data col-
lected at relatively low fields (below 25 T) where the cyclotron
energy is, within the experimental precision, a linear function
of B (dashed line in the inset of Fig. 8). Our estimate of the
cyclotron mass mCR = 0.2 is slightly higher, nevertheless, still
comparable with the effective mass deduced from the plasma
frequency itself (Fig. 9) and from the magnetotransport data.

The Drude theory links the plasma frequency �p to the
carrier concentration n and the effective mass m∗ by �2

p =
4πne2/m∗ and similarly the mobility μ is related to the
scattering time τ and effective mass by μ = eτ/m∗. Both
�p and μ now represent effective quantities that involve the
contributions of several types of carriers and are temperature
dependent. Their total concentration is ntot = ni + pi + Pt ,
where ni and pi are the concentrations of intrinsic electrons
and holes which are generated only above room temperature
and Pt = p1 + p2 is the extrinsic concentration defined above
in the transport part. Determining independently the transport
quantities (n and μ) and combining them with the plasma
parameters (�p and γ ) provides a way how to determine
the so-called optical mass. It can be generally different from
the effective mass determined by other techniques, such as
cyclotron resonance, SdH experiments, or theoretical calcula-
tion. We tried to fit the IR reflectance a model involving the
different carriers to distinguish and single out their contribu-
tions, but we failed because the fits were not stable.

The temperature dependence of the effective mass eval-
uated from �p is displayed in Fig. 9. It shows a slow and
monotonous variation from the value of 0.1m0 at low tempera-
tures to the value of 0.2m0 at room temperature. Above 400 K
its value starts to grow slightly faster, and it reaches the value
of 0.5m0 at 650 K. The heavier effective mass is caused by
additional carriers thermally generated across the band gap.
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Fitting the IR reflectivity provides another parameter
γ that can be used to determine effective mass. To get effective
mass the expression for the total carrier mobility zμtot (T ) =
eτtot (T )/m∗

tot (T ) = σtot (T )/[en(T )] is used where all
quantities are again temperature dependent. The quantities
with the subscript tot involve contributions from all the
types of carriers taking part in the transport properties
[35,36]. The scattering time in seconds, τtot = 1/2πcγ (if
γ is in cm−1 and c is the light velocity), is identified with
plasma damping obtained from the fit of the IR spectra. The
temperature dependence of the effective mass obtained in
this way has a very similar run to that determined from the
plasma frequency below room temperature as is demonstrated
in Fig. 9. At higher temperature they start to differ. Their
deviation can be explained that the plasma frequency is
determined by the charge concentration of (mixing of CBM
electrons and VBM holes) whereas the damping reflects
carrier scattering processes.

From the above-presented data, we can see that the most
striking effect is the substantial change in the plasma fre-
quency of Bi2Te3 with temperature and the related change in
the optical effective mass. The values of the effective mass
obtained by the IR measurement is in good agreement with
our data obtained by other techniques (magneto-optics and
SdH effect) at low temperatures and with the data previously
obtained by other investigators.

The fundamental parameters of semiconductors (energy
gap and effective mass) depend on temperature. Theoretical
models [52–54] explain it by lattice dilatation and electron-
phonon interaction. Experimental investigations mention very
small variation of effective mass with temperature in classical
semiconductors [55]. Much larger variation (of 50%) is re-
ported for PbTe [56]. This change is too large to be explained
in the framework of the k · p perturbation method that uses
as the parameter tensor characters of effective mass and non-
parabolic dispersion of bands. In the case of Bi2Te3 the change
in the effective mass is much larger, and its explanation must
be found beyond any of these theories.

To understand the strong temperature dependence of effec-
tive mass the complex structure of the Bi2Te3 electronic bands
has to be taken into account. Theoretical first-principles study
[16,17] including strong spin-orbit interaction results in small
band gaps, nonparabolic, and linear band, and small effective
mass and high valley degeneracy that have been experimen-
tally observed using ARPES [7]. A conflicting points remain
the positions and degeneracy of the band extrema [19,26,
57–59]. The crystal symmetry places them on the bisectrix
(mirror plane) of the Brillouin zone which leads to sixfold
degenerate Fermi-surface pockets. The calculations [60,61]
also predict two types of nonparabolic hole pockets (light
and heavy holes). With increasing doping the Fermi surface
becomes more complex, the pockets elongate, and finally they
link together forming a ring structure having a corrugated
character [7,57]. The theoretical predictions are in good agre-
ment with the experimental data and models used for the
interpretation of magnetoquantum investigations [27–29].

Let us now present a scenario that relates together the
transport and infrared data and interprets the above-described
effects. We need for it a quite complex model consisting
of two valence bands (light and heavy holes—see Fig. 1),

conduction band, and acceptor level located very close to
the valence band. The model is also based on the theoretical
and experimental results from literature presented above. At
low temperatures, Bi2Te3 is a p-type extrinsic semiconduc-
tor. The light holes with effective mass of 0.1m0 are excited
into the valence band at its edge from the antisite defect
level and are responsible for the high plasma frequency of
3700 cm−1. As temperature rises the hole concentration in-
creases only very slightly as indicated by the Hall data. At the
same time the deeper states with heavier m∗ corresponding to
the second valence-band level start to be occupied with heavy
holes. As their dispersion is flatter than the light holes they
have higher density and their contribution increases with in-
creasing temperature. This implies that the averaged effective
mass increases, the plasma frequency decreases on with rising
temperature and reaches its minimum at room temperature
where it is equal to 2300 cm−1.

Above room temperature the excitations across the band
gap begin to take place, and the intrinsic concentration of
electron-hole pairs starts exponentially to grow and causes
the increase in the plasma frequency. Bi2Te3 passes to the
intrinsic regime. The Hall coefficient sharply drops and at
530 K crosses zero and changes its sign which is a typical
feature demonstrating a extrinsic to intrinsic regime crossover.
The growth of carrier concentration on one hand leads to the
increase in the effective mass due to the nonparabolicity of
the valence band and the shift of the Fermi level—on the
other hand the exponential growth of the carrier concentra-
tion prevails, and the plasma frequency grows, and at 650 K
reaches the value of 4300 cm−1. The complex temperature
dependence of the plasma frequency and effective mass ob-
served in our experiments is explained by the competition
between the complex band structure of Bi2Te3 and a transition
between different regimes of generating carriers depending on
temperature.

The higher values of the effective mass obtained from the
mobility data above room temperature are caused by the sen-
sitivity of the mobility to scattering mechanisms which appear
due to increasing concentration of carriers.

The layered crystal structure of Bi2Te3 and the weak-
ness of the van der Waals Te(1) - Te(1) bonds between the
adjacent quintuples suggests another interpretation of the tem-
perature behavior of the effective mass. The thickness of a
quintuple layer is ≈3 nm what is similar to the thickness
of two-dimensional electron gas (2DEG) in metal-oxide-
semiconductor field-effect transistor (MOSFET) transistors.
Its behavior has been recently studied combining terahertz
optical Hall-effect measurements with IR spectroscopic el-
lipsometry. It has been found in AlGaN/GaN high electron
mobility transistor structures [62] that the effective mass
increases from 0.22m0 at 1.5 K to 0.36m0 at 300 K. Simul-
taneously, the mobility μ falls monotonously down in this
temperature interval limited at low temperatures by impurity
scattering contribution of remote impurities, and for high tem-
peratures it is limited by polar-optical phonon scattering. The
effective-mass behavior is explained by the reduction of the
2DEG confinement, i.e., the wave function penetrates from the
AlGaN with increasing temperature. Similar unusual behavior
of effective-mass temperature dependence has been already
theoretically predicted in several cases connected with 2DEG
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[63]. Thus, the results may alternatively suggest a transition
from 2D to three-dimensional character of carrier behavior.

The behavior reminiscent of topological insulators has
been observed in InAs/GaSb quantum wells. In all the cases
including our one, a common factor is the large anisotropy
approaching two dimensionality. It can be another cause that
supports such behavior [63].

IV. CONCLUSIONS

We have studied the temperature dependence of the re-
flectance and transport properties in p-type Bi2Te3 single
crystals, a thermoelectric material that is currently also very
intensively studied for its topological insulator behavior. The
unusual temperature dependence of the plasma frequency was
observed in the IR spectra that unlike in classical semicon-
ductors, decreases on heating from 10 to 300 K having the
minimum at room temperature and then again increases above
room temperature whereas its damping is monotonously in-
creasing. The charge-carrier concentration extracted from the
Hall and conductivity measurement shows a weak variation
on heating from 10 K up to room temperature and then steeply
rises. The Hall coefficient at 530 K changes its sign due to the
electronic transitions across the band gap, and Bi2Te3 passes
over to intrinsic regime. Combining the IR and transport data
the effective mass is determined, and it is found that it is ex-

tremely increasing (based on evaluation method 500–900%)
in the entire temperature interval. The low-temperature effect
is explained by the existence of two types (light and heavy)
holes, and the values of the effective mass are independently
confirmed by Shubnikov–de Haas effect measurement as well
as by magnetooptic studied (observation of cyclotron reso-
nances in external magnetic field). Above room temperature
the strong increase in the effective mass is compensated by
the exponential rise of carrier concentration due to their gen-
eration across the band gap which leads to a further increase in
the plasma frequency. In addition, our experiments indicates
the important role of the defect level in proximity to the VBM.
It was also found an analogy in the effective-mass behavior
in Bi2Te3 and the two-dimensional electron gas in MOSFET
transistors.
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