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#### Abstract

One of the possible approaches for solving a CSP is to encode the input problem into a CNF formula, and then use a SAT solver to solve it. The main advantage of this technique is that it allows to benefit from the practical efficiency of modern SAT solvers, based on the CDCL architecture. However, the reasoning power of SAT solvers is somehow "weak", as it is limited by that of the resolution proof system they use internally. This observation led to the development of so called pseudo-Boolean ( PB ) solvers, that implement the stronger cutting planes proof system, along with many of the solving techniques inherited from SAT solvers. Additionally, PB solvers can natively reason on PB constraints, i.e., linear equalities or inequalities over Boolean variables. These constraints are more succinct than clauses, so that a single PB constraint can represent exponentially many clauses. In this paper, we leverage both this succinctness and the reasoning power of PB solvers to solve CSPs by designing PB encodings for different common constraints, and feeding them into PB solvers to compare their performance with that of existing CP solvers.
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## 1 Introduction

The Constraint Satisfaction Problem (CSP) aims at determining whether a set of constraints is consistent and, when it is, finding a solution that satisfies all the constraints. To solve such problems, several approaches have been proposed [17]. One of these is to natively deal with the constraints of the problem, using efficient data structures to represent both the constraints and the structure of the problem, as it is done for instance in Choco [22], Nacre [10] and $\mathrm{ACE}^{1}$. Another possible approach is to leverage the practical efficiency of modern SAT solvers, based on the CDCL architecture [19, 20, 7], to solve CSPs. As these solvers take as input a propositional formula in Conjunctive Normal Form (CNF), one needs to encode the variables (especially their domains) and the constraints of the original problem into clauses to use them. In this context, many encodings have been proposed, as those described in $[24,9,5,2,23]$, which often provide good empirical results.

However, the main weakness of SAT solvers is the resolution proof system they use during conflict analysis. This proof system has a weak inference power, and some apparently simple problems cannot be solved efficiently. In particular, SAT solvers are known to perform poorly on instances requiring the ability to "count". This is for example the case for the well-known pigeonhole principle problem, which requires an exponential number of resolution steps to derive the unsatifiability of the input [12]. This observation led to the development of a different kind of solvers, called pseudo-Boolean (PB) solvers $[6,15,8]$. These solvers inherit many features of modern SAT solvers, and implement a proof system that is stronger than the

[^0]resolution proof system, and which is known as the cutting planes proof system [11, 13, 21]. These solvers can natively deal with PB constraints, i.e., linear equations or inequations over Boolean variables. This is an interesting observation, as among existing SAT encodings of CSPs, many of them actually use intermediate PB representations of the constraints before encoding them into clauses. This step is necessary to use a SAT solver, but it requires both to introduce additional variables and to increase the number of constraints to give to the solver (a single PB constraints can represent exponentially many clauses [1]).

In this paper, we introduce new encodings for CSPs leveraging both the succinctness of PB constraints and the inference power of PB solvers. The proposed encodings are based on well-known representations of variable domains using Boolean variables, such as the direct-encoding, the log-encoding or the order-encoding, to encode popular CSP constraints into PB constraints. To this end, we first introduce some preliminaries about CSP and PB solving. We then formally describe the proposed encodings for different constraints, and empirically evaluate them on different sets of instances.

## 2 Preliminaries

### 2.1 Constraint Programming

A constraint network (CN) is composed of a finite set of variables and a finite set of constraints. Each variable $X$ takes its value in a finite set called domain of $X$, denoted dom $(X)$. Each constraint defines a relation on a set of variables. A solution of a CN is an assignment of values to all its variables such that all the constraints of the CN are satisfied. A CN is said to be consistent if it has at least one solution, and the corresponding decision problem, called Constraint Satisfaction Problem (CSP), is to determine whether a CN is consistent.

### 2.2 SAT Solvers and CSPs

A variable $x$ is Boolean when $\operatorname{dom}(X)=\{0,1\}$. We call a literal $\ell$ a Boolean variable $x$ or its negation $\bar{x}=1-x$. A literal $\ell$ is satisfied when $\ell$ is assigned to 1 , and falsified otherwise. A clause is a disjunction of literals, requiring at least one of its literals to be satisified. A problem is in Conjunctive Normal Form (CNF) when it is a conjunction of clauses. The SATisfiability problem (SAT) is to determine whether such a conjunction is consistent.

The SAT problem is the first problem that has been proven to be NP-complete [4]. It is thus possible to use SAT solvers to solve CSPs, using different encodings. In particular, to represent the domain of a CSP variable $X$, one can use the so-called direct-encoding (see, e.g., [24]). It defines a Boolean variable $x_{v}$ for each value $v \in \operatorname{dom}(X)$. In this case, the value assigned to $X$ may be retrieved by identifying the (only) Boolean variable $x_{v}$ to be satisfied.

This representation is particulary useful in the case where the domain of a variable is an enumerated set of values. When it is a range of values, another option is to represent the variable using the log-encoding (see, e.g., [24]), which uses the binary representation of the variable $X$ using Boolean variables $b_{i}$ representing the bits of $X$, so that $X=$ $\min (\operatorname{dom}(X))+\sum_{i=0}^{\left\lceil\log _{2}(X)\right\rceil} 2^{i} b_{i}$. Observe here the use of $\min (\operatorname{dom}(X))$, which guarantees that the binary decomposition always starts at 0 .

Finally, another approach is that based on the order-encoding [23], which defines a Boolean variable $x_{\geq v}$ for each value $v \in \operatorname{dom}(X) \backslash\{\min (\operatorname{dom}(X))\}$. This variable is satisfied if and only if $X \geq v$. In this case, the value assigned to $X$ can be retrieved by identifying two variables $x_{\geq v}$ and $x_{\geq v+1}$ such that the former is satisfied and the latter is falsified, in which case $X$ is assigned to $v$.

### 2.3 Pseudo-Boolean (PB) Constraints

A pseudo-Boolean (PB) constraint is a constraint of the form $\sum_{i=1}^{n} \alpha_{i} \ell_{i} \Delta \delta$, where $n$ is a positive integer, the weights (or coefficients) $\alpha_{i}$ and the degree $\delta$ are integers, $\ell_{i}$ are literals and $\Delta \in\{<, \leq,=, \geq,>\}$. A PB constraint is said to be normalized when all the coefficients and the degree of this constraint are positive, and $\Delta$ is $\geq$. It is well known that any PB constraint may be rewritten as a conjunction of normalized PB constraints, which is particularly useful for the encodings we present later on. A PB cardinality constraint is a normalized PB constraint in which all the coefficients are equal to 1 , and a clause is a PB cardinality constraint with its degree equal to 1 . This definition is equivalent to the definition of clauses as disjunctions of literals, and shows that PB solvers generalize SAT solvers.

## 3 Purely PB Encodings

In this section, we use the direct-encoding, log-encoding and order-encoding to represent the domains of the variables from a CN, and use these representations to encode different common CSP constraints into PB constraints. In particular, we focus on counting constraints and on constraints allowed for the mini-solvers track of the XCSP competition.

## 3.1 (De)activating PB constraints

To encode both the domain of the variables and the constraints of a CSP into PB constraints, it is often needed to activate (or deactivate) a constraint. To do so, a common practice is to introduce selectors, i.e., a fresh variables $s$ such that its satisfaction entails that of the considered constraint. In the case of PB constraints, such a selector $s$ could have the following semantics, using $\Rightarrow$ to denote material implication: $s \Rightarrow \sum_{i=1}^{n} \alpha_{i} \ell_{i} \geq \delta$. The particular form of PB constraints allows to concisely represent such an implication with the (single) PB constraint $\delta \bar{s}+\sum_{i=1}^{n} \alpha_{i} \ell_{i} \geq \delta$.

Recall that, in this case, the satisfaction of the constraint does not guarantee the satisfaction of $s$. If such a guarantee is needed, we must add the reciprocal implication, i.e., $s \Leftarrow \sum_{i=1}^{n} \alpha_{i} \ell_{i} \geq \delta$, which can be represented using single PB constraint $\left(\sum_{i=1}^{n} \alpha_{i}-\delta+1\right) s+$ $\sum_{i=1}^{n} \alpha_{i} \bar{\ell}_{i} \geq \sum_{i=1}^{n} \alpha_{i}-\delta+1$.

From now on, we denote by $s$ a selector for which only one implication is defined, and by $\mathcal{S}$ a selector for which both implications are defined (when needed, indices may be added to these selectors).

To illustrate the use of selectors, let us consider the constraint $\sum_{i=1}^{n} \alpha_{i} \ell_{i} \neq \delta$. This constraint cannot be normalized directly, as $\neq$ is not an allowed operator for a PB constraint. However, we can oberve that this constraint is equivalent to the disjunction of the two constraints $\left(\sum_{i=1}^{n} \alpha_{i} \ell_{i} \leq \delta-1\right)$ and ( $\sum_{i=1}^{n} \alpha_{i} \ell_{i} \geq \delta+1$ ). Let us define two selectors $s_{\leq}$and $s_{\geq}$, such that $s_{\leq} \Rightarrow \sum_{i=1}^{n} \alpha_{i} \ell_{i} \leq \delta-1$ and $s_{\geq} \Rightarrow \sum_{i=1}^{n} \alpha_{i} \ell_{i} \geq \delta+1$. These two constraints, combined with the disjunction $s_{\leq} \vee s_{\geq}$, allow to represent the constraint above using PB constraints.

### 3.2 Variables and Domains

In order to make sure that the encodings of the variables presented in the previous section effectively encode the variables of the original problems, some constraints must be added. In the case of the direct-encoding, one simply needs to add the constraint $\sum_{v \in \operatorname{dom}(X)} x_{v}=1$ to make sure that the variable $X$ is assigned exactly one value. It is then possible to represent the variable $X$ using the equality $X=\sum_{v \in \operatorname{dom}(X)} v x_{v}$.

In the case of the log-encoding, the value of $X$ is given by the equality $X=\min (\operatorname{dom}(X))+$ $\sum_{i=0}^{\left[\log _{2}(X)\right]} 2^{i} b_{i}$. To make sure that the domain of $X$ is correct, one can use the constraint $\sum_{i=0}^{\left.\int \log _{2}(X)\right\rceil} 2^{i} b_{i} \leq \max (\operatorname{dom}(X))-\min (\operatorname{dom}(X))$ (recall that we only use this encoding to encode domains that are intervals).

Finally, in the case of the order-encoding, the constraints to add are exactly the same clauses as those used in [23]. Thus, for each value $v \in \operatorname{dom}(X) \backslash\{\min (\operatorname{dom}(X))\}$, the implication $x_{\geq v} \Rightarrow x_{\geq v-1}$ is added to the solver. When the domain of $X$ is not an interval, it is possible to forbid a value $v$ by adding the implication $x_{\geq v} \Rightarrow x_{\geq v+1}$. Additionally, it is possible to represent the value of $X$ using the equality $X=\min (\operatorname{dom}(X))+\sum_{v \in \operatorname{dom}(X) \backslash\{\min (\operatorname{dom}(X))\}} x_{\geq v}$. As for the log-encoding, let us remark the use of $\min (\operatorname{dom}(X))$ to make sure that the encoding starts at 0 . Without loss of generality, we can thus always represent a CSP variable $X$ using a weighted sum of literals, to which a constant $\mu$ may be added, giving $X=\mu+\sum_{i=1}^{n} \alpha_{i} \ell_{i}$.

Additionally, encoding CSP constraints often requires to determine whether a variable $X$ is assigned to a given value $v$. In the case of the direct-encoding, one only needs to check the value of $x_{v}$. To obtain such a value with the order-encoding, note first that $X$ is assigned to $v$ if and only if the conjunction $x_{\geq v} \wedge \overline{x_{\geq v+1}}$ is satisfied. To obtain a variable $x_{v}$ equivalent to that used in the direct-encoding, one just needs to use the constraint $x_{v} \Leftrightarrow x_{\geq v} \wedge \overline{x_{\geq v+1}}$, which can be encoded using PB constraints, as shown in the previous section. Obtaining such a value is a little bit harder with the log-encoding, as one needs to check the assignment of all the Boolean variables used in the representation of the variable to know the value of $X$. In this case, we thus propose to use a lazy form of the direct-encoding, where $X$ is first encoded using the log-encoding, and the direct-encoding is used only when $x_{v}$ is required. The constraint $\sum_{v \in \operatorname{dom}(X)} v x_{v}=\min (\operatorname{dom}(X))+\sum_{i=0}^{\left[\log _{2}(X)\right\rceil} 2^{i} b_{i}$ may be used to make sure that both encodings encode the same value. It is thus possible to obtain, for each variable $X$ and for each value $v \in \operatorname{dom}(X)$, a unique Boolean variable $x_{v}$ representing the assignement $X=v$.

### 3.3 Constraint cardinality

As mentioned before, one of the main advantages of PB solvers compared to SAT solvers is their ability to count efficiently. To benefit from this advantage, we first propose to encode cardinality constraints.

A first variant of this constraint is to force bounds on the number of variables among $\left\{X_{1}, \ldots, X_{N}\right\}$ that are assigned a given value $v$. Let $m$ and $M$ be the minimum and maximum number of variables $X_{i}$ that can be assigned to $v$, respectively, and let $x_{v}^{i}$ be the Boolean variable representing the assignment $X_{i}=v$. Clearly, the number of satisfied $x_{v}^{i}$ must be between $m$ and $M$. Thus, this cardinality constraint can be represented with $m \leq \sum_{i=1}^{N} x_{v}^{i} \leq M$, which can easily be decomposed into two PB constraints. Let us remark that, depending on the values of $m$ and $M$, these two constraints may represent an exponential number of clauses without requiring the use of auxiliary variables [1], as SAT solvers would.

Another variant of the cardinality constraint is to make sure that a variable $C$ is assigned to the number of variables $X_{i}$ that are assigned to a given value $v$. Let $\mu+\sum_{i=1}^{n} \alpha_{i} \ell_{i}$ be the representation of the variable $C$. This variable must be equal to the number of satisfied $x_{v}^{i}$. So, if we use the same notations as before, this can be encoded using the equality $\sum_{i=1}^{N} x_{v}^{i}=$ $\mu+\sum_{i=1}^{n} \alpha_{i} \ell_{i}$, which is equivalent to the PB constraint $\sum_{i=1}^{N} x_{v}^{i}-\mu-\sum_{i=1}^{n} \alpha_{i} \ell_{i}=0$.

There exists other variants of the constraints described here, where the values are variables $Z$ instead of constants. To encode them, one simply needs to replace the variables $x_{v}^{i}$ by
variables $x_{Z}^{i}$, such that $x_{Z}^{i} \Leftrightarrow\left(X_{i}-Z=0\right)$. By representing $X_{i}$ and $Z$ into weighted sums of literals, this constraint may be normalized following the procedure described in Section 3.1.

Let us note that, as for cardinality constraints, PB encodings may also be used to represent other counting constraints, such as count or nValues. They are omitted in this paper for space reasons, and also because we did not find any XCSP instance that uses these constraints, and we thus cannot make any conclusion on these encodings for the moment.

### 3.4 Constraints from the Mini-Solvers Track

There exist many different types of constraints, but not all of them are supported by our approach, as encodings remain to be found. In order to still solve a wide variety of problems, we now focus on the constraints allowed for the mini-solvers track of the XCSP'19 competition, which are often sufficient for that purpose.

### 3.4.1 Constraint sum

A sum constraint is a constraint of the form $\sum_{i=1}^{N} A_{i} X_{i} \odot k$, where $\odot \in\{<, \leq,=, \neq, \geq,<\}$. It is clear that such a constraint can easily be represented using PB constraints. Indeed, if each $X_{i}$ may be written as $X_{i}=\mu^{i}+\sum_{j=1}^{n_{i}} \alpha_{j}^{i} x_{j}^{i}$, where $x_{j}^{i}$ are Boolean variables, then the constraint above is equivalent to $\sum_{i=1}^{N} A_{i}\left(\mu^{i}+\sum_{j=1}^{n_{i}} \alpha_{j}^{i} x_{j}^{i}\right) \odot k$. which can be developed as a PB constraint (the case of the operator $\neq$ is treated as in Section 3.1).

### 3.4.2 Constraint allDifferent

The global constraint allDifferent enforces that a set of variables are all assigned to different values We illustrate its encoding following the example allDifferent $\left(X_{1}, \ldots, X_{n}\right)$.

Let $\mathcal{D}=\bigcup_{i=1}^{N} \operatorname{dom}\left(X_{i}\right)$. The semantics of allDifferent enforces that each value $v \in \mathcal{D}$ is used at most once among all variables $X_{i}$. Let $v \in \mathcal{D}$, and let us note $x_{v}^{i}$ the Boolean variable representing $X_{i}=v(i \in 1 . . N)$. We can represent this constraint on $v$ using the PB constraint $\sum_{v \in \operatorname{dom}\left(X_{i}\right)}^{N} x_{v}^{i=1} \leq 1$. This constraint has to be applied on all values $v \in \mathcal{D}$. The operation must thus be repeated on each possible value.

Let us observe that this encoding is similar to that of the pigeonhole-principle, which is hard for SAT solvers based on resolution [12]. This encoding allows thus to benefit from the reasoning power of PB solvers, at least on the subset of constraints encoding allDifferent.

### 3.4.3 Constraint extension with Supports

A support is a constraint that explicitly lists all the possible solutions for a constraint. To encode supports, let us first remark that a PB constraint of the form $\sum_{i=1}^{n} \ell_{i} \geq n$ represents the conjunction of the literals $\ell_{i}$, i.e., $\bigwedge_{i=1}^{n} \ell_{i}$. Based on this observation, we can encode a (unique) support of the form $\left(X_{i} \mid 1 \leq i \leq N\right)=\left(v_{i} \mid 1 \leq i \leq N\right)$ using the PB constraint $\sum_{i=1}^{N} x_{v_{i}}^{i} \geq N$, where $x_{v_{i}}^{i}$ is the Boolean variable representing the assignment $X_{i}=v_{i}$ $(i \in 1 . . N)$. When several tuples $t$ are allowed in a support, we need to add a selector $s_{t}$ to each constraint associated to a tuple, giving the PB constraint $s_{t} \Rightarrow \sum_{i=1}^{N} x_{v_{i}}^{i} \geq N$. Indeed, the set of allowed tuples is a disjunction, so one of the tuples must be assigned to the associated variables: we thus add the clause $\bigvee s_{t}$ to encode the full support.

Finally, let us remark that, if the symbol $*$ is used in one of the allowed tuples instead of a value $v_{i}$ (to represent that the variable $X_{i}$ can take any value), one just need to ignore the literal corresponding to the variable $X_{i}$ in the constraint above.

## 4 Experimental results

This section presents some experimental results of the PB encodings presented in the previous section on different sets of (decision) instances. To evaluate the performance of our approach, we implemented the encodings in the solver Sat4j ${ }^{2}$ [15], and we executed different variants of this solver, denoted $\operatorname{Sat} 4 \mathrm{j}+\mathcal{S}$ in the rest of this section, where $\mathcal{S}$ is the name of the considered variant. Unless otherwise specified, the combination of the direct-encoding and log-encoding is used to represent the domain of the variables. The solver Sat4j + OrderEncodingBothPOS2020 uses the order-encoding for this purpose, while Sat4j + OrderEncodingPrimitiveBothPOS2020 also exploits this encoding for representing more efficiently primitive constraints (as in [23]). We also executed the PB solver RoundingSat [8] on the PB encoding built by our implementation in Sat4j.

We compare these solvers with different state-of-the-art CP solvers, namely $\mathrm{ACE}^{3}$ - the new name of AbsCon - Choco [22] and sCOP [23]. We also executed the previous implementation of a CP solver provided with the Sat4j library, denoted Sat4j + SAT [5].

All solvers have been run on a cluster of computers equipped with 32 GB of RAM and two quadcore Intel Xeon X5550 ( 2.66 GHz ). The time limit was set to 1200 seconds.

In the context of our experiments, we used two benchmarks composed of decision problems from the XCSP library $[3,18]$. The first one, denoted $\mathcal{I}_{\text {card }}$, is composed of 5 families of problems, and contains 145 instances. These instances are those with cardinality constraints taken from the XCSP website ${ }^{4}$. To obtain this set, we had to remove some instances containing constraints that are not yet encoded in our implementation (in particular, lex constraints). The second benchmark, denoted $\mathcal{I}_{\text {xCSP18-19 }}$, is the set of instances that were used for the mini-solvers tracks of the XCSP18 and XCSP19 competitions. It is made of 32 families of problems, and contains 371 instances.

Below is presented the experimental analysis of our approach on these two benchmarks. These analyses have been made using Metrics ${ }^{5}$, a tool for analyzing experiments which guarantees the reproducibility of the results.

### 4.1 Benchmark $\mathcal{I}_{\text {card }}$

Figure 1 shows an overview of the performance of the different solvers executed on $\mathcal{I}_{\text {card }}$. This figure is a so-called cactus-plot. Each line corresponds to a solver, and shows the number of instances solved within a given time limit by this solver. Here, we can see that the solver RoundingSat solves more instances than the other solvers. For instance, it solves 16 more instances than ACE within 1200 seconds. We can also observe that the solvers based on SAT, in this case Sat $4 \mathrm{j}+\mathrm{SAT}$ and sCOP, which respectively implement the direct-encoding and the order-encoding, do not perform well on these instances requiring the ability to count (recall that they contain cardinality constraints).

To compare more precisely the two first solvers of this cactus-plot, Figure 2 shows a scatter-plot comparing ACE and RoundingSat. In this plot, each point represents an instance, and its color the family of problems to which it belongs. The $x$ coordinate shows the runtime of RoundingSat on this instance, while its $y$ coordinate shows that of ACE on this same instance. This figure clearly shows that RoundingSat solves very efficiently instances from
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$\square$ Figure 1 Cactus-plot of different solvers on $\mathcal{I}_{\text {card }}$.
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Figure 2 Scatter-plot comparing the runtime (in seconds) of ACE and RoundingSat on $\mathcal{I}_{\text {card }}$.
the CarSequencing family. In this family, there are mostly cardinality and sum constraints, which can be encoded into "pure" PB constraints, while constraints in the other families often require to use clauses, which limit the inference power of PB solvers. We observed the same behaviour for the different PB solvers we considered in this study, even though the different variants Sat4j that use PB constraints are not as efficient as RoundingSat.

### 4.2 Benchmark $\mathcal{I}_{\text {xCSP 18-19 }}$

In order to see whether our approach is able to solve more general problems, we now evaluate it on the instances of the benchmark $\mathcal{I}_{\text {xCSP18-19 }}$, which contains a wide variety of problems and constraints. For the constraints of the mini-solvers track, we use a combination of the


Figure 3 Cactus-plot of different solvers on $\mathcal{I}_{\text {XCSP18-19 }}$.
encodings presented in Section 3 and the classical representations of these constraints using clauses when we do not provide a PB encoding for the constraint to encode. This allows our implementation to deal with all the instances of the set $\mathcal{I}_{\text {xCSP18-19 }}$. Figure 3 shows an overview of the solvers we ran on this benchmark.

The faster solver is ACE, which solves much more instances than the others. Then follow Choco and sCOP, respectively in second and third position. The first Sat4j solver is at the fourth position. It is Sat4j + Resolution: this PB solver actually implements a conflict analysis as classical SAT solvers do, by lazily infering a clause each time a PB constraint is encountered during the analysis. The main advantage of this approach is that it allows to combine the succinctness of PB constraints and the use of the efficient data structures of SAT solvers. Yet, the efficiency of this solver is not enough to generalize the good performance observed on the set $\mathcal{I}_{\text {card }}$. This may be explained by the fact that (too) many constraints have to be encoded using clauses in the considered problems, which does not allow to exploit the full power of the proof system implemented in PB solvers.

Moreover, we can observe that the order of the PB solvers is not the same between the two considered benchmarks. This may be explained by the complementarity of the approaches implemented by the different solvers, as described in, e.g., [14, 16].

## 5 Conclusion

In this paper, we proposed to use different Boolean encodings for the domain of CSP variables to define new encodings based on PB constraints. In particular, we considered constraints recognized by the mini-solvers of the XCSP competition, as well as different variants of the cardinality constraint. The main advantage of the proposed encodings is that they allow to exploit the inference power of PB solvers, and especially their ability to count. The experimental analysis showed that our encodings, combined with the use of PB solvers, indeed allow to solve efficiently problems containing mainly sum and cardinality constraints. However, this good performance does not generalize to problems containing other types of constraints, in which native CP solvers and solvers based on SAT encodings remain faster.

Currently, our approach only allows to solve problems containing only a subset of all existing constraints. Our first perspective is to define encodings for other types of constraints, so as to submit our solver to the next XCSP competition. We also would like to investigate the use of different encodings for the constraints we already have, so has to improve the performance of PB solvers when solving CSPs, especially by favoring the use of pure PB constraints rather than clauses. Another perspective is to exploit the complementarity between the different solving paradigms for CSPs (either native, based on SAT or based on $\mathrm{PB})$ to leverage the best of all approaches.
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