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Fig. 1. The ImCasting game virtual environment: A) The main stage of the audition room shows all of the five actors standing on the
trapdoors with their masks on waiting to be judged by a player as the movie director after their performance; B) The player is able to
express different emotions (e.g., joy emotion in this figure) to give an example to the system at the beginning of the game; and C) The
skeleton of the player’s avatar reproduces this upper body motion in the virtual world.

This research work puts a focus on the user experience of an alternative method to teach nonverbal behaviour to Embodied Conversa-

tional Agents in immersive environments. We overcome the limitations of the existing approaches by proposing an adaptive Virtual

Reality game, called ImCasting, in which the player takes an active role in improving the learning models of the agents. Specifically,

we based our approach on the Human-in-the-loop framework with human preferences to teach the nonverbal behaviour to the agents

through the system. We introduce game mechanisms built around all the tasks of this Machine Learning framework, designing how a

human should interact within this framework in real-time. The study explores how a game interaction in an immersive environment

can improve the user experience in performing this interactive task, sharing the same space with the learning agents. In particular, we

focus on the involvement of the players as well as the usability of the system. We conducted a preliminary evaluation to compare the

design of our system with a baseline system which does not use any game mechanisms in teaching the nonverbal behaviour to virtual

agents. Results suggest that our design concept and the game story are more engaging, increasing the satisfaction usability factor

perceived by the participants.
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1 INTRODUCTION

Embodied Conversational Agents (ECAs) are interactive computer systems that replicate the same communicative

modalities as humans, verbal and nonverbal, through the use of an anthropomorphic character [9]. These interfaces are

becoming more popular and effective in various applications, from customer service [15] to personalized health coaching

[18, 22] and pedagogical tutoring [20]. In order to achieve human-like behaviors, agents need to have an interactive loop

allowing them to receive as inputs behaviours and feedback, like a reward mechanism, from the users and to produce

variations in their own behaviours according to this input. This is actually close to how Interactive Reinforcement

Learning works [11] and similar to how humans learn to behave as well [5]. In the Interactive Reinforcement Learning

approach, the feedback is not directly provided by the environment (or by the demonstration), but by an external trainer

[16]. This approach is used for trying to solve a variety of problems where the traditional reward for the reinforcement

learning algorithm is hard to define [6].

However, such an approach requires users to remain engaged in the task. An immersive environment might alleviate

this constraint [13]. In [10], the authors reported that Taichi learners in an immersive environment had a better learning

experience than learners in non-immersive setups. Since the task of teaching motions is complex and abstract, an

immersive system provides the trainers a means of visualisation and improves the trainer experience [12]. Moreover,

games and game mechanics (through the gamification process) have been used in interactive systems to create more

engaging experiences as well, from promoting healthy behaviours [21] to support learning [19]. These mechanisms can

alleviate the difficulty of a task by providing interactions in line with the user’s preferences (e.g., exploring, competing,

etc.) [17] and have been used to design more engaging interactive learning interactions [14].

Our objective is therefore to build an ECA framework tailored for the interactive learning of its behaviours, in virtual

reality (VR), thanks to feedback given explicitly by the user. Our long term objective is to build an understanding of

how games and interactive learning could work together in creating adaptive and evolving interactions.

2 IMCASTING: THE IMMERSIVE CASTING GAME

We propose a VR adaptive game called ImCasting, where the user can teach nonverbal behaviour to ECAs in the context

of a movie casting. The player takes the role of a movie director, who is looking for an actor to play the role of a masked

character in a silent movie. The director has to hire the actor who better performs an emotion with the upper part of the

body and get rid of the bad ones who try to invade their audition through different rounds of the game. Amongst the

actors, some are real humans and others are virtual agents (Fig. 1.A). The characters that represent human actors play a

prerecorded performance, while the virtual ones generate a performance Proximal Policy Optimization reinforcement

learning algorithm implementation from the Unity ML-Agent’s plugin, in real-time.

Fig. 2. The interactive smart table. Fig. 3. The sequence of events in the loop of the game.
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There are many different constraints in terms of immersive technology and the nature of the interaction between the

user and virtual agents, that lead us to design considerations. For example, we limit the nonverbal behaviour training to

the agents’ upper-body part without considering facial expressions, and the agents have to perform the emotion of joy.

The designed game is a Seated VR [4] experience where the interaction is mainly situated in a smart table (Fig. 2). It

presents a screen that shows the instructions of the story, a “YES" and a “NO" buttons used to answer the questions

displayed on the screen, and some numbered buttons used to vote or to ask for a replay of a specific actor.

Fig. 3 shows the phases of the game. The agents are trained after every loop of feedback from the user as the movie

director by a voting mechanism of the best performance and from the example given by the user directly.

The ideal platform would be a multi-user system in which several users interact with the agents and with each other,

to enhance the user experience and to enrich the feedback. However, as the first prototype of the platform, we focus

only on the single-user aspect of our system. Our main research interest is to keep the user engaged in performing the

training task, investigating the appropriate user-agent interaction and the mechanism of the agents in receiving the

feedback. Solving the machine learning problem of training the virtual agents is out of the scope of this work.

We developed the system using the Unity Engine and the Unity ML-Agents Toolkit [3]. Since the latter does not

provide a mechanism which integrates the human feedback into the reward function, our prototype uses only the joy

emotion expression given by the user as the targets to imitate for the virtual agents. We used an HTC Vive Pro headset

and two controllers to record the movement of the user (Fig. 1.B). Then, the upper-body motion of the virtual agents

is calculated using the Inverse Kinematic approach (IK) [1]. Each neural network of the agents learns how to move

the corresponding body part by predicting the position and rotation of the targeting movement from the IK. Finally,

to drive the virtual characters that represent the human actors, using Optitrack Motive, we captured several human

motions of different expressions of joy which can be directly replayed in the user interface of the ImCasting game.

3 PRELIMINARY STUDY

We conducted a preliminary study to evaluate how our ImCasting game can help the user to be more involved in the

training of the nonverbal behaviour to the virtual agents, compared to its corresponding non-gamified version. The

study followed a balanced within-subject design to assess the two system conditions. First, ImCasting Game condition

allows the user to select the best actor from five performers, performing one by one in each round. There are two human

actors who performed the motion which was prerecorded for the performers and three virtual actors whose motions

were generated on the fly. Second, No-Game condition enables the user to compare the performance of two actors and

to choose a preferred one at each round, which is inspired by the interactive reinforcement learning approach described

in [11]. In order to have a learning goal, the user also records their expression of joy in this condition.

We recruited six participants (two females, four males), aged between 22 and 31 (m = 27, std = 3.2) for the study. After

the training before each condition, the participant performed the task: first perform the motion of joy emotion, then

going through rounds of selecting the best actors until they decided to stop the task. They filled out three questionnaires

(System Usability Scale (SUS) [8], Godspeed Questionnaire Series (GQS) [7], and Presence [23]) and had an open-ended

interview after each condition. The interview was conducted to discover opinions of the participant which are specific

to each system tested and to understand their subjective evaluation by comparing the two systems. At the end of

the experiment, the participant was also asked to rank the two conditions according to their preference. The whole

experiment lasted approximately 1 hour.

From the result of the SUS questionnaire, the score of the Game condition is 70.42 and of the No-Game is 65.83.

According to the interpretation of results given in [2], Game is considered as Good, while No-Game is considered to be
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Poor. However, the results from the GodSpeed and Presence questionnaires show that the difference between the two

conditions is minimal even if the answers are overall more positive in favor of the Game system (Fig. 4 left & middle).

Fig. 4. The subjective rating of the participants on the two conditions (e.g., Game and No-Game) using GodSpeed Questionnaire (left)
on 5-point Likert-scale, Presence (middle) on 7-point Likert-scale, and User Preference (right).

Figure 4 (right) also shows the results of the subjective preference when the participants rated the two conditions in

the open-ended interview with regard to System Preference, Effectiveness, and Task-oriented Preference. Specifically,

five out of six participants (83.33%) preferred the Game system thanks to the game adaptation idea, the decoration

objects and the presence of more actors. Even if they spent more time on the task, they did not realise it because it

was fun. Only one participant preferred the No-Game system. They thought that this system was easier to use because

there were only two actors to consider, while in the Game condition there were too many performances to remember.

This trend in preference also affected the ranking of the participants when they were asked which system they would

choose to train virtual characters (e.g., Task-oriented Preference). Regarding the Effectiveness, four participants (66.67%)

believed that the No-Game system was more effective, because it was faster and more efficient as they could focus only

on one character at one time. In contrast, the other two participants (33.33%) who tested the Game first thought that the

Game system was more effective because they would spend more time playing as it was more fun.

4 CONCLUSION

In this work, we investigated the design of gamified interactions to support the interactive reinforcement learning

paradigm in the context of training nonverbal behaviours to embodied conversational agents. Specifically, we designed

a virtual reality game, ImCasting, where the player would improve the learning models of the agents through different

rounds of the game. The learning objective for the agents in our study was to perform the emotion of joy with the upper

body, without facial expressions. Our ultimate goal was to assess if inserting game mechanisms around the framework

could elicit a more engaging interaction between a human and the framework. Such a framework could help to tailor

complex adaptive interactions leveraging the social dimensions of interpersonal exchanges, leading to the development

of more engaging experiences in a variety of contexts such as learning or personal coaching for instance.

The results of a preliminary study show that users were more involved and satisfied in the gamified scenario. However,

the usability of the system was affected by the incapacity of the virtual agents in correctly performing the emotion of

joy in the end. The fact that the system is not considering the feedback of the user yet is negatively affecting the user

experience and the satisfaction factor. Our future work would be to improve the Machine Learning model in order to

better align our design with our end goal, while investigating the potential of integrating more behaviors and additional

tracking technologies such as face and fingers.
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