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ABSTRACT

Context. Local metal-poor galaxies stand as ideal laboratories for probing the properties of the interstellar medium (ISM) in chem-
ically unevolved conditions. Detailed studies of this primitive ISM can help gain insights into the physics of the first primordial
galaxies that may be responsible for the reionization. Quantifying the ISM porosity to ionizing photons in nearby galaxies may im-
prove our understanding of the mechanisms leading to Lyman continuum photon leakage from galaxies. The wealth of infrared (IR)
tracers available in local galaxies and arising from different ISM phases allows us to constrain complex models in order to estimate
physical quantities.
Aims. Primitive galaxies with low metal and dust content have been shown to host a patchier and more porous ISM than their
high-metallicity counterparts, with numerous density-bounded regions from where ionizing photons might leak out. To what extent
this peculiar structure contributes to the leakage of ionizing photons remains to be quantitatively studied. Such effects can only be
investigated by accounting for the complexity and inhomogeneity of the ISM. We aim to provide a new statistical framework to
quantify various galactic observables by constraining a representative multiphase and multisector topology using a combination of
1D models.
Methods. To address these questions, we built a refined grid of models that include density-bounded regions and a possible contri-
bution of an X-ray source. Using MULTIGRIS, a new Bayesian code based on Monte Carlo sampling, we combined the models as
sectors under various assumptions to extract the probability density functions of the parameters and infer the corresponding escape
fractions from H ii regions ( fesc,HII). We applied this new code to a sample of 39 well-known local starbursting dwarf galaxies from
the Dwarf Galaxy Survey.
Results. We confirm previous results that hinted at an increased porosity to ionizing photons of the ISM in low-metallicity galaxies
and provide, for the first time, quantitative predictions for fesc,HII. The predicted fesc,HII for low-metallicity objects span a large range
of values, up to ∼60%, while the values derived for more metal-rich galaxies are globally lower. We also examine the influence of
other parameters on the escape fractions, and find that the specific star-formation rate correlates best with fesc,HII. Finally, we provide
observational line ratios that could be used as tracers of the photons escaping from density-bounded regions. Among others, we
discuss the possible caveats of diagnostics based on [C ii]158 µm in low-metallicity environments as we find a strong metallicity
dependence of the fraction of [C ii]158 µm emitted in the different ISM phases.
Conclusions. The new framework presented in this paper allows us to use suites of unresolved IR emission lines to constrain various
galactic parameters, including the escape fraction of ionizing photons from H ii regions. Although this multisector modeling remains
too simple to fully capture the ISM complexity, it can be used to preselect galaxy samples with potential leakage of ionizing photons
based on current and forthcoming spectral data in unresolved surveys of local and high-redshift galaxies.

Key words. galaxies: starburst – galaxies: dwarf – ISM: structure – radiative transfer – infrared: ISM – methods: numerical

1. Introduction

Young stars that have just been formed irradiate the surround-
ing gas and ionize the interstellar medium (ISM). Those pockets
of ionized gas (i.e., H ii regions) often dominate the emission
at galactic scales in star-forming galaxies. At equilibrium, H ii

regions are surrounded by atomic neutral hydrogen, the photodis-
sociation regions (PDRs), which may recombine further from
the stars to form H2 in dense molecular clouds. In some cases,
part of the ionizing radiation (Lyman continuum below 912 Å;
LyC) can leak out of H ii regions and irradiate a diffuse ionized
gas (DIG) reservoir (Zurita et al. 2002; Weilbacher et al. 2018;
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Herenz et al. 2017; Bik et al. 2018; Menacho et al. 2019, 2021).
Depending on the exact morphology of the gas distribution, the
ionizing photons can freely travel on large scales to escape in the
surrounding circum-galactic medium (CGM) and potentially in
the inter-galactic medium (IGM).

The contribution of LyC-leaking galaxies to the total ion-
izing budget in the epoch of reionization (EoR, z ∼ 6–9) is a
key element in our understanding of the reionization process.
Recent simulations indicate that such populations of numerous,
low-mass, LyC-leaking galaxies with average escape fractions
( fesc(LyC)) of 10–20% would be sufficient to reionize the whole
universe without invoking any other contribution from ionizing
sources such as active galactic nuclei (AGN; Robertson et al.
2013, 2015). Under favorable assumptions on ionizing photons
production and accounting for a subdominant contribution from
AGN, Finkelstein et al. (2019) find that even an average escape
fraction below 5% throughout the bulk of the EoR would be
enough to match observational constraints. Naidu et al. (2020)
propose an alternative model where reionization is not driven by
the lower mass galaxies but by a few (<5%) highly star-forming
galaxies with stellar masses above 108 M� and extreme escape
fractions (the “oligarchs”).

Regardless of which galaxy population drives the reion-
ization process, the inclusion of binary stars, which provide
ionizing photons at later stellar evolution stages than sin-
gle stars, might also play a crucial role in providing ener-
getic photons over large timescales. Simulations of Ma et al.
(2016) and Rosdahl et al. (2018) find that this leads to sig-
nificantly higher time-averaged escape fractions of ionizing
photons. In low-metallicity environments hosting very mas-
sive stars, stellar-mass black holes might also contribute sig-
nificantly to the ionizing photon production (e.g., Mirabel et al.
2011). While escaping LyC photons have been directly observed
in the UV domain at redshifts below 0.5 (e.g., Bergvall et al.
2006; Leitet et al. 2013; Borthakur et al. 2014; Leitherer et al.
2016; Izotov et al. 2016a,b, 2018a,b; Wang et al. 2019, 2021;
Izotov et al. 2021; Flury et al. 2022a,b), and at z ∼ 2–3 (e.g.,
Vanzella et al. 2015, 2016, 2018, 2020; Shapley et al. 2016;
de Barros et al. 2016; Steidel et al. 2018; Bian et al. 2017;
Fletcher et al. 2019; Rivera-Thorsen et al. 2019; Pahl et al.
2021, 2022) with observed fesc(LyC) ranging from 2 to 72%,
direct detections of leaking LyC radiation is not possible – or
extremely unlikely – above z ∼ 4 due to the absorption by
neutral hydrogen in the IGM, preventing any direct observa-
tion of potentially LyC-leaking galaxies directly within the EoR.
This observational barrier makes it difficult to perform quan-
titative studies of primordial LyC-leaking galaxies, which are
much needed to understand their role in the reionization process.
Moreover, since LyC detections only probe a single line of sight,
the measured values are sensitive to viewing angle dependences.

To overcome these constraints, several indirect methods to
trace the escape fraction have been explored. They rely on the
fact that photons escaping from H ii regions are quite sensi-
tive to the structure and properties of the surrounding gas. This
view is supported by hydrodynamical simulations of the ISM,
which account for an inhomogeneous gas distribution produced
by turbulence and/or stellar feedback (e.g., Fujita et al. 2003;
Trebitsch et al. 2017; Kimm et al. 2017, 2019; Kim et al. 2018;
Kakiichi & Gronke 2021; Yoo et al. 2020). First, far-UV absorp-
tion lines can serve as a promising proxy to infer the covering
fraction of H i gas, which places an upper limit on the amount
of escaping photons (e.g., Reddy et al. 2016; Gazagnes et al.
2018, 2020; Chisholm et al. 2018; Saldana-Lopez et al. 2022).
Another approach consisting in looking at far-UV colors selec-

tion diagrams has been proposed in, for example Vanzella et al.
(2015) and Naidu et al. (2017). Finally, emission lines aris-
ing from different phases of the ISM can also be very use-
ful probes of the global porosity to ionizing photons. In the
UV domain, the Lyman alpha (Lyα) line profile has proven
to be an interesting proxy with the presence of double-peaked
or triple-peaked profiles being associated with LyC and Lyα
leakage (e.g., Verhamme et al. 2015, 2017; Henry et al. 2015;
Izotov et al. 2020; Maji et al. 2022). In particular, the veloc-
ity separation of the blue peak and red peak has been shown
to strongly anti-correlate with the measured escape fraction of
Lyα photons. Recent studies have also highlighted the inter-
est of using proxies such as weak helium lines (Izotov et al.
2017) or the Mg ii λλ2796,2803 Å doublet (e.g., Henry et al.
2018; Chisholm et al. 2020; Xu et al. 2022; Katz et al. 2022a)
for probing the low-density lines of sight necessary to allow
LyC-photons to escape.

In the optical range, several proxies can serve as indi-
cators of LyC leakage. In particular, line ratios involving
ions with different ionization potentials, produced at differ-
ent depths, have been proposed as indicators to discriminate
between radiation-bounded and density-bounded H ii regions.
Radiation-bounded regions correspond to ionized spheres delim-
ited by their Strömgren radii set by the equilibrium between
production of photons by stars and ionization of the surround-
ing gas. Density-bounded regions are instead delimited by the
lack of matter, which sets their outer radius before the Ström-
gren radius. Hence, they allow part of the LyC-photons pro-
duced by stars to escape from H ii regions. The oxygen line
ratio [O iii]λ 5007 Å/[O ii] λλ3726, 3728 Å (O32) proposed by
Jaskot & Oey (2013) and Nakajima & Ouchi (2014) was suc-
cessfully used to select LyC-leaking candidates but no strong
correlation was found with the measured values of escape frac-
tion (see Izotov et al. 2018b; Naidu et al. 2018; Bassett et al.
2019; Nakajima et al. 2020, and discussions therein). Based on
a similar idea, the lack of emission from ions with low ioniza-
tion potentials like [S ii] λλ6716,6731 Å has also been proposed
to target leaking candidates (Wang et al. 2019, 2021; Katz et al.
2020). This lack of emission of some low ionization species
was first interpreted as the signature of a density-bounded
galaxy where the outer part of H ii regions were completely
stripped out. However, using simple photoionization models,
Stasińska et al. (2015) have shown that on average galaxies with
high O32 cannot have massive escapes of ionizing photons, since
low ionization lines like [O i]6300 Å are often also detected
in these galaxies, implying the presence of radiation-bounded
regions. Subsequently Plat et al. (2019) and Ramambason et al.
(2020) noted that several strong LyC-emitters show surprisingly
strong [O i]6300 Å emission, and proposed several explanations.
While Stasińska et al. (2015) and Plat et al. (2019) suggested
that such emission could be powered by the presence of AGN
or radiative-shocks, we proposed in Ramambason et al. (2020)
a 2-component model combining both density- and ionization-
bounded regions.

A complementary picture has been provided by studies
of galaxies in the local universe with resolved H ii regions.
Recently, Della Bruna et al. (2021) estimated the average escape
fraction of ionizing photons from H ii regions in NGC 7793
to be 67% from MUSE observations with a ∼10 pc resolu-
tion. A large fraction of those escaping photons is, however,
likely reabsorbed within galactic scales and contributes to cre-
ate a DIG reservoir also seen with MUSE (Della Bruna et al.
2020). This picture is in line with recent PHANGS-MUSE
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observations of resolved H ii regions in nearby spiral galax-
ies (Belfiore et al. 2022; Chevance et al. 2022). Other indirect
methods applied to local objects based on the mapping of the
ionization parameter (e.g., Zastrow et al. 2011, 2013), on the
estimation of the intrinsic ionizing photon production rate from
resolved stars (Choi et al. 2020), and on the ionized gas kinemat-
ics (Eggen et al. 2021) are also suggestive of large escape frac-
tions of ionizing photons from H ii regions. Aditionally, results
from Polles et al. (2019) on the local starbursting galaxy IC10
indicate that the derived porosity depends on the spatial scale,
with most clouds being matter-bounded at small scales (∼60 to
200 pc), while larger regions become more and more radiation-
bounded at galactic scales. This result highlights the complex-
ity of the ISM in which the energy produced by feedback is
deposited at various spatial scales and over different dynamical
timescales, hence producing a highly inhomogeneous internal
structure.

While the indirect methods relying on spatially resolved
information can be applied in the local universe, they are not
applicable in more distant unresolved galaxies. Disentangling
the contribution from the ionized and neutral gas phase is a
crucial step to better understand the interplay between ioniz-
ing photons and the surrounding ISM. To do so, the infrared
(IR) domain offers interesting tracers, not only arising from H ii
regions but also from the PDR and molecular phases. Unfortu-
nately, this part of the spectra is often inaccessible in samples
of known LyC-leaking galaxies and only a few objects with
LyC detections were also observed in the IR. As an alterna-
tive, recent studies (e.g., Cormier et al. 2012, 2015, 2019) have
tried to constrain the covering factor of neutral gas (PDR cover-
ing factor) in local galaxies to quantify the porosity to ionizing
radiation by estimating the fraction of gas residing in neu-
tral atomic and molecular phases. This complex approach was
first introduced in Péquignot (2008) that provided an unprece-
dentedly detailed analysis of the proto-typical, low-metallicity
galaxy I Zw 18 by developing refined multisector topological
models representing the contribution of each phase to the total
emission. Similar models were adapted and successfully applied
to local objects (e.g., Haro 11: Cormier et al. 2012, I Zw 18:
Lebouteiller et al. 2017, IC 10: Polles et al. 2019), to a sample of
local dwarf galaxies (Cormier et al. 2019) drawn from the Dwarf
Galaxy Survey (DGS; Madden et al. 2013) and to resolved
regions in the Small and Large Magellanic Clouds (SMC/LMC;
Lambert-Huyghe et al. 2022). The results from those studies
indicate that nonunity PDR covering factors of neutral gas are
necessary to reproduce the emission lines of most local objects.
Such findings appear at odds with the few UV observations
that detect little to no LyC-leakage in the local universe (e.g.,
Bergvall et al. 2006; Leitet et al. 2013; Borthakur et al. 2014;
Leitherer et al. 2016).

In this context, it becomes crucial to understand what prop-
erties of the ISM are responsible for its porosity to ionizing
radiation and determine if and how well integrated emis-
sion lines of unresolved galaxies can be used to constrain
their escape fractions of ionizing photons. The question is
especially interesting in the context of high-redshift studies,
as more and more galaxies are detected with facilities like
ALMA and NOEMA at z ∼ 4–9 (e.g., Inoue et al. 2016;
Carniani et al. 2017; Walter et al. 2018; De Breuck et al. 2019;
Hashimoto et al. 2019; Harikane et al. 2020; Falkendal et al.
2021; Bakx et al. 2020; Meyer et al. 2022). Such observatories
and the advance of future ones such as the James Webb Space
Telescope (JWST) are opening a new window to observe galax-
ies close to or within the EoR.

In this paper, we present a first application of MULTIGRIS
(Lebouteiller & Ramambason 2022, hereafter LR22), a new
Bayesian code designed to constrain multisector models using
spectra of unresolved galaxies. Our work builds on previous
studies (e.g., Cormier et al. 2012, 2019; Lebouteiller et al. 2017;
Polles et al. 2019; Lambert-Huyghe et al. 2022) in which mul-
tisector models were constrained using frequentist methods. In
particular, this paper is a direct continuation of Cormier et al.
(2019) that used a χ2 minimization method to select the best-
fitting configurations between 1- and 2-sector models and
derived PDR covering factors. We revisit those results using the
same sample of galaxies but adopting a new method. Using a
Bayesian framework allows us to overcome some major issues
of the χ2 method: difficulty to derive errorbars, sensitivity to out-
liers, impossibility to include complex priors etc. Most impor-
tantly, it allows us to infer probability density functions (PDF) of
various parameters, including for the first time the escape frac-
tion of ionizing photons from H ii regions ( fesc,HII).

The paper is organized as follows. In Sect. 2 we present our
sample and the tracers used in the analysis. The grid of mod-
els and the Bayesian code are presented in Sects. 3 and 4 and
our results in Sects. 5 and 6. We discuss the limits and possi-
ble improvements of this new framework in Sect. 7. Our main
conclusions are summarized in Sect. 8.

2. Sample

2.1. Overview

Our sample is drawn from the Herschel Dwarf Galaxy Survey
(DGS; Madden et al. 2013), which gathers photometric and
spectroscopic observations of 50 nearby (0.5−191 Mpc) galaxies
in the far-infrared (FIR) and submillimeter domains performed
with the Herschel Space Telescope. All of these galaxies were
also observed in the mid-infrared (MIR) domain with the Spitzer
observatory and spectrocopic measurements are available for all
but 5 objects. We focus on a sub-sample used in Cormier et al.
(2019) that selected 38 compact galaxies with at least three spec-
tral lines detected in the MIR and FIR domain (∼5 to 120 µm)
among the 50 observed galaxies. The DGS sample exhibits a
wide range of physical properties, which makes it an ideal lab-
oratory to study the variation of ISM properties over a range of
physical and chemical conditions. In particular, this sample is
ideally suited to study how the escape fraction evolves in local,
low-metallicity galaxies whose ISM may resemble primordial
galaxies from the early universe. More specifically, the intense
sources of radiation (see Sect. 2.2) as well as the low masses,
compact sizes and metal-poor gas reservoirs (see Sect. 2.3) of
these galaxies may, to some extent, resemble the physical and
chemical conditions of the primordial dwarf galaxies. We note,
however, that our selection criterion favors IR-bright galaxies
hosting actively star-forming regions that have formed in a pre-
viously enriched ISM. The possible analogy with primordial
galaxies should hence be taken with caution.

We use the line fluxes provided in Cormier et al. (2019)
which combine Herschel/PACS (60–210 µm) data with
Spitzer/IRS (5–35 µm) data. The latter are available for all
galaxies in our sample except three (HS 0017+1055, UGC 4483
and UM 133). The fluxes correspond to integrated measurements
for galaxies that were fully covered by the instrumental aper-
tures, except for one galaxy. The only exception is NGC 4214,
which was observed in two pointings (central and southern
star-forming regions) that are studied separately in this study.
The extraction procedures and corrections applied to extended
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sources are detailed in Cormier et al. (2015). We corrected
one line flux from Cormier et al. (2019) ([Ne v]14 µm for
NGC 5253) that corresponded to a false detection due to an error
in the fitting process. Finally, we instead use a detection upper
limit at 2-σ of 0.112× 1016W m−2. We also include the total
IR luminosities (LTIR) derived by modeling the dust spectral
energy distributions (SEDs) in Rémy-Ruyer et al. (2015). All
the available upper limits were used in the analysis, contrary to
Cormier et al. (2019) that manually selected a suite of classical
emission lines arising from H ii regions and PDR. Our study
aims to extend the multiphase picture of the ISM that was
provided in Cormier et al. (2019) by including more lines
arising from different phases of the ISM and tracing different
physical processes. The list of observables used as constraints is
summarized in Table 1.

Although it requires several lines to derive the various
parameter values with reasonable uncertainties, the code can run
properly as long as it is provided with at least one line and one
upper limit (which are necessary to set the prior distributions).
In this case, the given solution corresponds to a relatively wide
PDF (defined in Sect. 4.3) and large errorbars. While little can
be said about the parameter values of such individual objects,
they do not, however, bias the analysis of the global trends in
our sample. We thus decided to include all objects with at least
one detection and one upper limit, which adds one more galaxy
to the sample of Cormier et al. (2019) (HS 2352+2733, detected
in [O iii]88 µm with two upper limits on [C ii]158 µm and LTIR),
hence leading to a total of 39 galaxies.

In addition to including upper limits for the first time, we
can also enlarge the selection of lines since our method is more
robust to outliers than the previously used χ2 method. The num-
ber of constraints available for each galaxy varies from 1 sin-
gle detection (in addition to two upper limits) up to 22 detected
emission lines. The exact number of detections and instrumental
upper limits available for each object is provided in Fig. A.4. The
choice of the suite of lines used in the analysis has an impact on
the best solution that is selected by our code and, in turn, on the
parameter values that are derived. Choosing the optimal suite of
lines to be used and the minimal number needed to constrain a
given parameter is a complex problem and we refer to LR22 for
a more detailed discussion.

In this study we focus only on IR lines although most galax-
ies in our sample are also detected in the optical domain. We
check a posteriori that our models predict values consistent with
the available Hα measurements (see Sect. 5.2). Combining opti-
cal and IR lines is possible with MULTIGRIS but would require
an additional treatment of the dust attenuation and of system-
atic uncertainties due to instruments. Increasing the number of
lines used as constraints can also raise specific issues regarding
redundancies and the risk to over-constrain some parameters. We
postpone this study to a future work and refer to LR22 for an
example combining both IR and optical lines.

2.2. Radiation sources and feedback

The DGS galaxies are starbursting galaxies with prominent MIR
and FIR emission lines that hint at the presence of a population
of young UV emitting stars, which strongly irradiate the ISM
(Madden et al. 2013). Some galaxies in our sample (15/39) have
also been reported to host a population of Wolf-Rayet stars and
signatures associated with massive stars have been reported in
Schaerer et al. (1999).

Additionally, evidence suggests that several galaxies in our
sample may host X-ray sources with the claimed detections

Table 1. IR tracers used as constraints and corresponding ionization
potentials for ionic lines.

Tracers

Molecular
hydrogen

H2 S(0), H2 S(1), H2 S(2), H2
S(3)

Neutral and ionized [O i]λλ63,145 µm
gas tracers [Fe ii]λλ17,25 µm (7.9 eV),

[Si ii]λ34 µm (8.2 eV),
[C ii]λ158 µm (11.3 eV),
Huαλ12 µm (13.6 eV),
[N ii]λλ122,205 µm (14.5 eV),
[Ar ii]λ7 µm (15.7 eV),
[Fe iii]λ23 µm (16.2 eV),
[Ne ii]λ12 µm (21.6 eV),
[S iii]λλ18,33 µm (23.3 eV),
[Ar iii]λλ9,21 µm (27.6 eV),
[N iii]λ57 µm (29.6 eV),
[S iv]λ10 µm (34.7 eV),
[O iii]λ88 µm (35.1 eV),
[Ne iii]λ15 µm (40.9 eV)
[O iv]λ26 µm (54.9 eV),
[Ne v]λλ14,24 µm (97.1 eV),

Total IR luminosity LTIR (1 µm–1000 µm)

Notes. We report the ionization potentials corresponding to the energy
thresholds required to create the ion producing a given emission line,
either by de-excitation or by recombination.

reported in the following papers: HS 1442+4250, VII Zw 403
(Papaderos et al. 1994; Kaaret et al. 2011; Brorby et al. 2014),
NGC 1569, NGC 5253, NGC 4214 (Ott et al. 2005; Binder et al.
2015; McQuinn et al. 2018) and NGC 625 (McQuinn et al.
2018). Some of them even host Ultra-Luminous X-ray sources
(ULX) with measured X-ray luminosities above 1039 erg s−1:
Haro 2 (Otí-Floranes et al. 2012), Haro 11 (Prestwich et al.
2015; Gross et al. 2021), He 2–10 (Ott et al. 2005; Reines et al.
2011), I Zw 18 (Thuan et al. 2004; Ott et al. 2005; Kaaret et al.
2011; Kaaret & Feng 2013; Brorby et al. 2014) and SBS 0335-
052 (Thuan et al. 2004; Prestwich et al. 2013). We note that
in some objects, other physical mechanisms are consid-
ered to explain the X-ray emission and the claimed detec-
tions of compact objects have been actively debated (e.g.,
He 2–10; Cresci et al. 2017, HS 1442+4250; Senchyna et al.
2020, and NGC 5253; (Zastrow et al. 2011, and references
therein). Regardless of their exact nature (e.g., high-mass X-ray
binaries, intermediate mass black hole or AGN), the contribution
of such sources may have an important impact in low-metallicity,
transparent environments in which high energy photons can
travel freely over large scales. In I Zw 18, the galaxy with the
lowest metallicity in our sample, Lebouteiller et al. (2017) have
shown that the X-ray radiation emitted by a single point source
ULX dominates the energy balance in the neutral gas over galac-
tic scales.

We also expect X-ray heating of the ISM to produce spe-
cific spectroscopic signatures such as the presence of emission
lines associated with very high ionization potentials (e.g., above
40eV) ions. Among the X-ray-sensitive tracers that we con-
sider in this study (see Table 1), [Ne iii] is detected in 33/39
sources and [O iv] detected in 17/39 sources. While we only
have upper limits on [Ne v]λλ24,14 µm, other lines produced by
ions with high ionization potentials have been detected in the
optical domain (e.g., [Fe iv], [Fe v], [Ne v] and even [Fe vi],
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[Fe vii]; Izotov et al. 2001, 2004a,b). We note, however, that the
origin of such lines is debated with two main hypothesis being
either the presence of X-ray sources (e.g., Lebouteiller et al.
2017; Schaerer et al. 2019; Simmonds et al. 2021) or the pres-
ence of fast radiative shocks (e.g., Allen et al. 2008; Izotov et al.
2012). In this study we do not take into account shocks since
most of the lines that we consider arise from the H ii region and
PDR where the dominant source of feedback is likely radiation
pressure (Lee et al. 2016, 2019). In any case, although shocks
may contribute to the emission of some of the lines we con-
sider (e.g., lines associated with very high ionization potentials
and H2 lines), we do not have enough constraints to disentangle
the contribution of shocks to the emission in the current study.
For a similar reason, we do not study the impact of varying the
cosmic rays (CR) rate in our models although CR might sig-
nificantly contribute to the heating of neutral gas, especially at
low-metallicity (Lebouteiller et al. 2017).

Even when nonstellar sources do not significantly contribute
to the energy balance, their presence can be linked to mechanical
feedback mechanisms that may facilitate the escape of LyC
photons produced by stars. Any additional kind of feedback that
modifies the gas reservoirs surrounding the stars (e.g., through
fragmentation or creation of low-density channels) might affect
the resulting global porosity to ionizing photons. The DGS
sample exhibits a wide variety of feedback mechanisms, which
impact the gas structure and kinematics. In particular, several
indications of the ISM being disrupted have been discussed
in previous studies that have reported signatures of outflows
(in Haro 2: Otí-Floranes et al. 2012, Haro 11: Menacho et al.
2019), ionization cones (NGC 5253: Zastrow et al. 2011),
superbubbles possibly associated with galactic winds
(NGC 1569: Westmoquette et al. 2008; Sánchez-Cruces et al.
2015), and other signatures of strong feedback phenomena
(NGC 1705: Zastrow et al. 2013, NGC 625: Cannon et al.
2004; McQuinn et al. 2018, UM 461: Carvalho & Plana 2018,
NGC 4214: Martin 1998; McQuinn et al. 2018 and Pox 186:
Eggen et al. 2021). Such dynamical effects strongly affect
the chemical and physical conditions of the surrounding gas.
They might even lower the metallicity of galaxies since metal-
enriched outflows can remove newly formed metals from H ii
regions (e.g., Amorín et al. 2010; Hogarth et al. 2020). Another
direct effect might also be the creation of low-density channels
formed by gas ejection that may favor escaping photons.

2.3. Gas and dust properties

Our sample spans a large range of sub-solar1 metallicities rang-
ing from 12+log(O/H) = 7.14 (∼1/35 Z�) up to 8.43 (∼1/2 Z�),
derived from empirical strong line methods (Madden et al. 2013;
Rémy-Ruyer 2013). Their dust-to-gas mass ratios also span a
large range of values (0.07–0.33) and have been carefully inves-
tigated in Rémy-Ruyer et al. (2014, 2015) and Galliano et al.
(2021) using continuum measurements from Spitzer and
Herschel.

Madden et al. (2020) have shown that in such environments,
the UV photons can penetrate deeper in the clouds and photodis-
sociate CO, hence creating a layer of CO-dark gas. While H2
and CO are only detected in a few galaxies in our sample, evi-
dence suggests that their molecular gas reservoir could be largely
underestimated when using CO lines as a tracer. Using in par-
ticular the [C ii]158um line, Madden et al. (2020) developed a

1 We use the solar value from Asplund et al. (2009) of 12+log(O/H)=
8.69.

method to estimate masses of CO-dark H2 gas residing in the
envelop where CO is photodissociated by strong radiation field
and find that the DGS galaxies most likely host unseen molecu-
lar gas reservoir (>70% of the total H2 in all the galaxies in our
sample) that can explain their high star-formation rates (SFR;
−2.2 < log SFR < 1.4) compared to the CO-based estimates of
molecular gas content.

Additionally, some of the DGS galaxies are associated with
large H i reservoirs with masses ranging from 107 to ∼1011 M�
(Rémy-Ruyer et al. 2014) and specific gass masses (MHI/M∗)
ranging from 0.03 to 17.3. Although this neutral component
is important, little is known on the actual distribution of this
gas in our sample. Some of the objects observed in absorption
have been associated with large column densities reaching val-
ues greater than 1021 cm−2 (see Table A.3 and associated refer-
ences). Such high values completely rule out photons escaping
along these lines of sight. However, previous studies have also
shown the inhomogeneous distribution of the neutral component
and line-of-sight effects (e.g., Gazagnes et al. 2020).

3. Models

3.1. Modeling strategy

One of the main challenges driving our modeling strategy is the
necessity to deal with spatially unresolved observations in which
the structure of the ISM is not directly accessible. In such cases,
emission arising from the different phases of the ISM (e.g., H ii
regions, PDRs, molecular gas, DIG) is blended into one single
beam.

To overcome this problem, we recover the underlying gas
distribution in the different ISM phases from unresolved spec-
tra. Using a multisector topology as a representative view of the
galaxy, such as proposed in Péquignot (2008), it becomes possi-
ble to disentangle the relative contribution of each phase. Each
“sector” corresponds to a fraction of a sphere of gas where radia-
tive transfers are performed in a 1D continuous way throughout
the H ii region, PDR, and molecular zone. While this model sim-
plifies the actual geometry of a galaxy, there is much to gain from
combining sectors (even independent ones) as compared to a sin-
gle model, especially when dealing with tracers coming from
different phases or depths. The need to automate and generalize
this multisector topological approach led to the development of a
new code, MULTIGRIS, which allows a flexible combination of
models within a grid. We briefly describe the code in Sect. 4 and
refer to LR22 for a detailed description of the general strategy
used in combining sectors.

The models used in the combination must account for the
main physical and chemical mechanisms producing the line
emission. Photoionization and photodissociation codes with
complex chemical networks and refined prescriptions for radia-
tive transfer are well suited to that purpose. They have been
extensively used to study H ii regions (e.g., with Cloudy;
Ferland et al. 2017, MAPPINGS V; Sutherland et al. 2018) or
PDR (e.g., with MeudonPDR; Le Petit et al. 2006). We chose
to use Cloudy models that allow a consistent treatment of
the emission line physics throughout the ionized phase, PDR,
and molecular phase. Combining such models into a repre-
sentative topology somewhat compensates for their simplistic
geometry, which, by itself, cannot capture the full complexity
of the multiphase ISM. In particular, several studies pointed
out the necessity to combine several regions having differ-
ent physical depths to successfully reproduce the emission
lines of local objects (e.g., Binette et al. 1996; Péquignot 2008;
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Lebouteiller et al. 2017; Cormier et al. 2012, 2019; Polles et al.
2019; Ramambason et al. 2020; Lambert-Huyghe et al. 2022).
The present study is a direct continuation of the previous
analysis from Cormier et al. (2019) of the DGS sample (pre-
sented in Sect. 2.1) using topological models. Based on 1-sector
and 2-sector models, with varying PDR covering factors, they
selected the best fitting models using a χ2 minimization. In each
model, at least one sector was computed until AV = 5 and the
PDR scaling factor was defined a posteriori as a linear scaling,
between 0 and 1, applied to the lines arising from the PDR. For
2-sector models, an additional sector stopping at the ionization
front was added. Based on this definition, they find nonunity cov-
ering factors for most of the galaxies in our sample, and a strong
correlation between metallicity and covering factor.

Similarly to Cormier et al. (2019), we model each galaxy as a
weighted combination of sectors where the mixing weights rep-
resent the contribution of each sector (see Sect. 4.1). The models
are computed with a fixed cluster luminosity and scaled to match
the observed line fluxes used as constraints with a free scaling
factor defined within the Bayesian model (see Sect. 4.2). The
prescriptions used for this new grid are inspired by Cormier et al.
(2019) with a few modifications. One major change is that the
line luminosities are saved for each tracer in a cumulative mode,
for each depth computed in Cloudy, allowing us to include
density-bounded sectors (i.e., models stopping before the ion-
ization front), which was not the case in Cormier et al. (2019).
This setting also allows a refined sampling of the parameter con-
trolling the depth of each model (see Sect. 3.2.3). We discuss the
changes in the model grid and their implications in the following
section.

3.2. Cloudy models

The grid used in this article was built using the photoioniza-
tion and photodissociation code Cloudy v17.02 (Ferland et al.
2017). Each model consists of a spherical shell of gas placed
at a fixed inner radius of the incident radiation source. We use
a closed, spherical geometry taking into account the transmit-
ted and reflected radiation, assuming a unity covering factor of
the gas. The radiative transfer is computed along each line of
sight (1D) in a continuous way throughout the H ii region, PDR,
and molecular zone. We summarize the main input parameters
and the range of values spanned for each parameter in Table 2.
The grid contains 28 800 models with an X-ray source and 3200
models without X-ray source, which results in a total of 32 000
Cloudy models. Each model is then truncated a posteriori with
17 cuts to create 544 000 sub-models. The current grid includes
predictions for 516 emission lines from UV to IR.

3.2.1. Radiation field

In our grid we consider a stellar component and an X-ray com-
ponent as represented in Fig. 1. The stellar population consists
of a single burst population from BPASSv2.1 (Eldridge et al.
2017) that includes the contribution from binary stars. We note
that the stellar population in Cormier et al. (2019) was instead
computed using a continuous star-formation history (SFH) for
a 10 Myr old cluster simulated with Starburst99 (Leitherer et al.
1999). Switching to a continuous SFH instead of single-bursts
would result in a change in our ionizing spectrum as young O/B
stars would provide ionizing photons over longer timescales.
Since we consider only one single burst, our grid spans ages
below 10 Myr, after which the Hα emission drops. We stress,
however, that for the lowest metallicity models, the contribu-

Table 2. Input parameters of Cloudy models.

Fixed parameters

Stellar population BPASS v2.1(1) (Eldridge et al.
2017)
Broken power-law IMF
α1 (0.1 M� – 0.5 M�) =−1.30
α2 (0.5 M� – 100 M�) =−2.35
Single burst, including binary
stars

X-ray component Multicolor blackbody
(Mitsuda et al. 1984),
Tout = 103K, variable Tin

Other fields Cosmic microwave background
Cosmic ray background 0.5log

Grains SMC graphite/silicate model
(Weingartner & Draine 2001)

Zdust, qPAH Values scaled with metallicity
based on the analytical fits from
Galliano et al. (2021)

X/O profiles (2) N(1), C(1), Ne(2), S(2), Ar(2), Fe(2),
Si(3), Cl(4)

Other elements Table ISM from Cloudy
Density law nH = nH,HII× (1+N(H)/[1021

cm−2])
Stopping criteria AV=10 or Te = 10K

8 varied parameters
log(L∗/L�) [7, 9]
LX/L∗ [0, 0.001, 0.01, 0.1]
log(TX,in) [5, 6, 7] K
log([O/H]) [−2.190, −1.889, −1.190,

−0.889, −0.667, −0.491,
−0.190, 0.111]

Age of burst [1,2,3,4,5,6,8,10] Myr
log(nH) [0,1,2,3,4] cm−3

log(Uin) (3) [−4, −3, −2, −1, 0]
Cut (4) [0,4], step=0.25

Notes. (1)Metallicity bins in BPASS are Z = 10−5, 10−4, 0.001, 0.002,
0.003, 0.004, 0.006, 0.008, 0.010, 0.014, 0.020, 0.030 and 0.040 (i.e.
0.05% of solar to twice solar). We note that Z� = 0.02 while the default
value we use here is Z� = 0.014. (3)The input ionization parameter, Uin,
is set by varying the inner radius for a given luminosity. It is described in
Sect. 3.2.3. (4)The cut parameter controls the stopping depth of a given
model. It is described in Sect. 3.2.3.
References. (2)References for elemental abundances. (1): Nicholls et al.
2017, (2): Izotov et al. 2006, (3): Izotov & Thuan 1999, (4): fixed at
−3.4.

tion from binary stars delays this drop in Hα and that ages up
to ∼30 Myr (Xiao et al. 2018) should be explored. Considering
that our solutions favor ages below 6 Myr and that the addition
of a new bin in stellar age would significantly increase the size of
our grid of models, we postpone this potential improvement to a
future work. In practice, an older population of stars is present
in many of the galaxies in our sample but single bursts of later
ages alone would not match the spectral signatures that we study
here. We note that considering a combination of bursts instead
of single-burst model could have a substantial impact on the
ionizing continuum, since mixed-age models, which allows con-
tributions from extremely young stars, typically produce more
ionizing photons and harder ionizing spectra than single-burst

A35, page 6 of 37



L. Ramambason et al.: Escape fractions in the DGS

Fig. 1. Stellar (left) and X-ray (right) incident SEDs of Cloudy models for a solar metallicity and bolometric luminosity of 109 L�. QE shows the
number of photons produced above a given energy Eν. The vertical dashed lines represent the ionization potentials of H+ (13.6 eV), O2+ (35.1 eV),
O3+ (54.9 eV) and Ne4+ (97.1 eV). Left-hand side: the dashed lines represent BPASS models with binary stars while the solid lines of the same
color correspond to BPASS models without binary stars for a single stellar population of the same age. The change in the spectra due to the
inclusion of binary stars is represented by the shaded area in between both lines. The insert shows a zoom around the Lyman edge at 912 Å where
the additional contribution to ionizing photons is visible for ages above 3 Myr and increases with the age of the burst. Right-hand side: the colors
represent different inner temperature of the multicolor blackbody and the different linestyles to different percentage of stellar luminosity: 0.001%,
0.01% and 0.1%.

and constant star-formation rate models corresponding to simi-
lar ages (Chisholm et al. 2019).

The stellar evolutionary tracks incorporate the effect of mass
transfers between members of binary systems and the stellar
initial mass function (IMF) includes a distribution of binaries
tuned to reproduce the binary fractions observed in the local
Universe. We use a broken power-law IMF with two indices
of −1.3 and −2.35 with a change of slope at 0.5 M�, which is
the default IMF in Eldridge et al. (2017). Although very mas-
sive stars with masses above 100 M� may exist in local, low-
metallicity galaxies (Crowther et al. 2010; Wofford et al. 2021),
such objects remain largely unconstrained in models. Since we
do not need to invoke very massive stars to reproduce the IR lines
considered in this study, we choose to use the BPASS default
mass cut-off at 100 M�.

In Fig. 1, we illustrate the effects of including binary
stars by comparing the single-star and binary-stars BPASS
(Eldridge et al. 2017) SEDs. A clear difference is visible at ages
above 3–4 Myr where models that include binary stars produce
more ionizing photons. This feature has also been pointed out
in Xiao et al. (2018): while single-star and binary-star popula-
tions produce fairly similar hydrogen- and helium-ionizing spec-
tra at young ages, the inclusion of binaries produces a shallower
drop in ionizing flux than for their single-star counterparts at
later ages. The inclusion of binaries with ages between 1–10 Myr
has a most profound effect on lines with ionization potentials
between 13.6 up to ∼54 eV (see Table 2). Indeed, X-ray binaries
provide high energy photons with an energy sufficient to power
the emission of several species with very high ionization poten-
tials.

However, it is well-known that these high ionization lines
cannot be reproduced by classical photoionization models (e.g.,

Stasińska et al. 2015), even when including effects of binary
stars (cf. Stanway & Eldridge 2019). Other sources producing
a harder ionizing continuum need to be invoked to reproduce
the high ionization potential lines observed in local and high-
redshift galaxies (e.g., He ii: Kehrig et al. 2018; Schaerer et al.
2019; Stanway & Eldridge 2019; Senchyna et al. 2020, 2021;
or [C iv]: Stark et al. 2015; Senchyna et al. 2021, 2022). For
example, high-mass X-ray binaries have been proposed in
Schaerer et al. (2019) to explain the presence of ubiquitous He ii
emission. While Senchyna et al. (2020) find that the addition of
an accretion disk associated with high-mass X-ray binaries is
insufficient to fully explain the He ii emission, several recent
studies have argued that the addition of an X-ray source is
still needed to simultaneously reproduce the emission lines aris-
ing from different ISM phases, including the emission from
ions with high ionization potential (e.g., Simmonds et al. 2021;
Olivier et al. 2021; Umeda et al. 2022).

Similarly, we find that in order to produce both [O iv] and
[Ne v] emission, we need to add an X-ray source that pro-
duces harder ionizing photons than BPASS models alone. As
discussed in Sect. 2.1, the exact nature of such compact objects
is unknown (e.g., high-mass X-ray binaries, intermediate mass
black hole or AGN). Moreover, the X-ray spectra themselves
are widely unconstrained and rely on strong modeling assump-
tions (Simmonds et al. 2021). Hence, we choose to use a general
prescription to model a compact object surrounded by an accre-
tion disk. To do so, we used a multicolor blackbody spectrum
as defined in Mitsuda et al. (1984). This spectrum is defined by
an outer temperature fixed at 103 K and an inner temperature
varying from 105 to 107 K. The luminosity is set with respect
to the stellar luminosity and varies from 0% to 10% of the stel-
lar cluster luminosity. The right-hand side panel of Fig. 1 shows
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the X-ray component when varying the inner temperature of the
disk and the relative luminosity. Although simplistic, our pre-
scription for the X-ray source is more general than that used in
previous studies that considered single blackbody spectra (e.g.,
Lebouteiller et al. 2017; Cormier et al. 2019).

Finally, we include the cosmic microwave background
(CMB) and CR background. Following Cormier et al. (2019)
we use a CR rate ∼3 times higher than the standard CR rate
(2×10−16 s−1; Indriolo et al. 2007) to account for the recent star-
formation history in the DGS and match the observed [O i] IR
line ratio. We note that CRs and X-rays both impact the ioniza-
tion and heating in the PDR but we do not have means to dis-
entangle both effects. This somewhat arbitrary choice for the CR
rate has a strong effect at low metallicities (below 1/10 Z�) where
the emission of low ionization potential species and recombina-
tion lines is boosted even at large AV , deep inside the molecu-
lar zone. However, in the range of AV , density and temperature
favored in the results presented here, the CR effects should not be
significant. Because we have no means to discriminate between
CR and X-ray effect, we do not further discuss their potential
contribution in this paper.

3.2.2. Metal and dust abundances

Our grid is designed to match the abundance patterns of low-
metallicity dwarf galaxies that belong to the group of blue com-
pact dwarf (BCD) galaxies. The prescriptions used in our mod-
els are summarized in Table 2. The abundances for nitrogen
and carbon are based on Nicholls et al. (2017) who derive ana-
lytical curves accounting for primary and secondary produc-
tion. Their fit is derived from a large sample of stellar measure-
ments in the Milky Way spanning a wide range of metallicities
(6≤ 12+log(O/H)≤ 9). Their analytical curves are compatible
with the gas-phase measurements for carbon and nitrogen in
the BCDs from Izotov & Thuan (1999), which have little deple-
tion due to their poor dust content. Neon, sulfur, argon, and iron
abundance profiles follow the regressions of Izotov et al. (2006),
based on a sample of low-metallicity BCDs. To avoid extrapo-
lating at high metallicities, we used flat profiles for metallicities
above 8.2 for those four elements. Because of the low statistics
of Izotov et al. (2006) for chlorine, we fixed the [Cl/O]2 value to
the median of their sample (−3.4). The silicon abundance pro-
file is based on Izotov & Thuan (1999). For all the other metals
we used the values from the Cloudy ISM table, assuming they
scale linearly with the oxygen abundance. The profiles used in
our grid are given in Fig. A.1.

We apply the same scaling relative to the solar value to both
the gas and stellar metallicity. In practice, since BPASS uses a
slightly different solar value (Z� = 0.020) than the Cloudy one
(Z� = 0.014), the metallicities are slightly offset. The helium
abundance is fixed to the value provided in the ISM abun-
dance set in Cloudy. The dust-to-gas mass ratio and abundance
of polycyclic aromatic hydrocarbons (PAH) are computed fol-
lowing the metallicity-dependent prescription of Galliano et al.
(2021) based on Bayesian dust SED fits of 798 galaxies (includ-
ing our sample) using the code HerBIE (Galliano 2018) with
the THEMIS grain properties (Jones et al. 2017). The dust-to-
gas mass ratio hence follows a 4th degree polynomial rela-
tion at metallicity above 12+log(O/H) = 7.3 and scales linearly
with metallicity below this threshold (see Eqs. (8)–(9) from
Galliano et al. 2021).

2 The brackets indicate values normalized by the solar abundance ratio.

Galliano et al. (2021) also provide an analytical prediction
for the mass fraction of aromatic features emitting grains (qAF),
assuming those features are carried by small a–C(:H) grains.
Here, we assume that such features are carried by PAHs instead
and estimate the mass fraction of PAHs (qPAH = MPAH/Mdust) as
qPAH ∼ qAF/2.2. The abundance of PAHs is known to strongly
vary under different physical conditions: they are especially sen-
sitive to metallicity effects and to the strength of the interstellar
radiation field (ISRF). Galliano et al. (2021) find that qPAH is pri-
marly driven by metallicity effects while correlations with ISRF
indicators are weaker. We adopt a single value of qPAH per metal-
licity bin, corresponding to the analytical fit from Galliano et al.
(2021). We note that this prescription sets the total PAH abun-
dance in our Cloudy models while the abundance profile follows
the default one in Cloudy, that is, scaling as H0/H. This results
in a profile where PAHs are mostly present in the PDR but com-
pletely destroyed in the H ii regions and molecular zone. This
assumption is consistent with observational studies that show
that PAHs are absent in the ionized region (e.g., Relaño et al.
2018; Chastenet et al. 2019); however, PAHs can also be present
in the molecular phase (e.g., Chastenet et al. 2019), which have
not been considered in the Cloudy modeling. Considering that
all the PAHs reside in the PDRs might in turn result in a slight
overestimation of the PDR heating by photoelectric effect.

3.2.3. Geometry of H II regions

Each of our models consists in a spherical shell of gas around
a central ionizing source, whose inner radius is set to match the
input ionization parameter defined as:

Uin =
Q(H0)

4πncR2
in

, (1)

where n is the hydrogen density at the inner radius, Uin is the
input ionization parameter, c is the speed of light, and Q(H0) is
the total number ionizing photons produced by the central source
defined as follows:

Q(H0) =

∫ ∞
Eν=13.6 eV

L∗(ν) + LX(ν)
hν

dν, (2)

where L∗(ν) is the stellar luminosity and LX(ν) the luminosity
of the X-ray source emitted with a given frequency ν. We note
that this definition of Uin only constrains the ionization param-
eter at the inner irradiated edge and that the volume-averaged
ionization parameter could be significantly different depending
on the model parameters. In particular, we note that this defini-
tion is not appropriate to use for thick shells of gas for which
the inner ionization parameter (Uin) at the illuminated front can
be very different from the ionization parameter at the ionization
front Uout. As an illustration, the relation between log Uin, log
Uout and the volume-averaged log 〈U〉 is provided in Fig. A.5.
Since the inner radius is set automatically to match a given pair
of input ionization parameter and gas density, the only possibil-
ity to change the geometry of the region is to change the incident
luminosity. At fixed Uin, a large cluster luminosity result in a
more shell-like geometry while a lower cluster luminosity result
in a more filled-sphere geometry in which the gas lies closer to
stars. Stasińska et al. (2015) show that such geometrical effects
can affect the low-ionization to high-ionization line ratio (e.g.,
[O i]/[O iii]) as the emission from outer regions is boosted in a
compact configuration. Although this geometrical effect is only
secondary for most lines arising from the H ii regions, it has a
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Fig. 2. Schematic view of the 17 cuts used to create sub-models.

much stronger effect on lines emitted near the ionization front
and in the PDR and molecular zone.

The bolometric luminosity of 109 L� chosen by
Cormier et al. (2019) corresponds to the case of a galaxy
dominated by one single to a few giant H ii regions. For the
range of ionization parameters and stellar ages covered in
our grid this corresponds to a thick shell geometry with log
Hα between 39.8 and 40.7 (in erg s−1). Such super-giant H ii
regions with Hα luminosities above 1039 erg s−1 are numerous
amoung BCD and starburst galaxies, but not always present
(Youngblood & Hunter 1999). They populate the upper end of
the observed Hα luminosity function derived from resolved
galaxies (Bradley et al. 2006) and are likely to be optically thin
(Pellegrini et al. 2012). We also consider a lower luminosity
Lbol = 107 L� (37.8 ≤ log Hα (erg s−1) ≤ 38.7), which
corresponds to a typical H ii region, similar to those that
dominate the Hα luminosity function just before the cut-off
value (log Hα = 38.6 erg s−1) from Bradley et al. (2006). This
case mimics a bursty star-formation where a few hundred to
a few thousand compact clusters are responsible for the total
emission.

We adopt the same density law as in Cormier et al. (2019)
in which nH is nearly constant in the H ii region and scales
with column density above 1021 cm−2. This law provides a sim-
ple first order prescription of a smoothly varying density, which
can describe both the density profile expected in dynamically
expanding H ii regions (Hosokawa & Inutsuka 2005) and in the
interior of turbulent molecular clouds (Wolfire et al. 2010).

One major change as compared to Cormier et al. (2019) is
that luminosities are compiled in a cumulative fashion, meaning
that the we can access the intrinsic luminosity of each line at a
given depth in the Cloudy model instead of considering only the
total resulting luminosity, which obviously depends on the stop-
ping criterion. This is a crucial step to study the escape fraction
of ionizing photons as this parameter is sensitive to the stop-
ping depth of the model, especially near the ionization front. As
illustrated in Fig. 2, each initial Cloudy model is used to create
17 sub-models stopping at different AV controlled by the “cut”
parameter. The original model is cut at the inner radius (cut = 0),
ionization front (cut = 1), H2 dissociation front (cut = 2), CO
dissociation front (cut = 3) and outer radius (cut = 4). To sample
the different phases (H ii region, PDR, CO-dark H2 region and
CO-emitting H2 region) defined by those cuts, three additional
cuts are added between each integer i (cut = i + 0.25, i + 0.5,
i + 0.75), equally spaced in AV between cut = i and cut = i + 1.
We stress that stopping the model at a given cut and truncating
it a posteriori are not strictly equivalent but our tests have shown
that this is a secondary effect.

Our cut parameter is analogous to other parameters that
were used to describe density-bounded models such as the Hβ
fraction used in Stasińska et al. (2015) and Ramambason et al.
(2020) or the zero-age optical depth to LyC photons (τλ) used

in Lebouteiller et al. (2017) and Plat et al. (2019). Although the
cut parameter does not have a physical meaning, it allows us
to ensure a good sampling of the region near the ionization
front and provides a simple characterization of density-bounded
regions (cut< 1) vs. ionization-bounded models (cut> 1). Addi-
tionally, it is defined consistently regardless of the metallicity (as
opposed to AV ).

Since each Cloudy model is cut a posteriori into sub-models,
the stopping criterion is not crucial in this study. However, to
incorporate the emission from different phases, models should
be deep enough to include the neutral and molecular zone for
each set of parameters. This transition is metallicity-dependent
and requires going deep enough in AV for the lowest metallic-
ity models. Most of our Cloudy models are computed until they
reach a maximum AV = 10. Only the densest models cannot
reach AV = 10 because their electronic temperature drops below
10 K before reaching this optical depth.

3.2.4. Escape fraction from H II regions

We calculate the escape fraction of ionizing photons from H ii
regions by using the ionizing continuum that is provided by
Cloudy at each depth in the model. This continuum saves the
number of photons per frequency bins, at a given depth, for all
energies greater than 1 Rydberg. We compute the escape fraction
in a given range of energy as follow:

fesc,HII(E1 ≤ hν ≤ E2)(R) =
L(E1 ≤ hν ≤ E2)(R)

L(E1 ≤ hν ≤ E2)(Rin)
, (3)

where the numerator is the luminosity produced by the central
sources reaching the radius R with energy between E1 and E2,
and the denominator is the luminosity impinging the cloud at the
inner radius Rin, within the same energy range. The number of
ionizing photons at a given radius is calculated as:

L(E1 ≤ hν ≤ E2)(R) = 4πR2
∫ ν2

ν1

Fν(r)dν, (4)

where Fν in the flux of photons with frequency
ν at a given radius. In practice we consider
fesc,HII = fesc(1Ryd≤ hν ≤ ∞)(Rcut) that includes all ion-
izing photons even in the X-ray regime, with Rcut the radius
at which the sub-model is cut. This definition is equivalent
to the ratio between the total observed emission below 912 Å
and the intrinsic emission below 912 Å. We ensured that the
sampling of the cut values results in a fine enough sampling for
fesc,HII as well. This definition of fesc,HII consistently accounts
for the absorption of photons in the gas and by dust. However,
it assumes that the integrated emission of a galaxy is dominated
by H ii regions and that photons reaching the edge of a density-
bounded region freely escape in the IGM. In practice, this tends
to overestimate the global galactic escape fraction as some
photons are likely to get reabsorbed by clumps or diffuse gas
after having escaped from H ii regions. This fesc,HII is to be con-
sidered as the escape fraction from H ii regions and cautiously
compared to other measurements, except for the two regions in
NGC 4124 (see Sect. 2.1). While this definition corresponds to
the true escape fraction from our model, accounting for the total
ionizing luminosity below the Lyman edge, it differs from the
definition commonly used in observational studies to measure
fesc(LyC), which most often relies on the flux ratio at 912 Å
and 1500 Å. This difference should be taken into account when
comparing with LyC measurements. This will be discussed in
Sect. 7.
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Fig. 3. Schematic view of the ISM of a starburst galaxy and associated representative topology.

4. MULTIGRIS runs

In this section we recall some of the most important features of
the code used in the current study. A more detailed description
of the code can be found in LR22.

4.1. Topological representation

The notion of topology introduced in Sect. 3.1 is especially
important in the context of the escape fraction. Indeed, regard-
less of the nature of the physical mechanisms at the origin
of escaping photons, it seems that the LyC escape fraction is
tightly linked to the distribution of gas in the ISM. In particular,
Gazagnes et al. (2020) have shown that the escape fractions of
LyC and Lyα photons are quite sensitive to the distribution of
neutral gas and dust, both at galactic scale and on specific lines
of sight. This effect is even more pronounced for LyC photons
that are easily absorbed by the neutral gas while Lyα photons
scatter and are destroyed only by dust.

One of the main advantages of our grid of models compared
to previous topological studies (see Sect. 1) is that it includes a
free parameter that allows us to constrain the depth of each sector
based on the observed line ratios (Sect. 3.2.3). This avoids hav-
ing to fix an arbitrary stopping criteria that is not trivial to deter-
mine in studies that include PDRs and molecular regions (e.g., as
in Cormier et al. 2019). The topological models aim to provide
representations of the distribution of matter (number and cover-
ing factors of sectors) and phases (stopping depth) in a galaxy.
The different phases we consider are represented in Fig. 3: an
atomic ionized phase dominated by H ii regions near star clus-
ters, a neutral atomic phase dominated by a warm component
around H ii regions where hydrogen is photodissociated (PDR),
and a neutral molecular phase concentrated in molecular clouds.
Two phases are not accounted for in our Cloudy models: the DIG
and the diffuse neutral gas (see discussion in Sect. 7).

In essence, topological models are not designed to determine
the spatial distribution of the gas but only the relative contribu-
tion of each phase and sector. As shown in Fig. 3, we model
a galaxy as a sum of representative star-forming regions that
can be combined into one single representative model, assuming
that the star clusters that dominate the emission share the same
properties. In practice, we assume a single SED for each galaxy
we model. This representation is especially well-suited for unre-

solved observations for which we precisely do not have access
to spatial information. Additionally, most current photoioniza-
tion codes cannot account for precise gas distribution that would
require expensive 3D radiation transfer models. In our single
cluster topological models, the emission lines are computed as
a weighted linear combination of the emission from each sector
as follows:

L =

Nsectors∑
i=1

wiLi, (5)

where wi is the mixing weight and Li the predicted luminosity of
a given line in the ith sector.

This topological approach allows predictions for any other
physical quantities available in Cloudy as long as it can be
expressed as an analytical combination of the observables from
individual sectors. We use the same formula for “extensive”
quantities, meaning, that scale with luminosity (e.g., gas masses
in the different phases, number of ionizing photons Q). In the
current study, we consider configurations having a single cluster
and different number of sectors (from 1 to 3). Under this hypoth-
esis of a single cluster, the fesc,HII is also an extensive quantity
and the averaged fesc,HII can be derive as follows:

fesc,HII =

Nsectors∑
i=1

wi f i
esc,HII. (6)

For a configuration with N sectors, the free parameters cor-
respond to N times the 8 free parameters in the Cloudy mod-
els from Table 2 determined for each sector plus the mixing
weights wi. In addition, the global luminosity scaling factor of
the cluster is free. This amounts to a total of 9N+1 parame-
ters. The effective number of free parameters can be reduced by
imposing priors that link some parameters together. To mimic
the exposure of all sectors to a single cluster we impose that
the stellar luminosity, X-ray luminosity, inner temperature of the
of the X-ray-emitting accretion disk, metallicity, and age of the
stellar burst are identical in all sectors. An additional constraint
imposes that all wi sum up to 1 (no hole in the model). The effec-
tive number of free parameters thus reduces to 4N+5 parameters.

The last constraint on the sum of wi translates into one major
modeling assumption: we assume that the cluster is fully sur-
rounded by the different sectors and that we can constrain its
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total luminosity. If the cluster luminosity is unconstrained, the
total luminosity scaling factor and the covering factors of each
sector can be degenerate. In practice, this would result in quite
different configurations that could all match a suite of emission
lines but with different scaling factors. This caveat is particu-
larly important for quantities that strongly vary with different
configurations (in particular, the escape fraction) and will be dis-
cussed in Sect. 7. Hence, LTIR, which is used as a constraint (see
Table 1), is essential in our analysis to constrain the scaling fac-
tor and match the observed total luminosity.

4.2. Inference of the parameters

MULTIGRIS can be used with different Markov chain Monte-
Carlo (MCMC) samplers, which are compared in LR22. We used
the Sequential Monte Carlo Sampler (SMC) that is adapted to
multidimensional grids with several likelihood peaks. Interpo-
lating on all parameters is computationally expensive and raises
some issues for models located at the edges of our grid. Instead,
we use a nearest neighbor interpolation on all the parameters
of the grid (described in Table 2) except for the metallicity, for
which we perform a linear interpolation.

We define the likelihood of our data p(O|θ,M), where O
is the data and θ the set of parameters of a model M, by
considering our suite of emission lines as independent identi-
cally distributed random variables (RV). Each RV is described as
Gaussian distribution centered on the measured value and with
a σ corresponding to the uncertainty of the observation. Hence,
the likelihood can be expressed as:

L = p(O|θ,M) =

Nobs∏
i=0

N(µ = Oi, σ
2 = U2

i ), (7)

where N is the number of emission lines with observed fluxes
Oi and uncertainties Ui. For undetected lines with instrumen-
tal upper limits, the Gaussian distribution is replaced by a
half-Gaussian. We consider that upper limits correspond to a 2σ
signal. To avoid possible biases due to lines detected with unre-
alistically small uncertainties, we force a minimal uncertainty of
10% for all lines.

In practice, single-sector models should be preferred if they
are able to simultaneously reproduce all the emission lines of a
given galaxy. However, galaxies having numerous lines are more
likely to require a greater number of sectors. To which extent
the addition of a supplementary sector improves the agreement
with observations needs to be quantitatively studied. To compare
models, one needs to estimate how well a model performs at pre-
dicting data. To do so, we estimate the marginal likelihood cor-
responding to each configuration by evaluating the model at the
posterior distribution of the parameters. The marginal likelihood
is defined as follows:

LM =

∫
θ

p(O|θ,M)dθ. (8)

Because of the integration on all the free parameters θ, this
metric penalizes models that require a large number of sectors
without significantly improving the agreement with the data.
Although the code can be used with any number of components,
those models become less and less likely to be selected by the
marginal likelihood criterion. Additionally, the computing time
required for the MCMC sampling step scales with the number
of free parameters. We hence limit this study to combinations
involving 1, 2, or 3 sectors. An example of a 4-sector model for

Fig. 4. Schematic view of the single cluster 3-sector configuration for
He 2–10. The number of stars in the central cluster scales with the inten-
sity of the radiation field, the proximity of the gas representing varying
ionization parameters and the orange shading increases with density.

I Zw 18, which includes additional constraints from the optical
lines, is presented in LR22.

In Table A.1, we report the best (i.e., having the highest
marginal likelihood) configuration for each galaxy, the corre-
sponding accuracy at 3σ and the marginal likelihood values in
logarithm, for a varying number of sectors. In practice, we com-
bine the results obtained for configurations having 1, 2, or 3 sec-
tors by considering a weighted mean of the 3 configurations with
the weights are defined as follows:

αi sectors =
LM,i∑3 sectors

j=1 LM,j
, (9)

whereLM,i is the marginal likelihood associated with the config-
uration having i sectors (with 1 ≤ i ≤ 3). This weighted combi-
nation allows us to account for configurations having marginal
likelihoods that are close to the best configuration. Since the
weighted combination is performed directly on the MCMC
draws, the uncertainties we derive for the parameters incorpo-
rate uncertainties on the combination of configurations, which
can be considered as an uncertainty on the model itself. Other
metrics could be used to define the weight, which are detailed in
LR22. Using a different metric yields variations for a few indi-
vidual objects in our sample but does not affect the global trends
that we discuss in the following sections.

As an illustration, Fig. 4 shows the best configuration found
by MULTIGRIS for He 2–10. This is one of the galaxies for
which we have the most constraints available (22 detections and
6 upper limits, see Fig. A.4). For this galaxy, the 3-sector config-
uration is favored. The left-hand side plot represents the relative
contribution of each of the 3-sectors and the right-hand side plot
shows another version where the sectors have been randomly
redistributed around the central source. We stress that the two
topologies are completely equivalent in our study.

4.3. Probability density functions

One of the advantages of using a Bayesian method is that the
ensemble of solutions can be represented by a continuous dis-
tribution, which is well-suited to identify possible degeneracies
or multimodal solution. While frequentist methods like the χ2

only provide a group of the most likely values of a parameter,
MULTIGRIS outputs a sample of draws from the posterior PDF
p(O|θ,M) of any given parameter.

The PDF can be described using various estimators. The
mean, mode, and median values of the parameters can be sig-
nificantly different in the case of multimodal or asymetric dis-
tribution. Ideally, one would like to represent the full posterior
PDFs that are used in this study to derive trends and correla-
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tions. We also investigate the combined PDF concatenating all
sources. To that purpose, we use kernel density estimate (KDE)
plots, which provide a smoothed convolution (using a Gaussian
kernel) of the 2D-PDF of our whole sample. Additionally, to
represent 2D-PDFs of individual objects we adopt the skewed
uncertainty ellipse (SUE) representation (see e.g., Appendix F
from Galliano et al. 2021). A SUE represents the 1σ contour of
a 2 dimensional split-normal distribution adjusted to have the
same three first moments as the underlying PDF. The center of
the SUE marks the location of the robust mean of the 2D-PDF.
While the representation is convenient to locate the parameter
space of highest probability (e.g., 1σ) for a given object, SUEs
are not always representative of the underlying PDF, especially
when several modes are present. In the following plots we show
either the KDE of the full sample or the individual SUEs cor-
responding to each galaxy. While the KDE of the full sample
should always be used to study the statistical trends and corre-
lations, the individual SUEs can also be useful to visualize the
region of maximal likelihood associated with each object.

5. Consistency checks

The escape fraction of ionizing photons is a complex parameter
with multiple dependences. Before diving into the interpretation
of this complex observable (see Sect. 6), we perform consistency
checks to see how the predictions from MULTIGRIS compare to
classical diagnostics found in the literature. In particular, since
the escape fraction of ionization photons is sensitive to both the
gas and stellar content of a galaxy, we first examine some key
parameters that may control the predicted values of fesc,HII: the
metallicity and the star-formation rate.

5.1. Metallicity estimates

To ensure that our metallicity estimates are not affected by the
metallicity sampling of the model grid (see Sect. 3), we perform
a linear interpolation on this parameter. For the other parame-
ters, we take at each draw the nearest neighbor in the grid. Our
approach differs from classical methods that usually rely on a
single tracer or a combination of a few lines to derive the metal-
licity. Instead, our code uses the combined information from
all emission lines to constrain model parameters, including the
metallicity. Although this approach is more flexible (no need for
a specific suite of emission lines), we need to rely on a particular
abundance pattern because we do not have enough constraints
on the abundance of all species. In this study, we use abun-
dances tailored for compact, low-metallicity, dwarf galaxies, as
described in Sect. 3.2.4.

The metallicity could be subject to multiple degeneracies. In
particular, varying the cut parameter, that is, the AV at which
each sector stops, impacts the emission of tracers used to esti-
mate the metallicity. Previous works have reported that account-
ing for escaping ionizing photons tends to bias the metallic-
ity estimates toward lower values (Xiao et al. 2018; Jiang et al.
2019). The metallicity is also degenerate with the stellar age
parameter. As mentioned in Xiao et al. (2018), an old stellar
population with no leakage can produce line ratios similar to a
younger stellar population where part of the radiation is leaking
through density-bounded regions.

To avoid such degeneracies between metallicity, stellar age
and cut parameters, we allow the metallicity to vary under a
weakly informative prior. This ensures the inference preferen-
tially starts around the mean of the prior and prevents drawing
too far from it. We use a Gaussian centered at the measured
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Fig. 5. Predicted metallicity of MULTIGRIS vs. measured metallic-
ity from the strong lines R23-P method from Pilyugin & Thuan (2005)
based on optical oxygen lines ratio. The black dots represent the robust
means of the posterior PDF. The 1σ contours of the SUEs are calculated
by simulating mock data for the y-axis with a dispersion corresponding
to the measured uncertainty. The vertical dashed lines correspond to the
metallicity bins of the grid. The galaxies are labeled with the numbers
reported in Table A.1. The numbers that are flagged with a star corre-
spond to two pointings in NGC 4214, which are excluded from the KDE.
The color code indicates whether the Humphreys α line (7–6) is detected
or not.

metallicity with a large width parameter (σ = 0.1 + σmes in log-
arithmic scale, where σmes is the uncertainty associated with the
measured metallicity). We emphasize that although we use only
constraints in the IR domain, the prior on metallicity incorpo-
rates information derived from optical lines since it is centered
on the metallicity estimates derived from optical strong lines
method. Galaxies that do not fall within the σ = 0.1 dex envelop
are galaxies for which the information given by all emission lines
have pushed the posterior PDF away from the prior distribution.

In Fig. 5, we compare this estimated metallicity to that mea-
sured from strong lines methods. The galaxies are labeled with
the numbers reported in Table A.1. The measured metallicities
from the literature come from Madden et al. (2013), and refer-
ences therein, based mainly on the optical oxygen lines ratio
(R23-P) method from Pilyugin & Thuan (2005). Their method
is based on a two-parameter calibration involving the R23
ratio and an excitation parameter P, which corrects the esti-
mates by accounting for the physical conditions in the H ii
regions. The method used in Madden et al. (2013) allows them to
derive metallicity measurements for almost all the DGS galaxies
except for three galaxies (HS 0017+1055, HS 0822+3542 and
HS2351+2733) for which the R23-P method cannot be applied
and the measured metallicity is derived using the Te-direct
method (Ugryumov et al. 2003; Izotov et al. 2006, 1994). We
note that the latter method is more reliable than the R23-P
method (e.g., Maiolino & Mannucci 2019) that was chosen only
because it could be applied in a consistent way to almost all
objects in the DGS sample.

The uncertainties derived (1σ uncertainties of SUEs defined
in Sect. 4.3) from our method are somewhat larger than those
found in the literature, as they incorporate uncertainties on all
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emission lines and on the modeling (e.g., in particular our pre-
scription for the abundance patterns vs. metallicity). When a
hydrogen recombination line (e.g., the Humphreys α line (7–6);
Huα) is available, the estimated metallicity tends to be more
tightly constrained as the code can directly infer elemental abun-
dances relative to hydrogen. This is illustrated in Fig. 5 where
galaxies that have Huα detection tend to have smaller 1σ contours
than the ones without. Interestingly, our code is also able to esti-
mate metallicities without hydrogen recombination line measure-
ments, in some cases with a precision comparable to galaxies with
Huαmeasurements. As a consequence, the metallicity is inferred
by constraining metal-to-oxygen abundances, which depend on
metallicity in the grid (see Sect. 3). In this case the results we get
are strongly dependent on the assumed metal-to-oxygen profiles,
and in particular the N/O and C/O vs. O/H relations.

The metallicities are consistent with the corresponding
strong line measurements within 0.1 dex for 31 out 40 galaxies
and withing 0.2 dex for all galaxies except one (12: II Zw 40),
for which we predict a significantly smaller metallicity than that
derive with the R23-P method. We note, however, that our mea-
surement is consistent with the value measured for this galaxy
(8.09 ± 0.02) using the Te-direct method from Izotov et al.
(2006). The scatter we obtain is somewhat smaller than that
derived for the DGS sample in Madden et al. (2013) when
comparing different calibration methods using the R23 ratio
(Pilyugin & Thuan 2005) and the Te-direct method. (Izotov et al.
2006). We find that our predictions tend to systematically pre-
dict slightly higher metallicities than the R23-P method for
metallicities below 7.8. This might be due to the fact that we
find galaxies with numerous density-bounded regions (i.e., with
small cut parameters) among the lowest metallicities in our
sample (see Sect. 6.1). This effect might be linked to the fact
that the R23-P diagnostic relies on an empirical calibration based
on samples of galaxies, regardless of the presence or not of
density-bounded H ii regions. If the calibration is dominated by
radiation-bounded H ii regions, this diagnostic might slightly
underestimate the metallicity of galaxies in which numerous
density-bounded regions are present. Nevertheless, based on the
weak prior assumption and on the emission lines given as con-
straints, we find that our code infers metallicities in agreement
with previous measurements for all galaxies in our sample. This
is a necessary condition to derive parameters such as fesc,HII
which is expected to be metallicity-sensitive.

5.2. Star-formation rate estimates

We now use the predictions provided by MULTIGRIS to infer
SFR estimates in our sample and compare them to classical diag-
nostics. Although the SFR is not one of the primary (used for
inference) or secondary (output from Cloudy) parameters, we
use classical SFR proxies (Hα, LTIR and Q(H0)), which we con-
vert into SFR. We emphasize that Hα observations are not used
as constraints in our models but our code can provide PDFs
of both observed and unobserved emission lines. In this work,
we use the constraints from IR lines that, to first order, are not
affected by extinction by dust, to estimate the number of ion-
izing photons produced by the central cluster, Q(H0). The pre-
dicted Hα luminosity depends of the incident flux Q(H0) and
on the geometry of the gas in our representative model. The
main advantage of our method is that it takes into account infor-
mation coming from all the emission lines available. However,
like for other diagnostics, our estimates ultimately depend on the
assumption made regarding the stellar population.
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Fig. 6. Agreement between Hα and SFR predictions with empirical
measurements. Top: predicted intrinsic Hα emission vs. measured Hα
corrected for Galactic extinction from (Rémy-Ruyer et al. 2015, and
references therein). Bottom: predicted SFR vs. SFR(Hα+LTIR) from
Rémy-Ruyer et al. (2015). The 1σ contours of the SUEs are calcu-
lated by simulating mock data for the y-axis with a dispersion corre-
sponding to the measured uncertainty. For 4 galaxies (HS 0017+1055,
HS 0052+2536, HS 1319+3224 and HS 2352+2733) no Hα measure-
ments are available. For 2 of those galaxies (5: HS 0052+2536 and 9:
HS 1319+3224), their measured SFR is derived in using diagnostics
based on FUV.

We compare our predictions to a classical diagnostic based
on composite diagnostics that combine tracers of dust-obscured
(e.g., LTIR) and dust-unobscured (e.g., Hα) star-formation (see
review from Calzetti et al. 2012). First, we compare the pre-
dicted Hα luminosities to the values from the literature gathered
in Rémy-Ruyer et al. (2015) in Fig. 6. The latter correspond
to Hα luminosities corrected for underlying stellar absorption,
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[N ii]6548,6584Å lines contamination, and foreground
Galactic extinction. No correction has been applied to account
for the intrinsic attenuation within galaxies. For consistency,
we compare the corrected measurements to the predicted
intrinsic Hα emission i.e. what escapes from the galaxy without
considering dust extinction.

The predicted Hα luminosity is compatible with observa-
tions within 0.5 dex for all galaxies in our sample except for two
galaxies (14: Mrk 153 and 2: Haro 3) for which our prediction
is significantly larger. The fact that our models find Hα values
close to observed measurements is remarkable, especially since
no optical lines were used as constraints. This means that the
intrinsic values we predict are relatively robust even though we
do not properly account for Hα emitted by the DIG (see Sect. 7).
It also indicates that taking into account the actual geometry of
the gas by including density-bounded regions in our models only
yields minor variations in the predicted intrinsic Hα emission
and remains compatible with observations using somewhat sim-
ple prescriptions to correct the observed Hα emission for fore-
ground Galactic extinction. We stress that the intrinsic fluxes
predicted by our models do not account for internal attenuation
within the galaxy. The fact that our predictions are in agreement
with observations that were not corrected for internal attenu-
ation suggests that this additional attenuation term has only a
minor effect in low-metallicity galaxies. This could, however, be
an important effect for more metal-rich sources and may also
explain part of the scatter see in Fig. 6.

We then use our line predictions to estimate the SFRs.
To allow the comparison with the estimates provided in
Rémy-Ruyer et al. (2015), we use the same empirical calibra-
tion from Kennicutt et al. (2009) based on mixed tracers (Hα
and LTIR). This diagnostic corresponds to an SFR conversion
assuming a Kroupa IMF3 and with coefficients calibrated on the
Spitzer-SINGS sample. For consistency, we use LTIR luminosi-
ties predicted by our code. We note, however, that the observed
LTIR is used as a constraint and always well reproduced by
our models within 0.1 dex. Similarly to the Hα prediction, we
find that our predictions for the SFR are consistent with mea-
surements from Rémy-Ruyer et al. (2015) within 0.5 dex for all
galaxies but one (14: Mkr 153), which is linked to our overesti-
mation of Hα emission4.

One advantage of our approach is that it allows us to account
for the photon losses due to escape fractions in density-bounded
sectors, which are ignored in empirical calibrations. In Fig. 7 we
convert the incident flux of ionizing photon, Q(H0), into SFR
using the analytical formula provided in Calzetti et al. (2012)
assuming a Kroupa IMF. We then compare it to our prediction
based on Hα + LTIR. Our SFR estimates based on Q(H0) are in
most cases shifted to higher values. If we consider SFR(Q(H0))
as the intrinsic SFR, the correction to apply to SFR(Hα+TIR)
follows the analytical curve 1/(1- fesc,HII) with small deviations,
which can be attributed to several effects. First, although Hα
emission is directly proportional to the number of LyC photons
absorbed by the gas, (1− fesc,HII)Q(H0), this conversion depends
on the hydrogen recombination coefficient that varies with phys-
ical conditions (density and electronic temperature). Second, the

3 We apply a corrective factor of 0.945 (assuming that all the lumi-
nosity comes from stars with masses above 1 M� and that all the mass
comes from stars with masses below 8 M�) to our predicted SFR to
compare them to measurements that assumed a Kroupa IMF.
4 There is also a good agreement with the measured SFR(UV+24 µm).
However, this comparison should be considered with caution due to
the bursty nature of star formation in local metal-poor dwarfs (e.g.,
De Looze et al. 2014).
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LTIR emission that is used to derive the SFR has more complex
dependences; it is sensitive to the dust content of our models
and can be partially powered by X-ray photons heating the PDR.
Hence, the SFR estimates we derive from Hα+TIR should, in
theory, be sensitive to variations of the average physical and
chemical conditions in each galaxies of our sample. Neverthe-
less, we find a rather narrow dispersion around the 1/(1− fesc,HII)
relation that may indicate that, to first order, such effects are
small. Assuming that SFR(Q(H0)) is the intrinsic SFR account-
ing for all the photons produced by the central source, the correc-
tion to apply to SFR(Hα+TIR) varies from a factor 1 to ∼2.5 for
well constrained galaxies having at least two sectors, and reaches
a factor ∼15 for one poorly-constrained galaxy (31: Tol 1214-
277) for which the best solution is a single-sector, completely
density-bounded model (see Fig. 7).

The difference between the predicted SFR(Hα+TIR) and
SFR(Q(H0)) can therefore be explained by the presence of
density-bounded regions leading to escaping photons. Indeed,
photons that escape from density-bounded regions are accounted
for in Q(H0) but escape before ionizing the gas that pro-
duces Hα. Nevertheless, this effect is enhanced by our model
assumptions (see Sect. 7) in which photons reaching the edge
of density-bounded sectors can freely escape without further
interaction. In principle, part of the leaking radiation should
be reabsorbed and produce a DIG contributing to the global
Hα emission (Mathis 1986; Sembach et al. 2000; Wood et al.
2010; Belfiore et al. 2022). This effect would likely reduce the
correction factors that we predict here in order to obtain the
intrinsic SFR(Q(H0)). Assuming that all the ionizing photons
escaping from H ii regions are reabsorbed by the surround-
ing DIG and assuming a maximum value for the recombina-
tion coefficient of hydrogen (corresponding to densities typi-
cally found in H ii region conditions), we can provide an upper
limit on the additional Hα emission, which might be powered
by leaky H ii regions. In Fig. 8, we show the predictions for the
maximum additional Hα emission powered by photon leakage,
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Fig. 8. Ratio of the maximum Hα emission associated with photon leak-
age from H ii regions, assuming that all photons are reabsorbed and of
the Hα value predicted by our models vs. fesc,HII. We assumed Q(H0)-
to-Hα conversion coefficient of 7.31 × 1011 for a case B recombination
with Te = 10 000 K and n = 100 cm−3 from Kennicutt et al. (1995) to
estimate Hα( fesc,HII× Q(H0)). The Hαpred values are computed consis-
tently in the Cloudy models. The dashed line correspond to the analyti-
cal curve fesc/(1 − fesc).

assuming a Q(H0)-to-Hα conversion coefficient of 7.31×1011 for
a case B recombination with Te = 10 000 K and n = 100 cm−3

(Kennicutt et al. 1995) to derive Hα( fesc,HII× Q(H0)). This quan-
tity follows the analytical curve fesc,HII/(1 − fesc,HII). The small
variations around this relation come from the fact that we assume
a fixed recombination coefficient to estimate Hα( fesc,HII×Q(H0))
while Hαpred is calculated by integrating Hα emission at each
depth, assuming a varying recombination coefficient that cor-
responds to the local physical conditions. We note that this
upper limit was calculated with an unrealistically high recom-
bination coefficient for DIG conditions and only yields an upper
limit on the additional Hα emission. The range of plausible val-
ues corresponding to the reabsorption of leaky LyC-photons by
DIG is represented by the gray shaded area. Unsurprisingly, the
large fesc,HII we derive translate into large upper limits of the
Hα emission powered by DIG; this maximum emission exceeds
50% of the total Hα value for the larger fesc,HII we infer (i.e.,
fesc,HII > 50%). Although a significant fraction of the Hα emis-
sion is expected to be powered by the DIG (up to ∼50–60%, see
e.g., Oey et al. 2007; Lacerda et al. 2018), this is not sufficient
to explain the fesc,HII > 50% that are found for a few objects in
our sample. Most importantly, this additional Hα component can
hardly be reconciled with the fact that our predicted Hα values
(which do not account for the DIG) are in good agreement with
the observed values (see Fig. 7). Possible explanations of this
discrepancy are further discussed in Sect. 7.2.2.

6. Escape fraction of ionizing photons

We have seen in Sect. 5 that our new code is able to pre-
dict several galactic observables that are well constrained by
the suite of lines given as inputs and compatible with pre-

vious observational studies. Those observables do not depend
much on the inferred topology and can be estimated in a
robust way, with little influence from, for example, the num-
ber of sectors considered (see LR22). The agreement of our
predictions with empirical studies shows that simple prescrip-
tions used in previous studies (e.g., single-component and no
treatment of density-bounded regions) are sufficient, to first
order, to estimate metallicities and SFR. Nevertheless, sev-
eral other quantities can be predicted by our code, including
more complex ones for which we have only a few, sometimes
biased, observational proxies, and that strongly depend on the
assumed topology. This possibility is especially interesting to
study escape fractions for which direct observations are chal-
lenging and indirect proxies often yield different results (see
Sect. 1). We now present the results that we obtain for fesc,HII
and discuss the observed trends and their possible physical
interpretations.

6.1. Escape fraction vs. metallicity

In Fig. 9 (upper panel) we show the relation between fesc,HII
(defined in Sect. 3.2.4) and metallicity. The inferred mean fesc,HII
in our sample ranges from 0 up to around ∼60%. Since we
used the ionizing continuum above 13.6 eV, it also includes high
energy photons that may propagate unabsorbed throughout the
neutral gas. Due to such photons, the inferred escape fraction
is never exactly zero, although very low for some objects. In
practice, even for completely radiation-bounded models, we pre-
dict escape fractions of the order of 10−10–10−6. We find that
11 galaxies are best modeled with one single-sector. In most of
those cases (9 out of 11), the best solution (meaning, having the
highest marginal likelihood; see Sect. 4.2) is radiation-bounded.
When such single-sector, radiation-bounded models are favored,
the resulting escape fraction is biased toward low fesc,HII
values.

Density-bounded, single-sector models have been proved to
not reproduce well the optical emission lines from H ii regions
(e.g., Stasińska et al. 2015; Ramambason et al. 2020). They are
even less likely to match the observational constraints in the
IR domain where some tracers arise from the PDR. For two
galaxies, however, our code favors single-sector solutions that
are completely density-bounded (38: HS 2352+2733 and 31:
Tol 1214-277). HS 2352+2733 has only one detection ([O iii])
and an upper limit on [C ii], while for Tol 1214-277 most of
the detections are lines arising from the ionized region and only
[C ii] and [O i] constrains the PDR. However, the errorbars on
its [C ii] and [O i] detections are rather large, hence allowing the
code to favor a completely density-bounded solution since there
is not enough information to constrain the neutral gas properties
in those galaxies. For such galaxies, the predicted LyC-leakage
can reach high values since photons escape directly from one sin-
gle density-bounded sector. Thus, for all the galaxies for which
the best model has only a single-sector (whether completely
radiation-bounded galaxies or completely density-bounded), the
fesc,HII estimates that we derive are relatively uncertain, with a
bias toward low values for radiation-bounded models and toward
high values for density-bounded models. They can, however, be
considered as lower and upper limits on the escape fraction. In
the rest of the analysis, we focus on a subsample of 27 out of
40 galaxies for which the best models have at least two sectors
and that correspond to galaxies covered in one single pointing
to derive the main trends of fesc,HII with galactic parameters. In
practice, we plot the KDEs and correlation coefficients for this
subsample of galaxies while the individual SUEs are shown for
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Fig. 9. Escape fraction dependence on metallicity. Top: escape frac-
tion as a function of metallicity. The symbols and ellipses represent the
robust means and associated uncertainties of the MCMC draws for indi-
vidual galaxies, weighted by the marginal likelihood of each configura-
tion (see Sect. 4.3). The symbols and colors indicate the configuration
having the highest marginal likelihood for each galaxy. The underlying
KDE represents the distribution of all the MCMC draws for galaxies
whose best model has Nsectors ≥ 2 only and ρ the associated Spearman
correlation coefficient. Orange triangles represent galaxies for which
the best model is a single component either density-bounded (DB) or
radiation-bounded (RB). Their values correspond respectively to upper
and lower limits of fesc,HII. The white symbols that are flagged with a star
correspond to two pointings in NGC 4214, which are excluded from the
KDE. Bottom: KDE per bins of fesc,HII for galaxies with at least two
sectors.

the whole sample, including single-sector models and the two
pointings in NGC 4214. Although the KDE accounts for the full
posterior probability distribution described by all the MCMC
draws for each galaxy, we note that our sample remains stasti-
cally limited and that the trends derived should be taken with
caution.

The predicted fesc,HII spans a wide range of values, which
appear to be linked to the metallicity of the galaxy. By examin-
ing the KDE of the galaxies that are best constrained, we find
a global trend of an increasing fesc,HII with decreasing metallic-
ity. More specifically, in Fig. 9 (upper panel), the upper right

part of the KDE is completely unpopulated meaning that high-
metallicity galaxies have very low probability of reaching high
values of fesc,HII. The dispersion increases with lower metallic-
ity. While low-metallicity galaxies do not systematically exhibit
leakage, if they do, they are more likely to reach high values of
fesc,HII. In Fig. 9 (bottom panel), we show 1D-KDE plots of the
metallicity by bins of fesc,HII, for galaxies having at least 2 sec-
tors. While this representation is quite sensitive to the intrinsic
metallicity distribution of our sample, it provides a clear visual
representation of the fesc,HII-metallicity relation. Although we
find rather large distributions of metallicity for most of the fesc,HII
bins, we see that the main peaks in metallicity are shifted toward
lower metallicities when the escape fraction increases. We note
that the current sample is poorly populated in the low-metallicity
regime (only 3 galaxies below 12 + log(O/H) = 7.5) and does
not allow us to derive a robust trend with metallicity. Neverthe-
less, we find enhanced values of fesc,HII in the low-metallicity
regime, in which all the highest predicted fesc,HII are found.
Future observations of galaxies in the low-metallicity regime
may reveal objects with small fesc,HII. The large scatter observed
among galaxies that fall within a given metallicity bin may be
linked to dependences in other parameters, which will be further
examined in Sect. 6.2. The metallicity- fesc,HII trend we present
here remains clearly visible when we force the number of sec-
tors to be the same for all galaxies (i.e., no selection of the best
configuration) as shown in Fig. A.3. By looking at the individual
PDFs represented by the SUEs, we confirm that the highest mean
fesc,HII are associated with the lowest metallicities in our sample.
Specifically we infer fesc,HII > 40% in 5 galaxies with metallici-
ties below 7.8. and fesc,HII > 50% in 2 galaxies with metallicities
below 7.3. However, galaxies with fesc,HII below 10% are found
at all metallicities above 7.5 and are not preferentially associated
with high metallicities. We also note that some objects exhibit
somewhat high escape fractions on the high-metallicity part of
our plot (e.g., 39: NGC 4214-c and 40: NGC 4214-s). However,
those two objects correspond to separate pointings within one
galaxy instead of an integrated measurement. They will be fur-
ther examined in Sect. 7.

The fesc,HII-metallicity relation presented in this section is
reminiscent of the PDR covering factor vs. metallicity relation
presented in Cormier et al. (2019), that show that the PDR cov-
ering factor (calculated as a common scaling factor of PDR
lines) correlates with metallicity. It is also globally consistent
with observational studies in which LyC-leaking galaxies are
predominantly found at low-metallicity, especially for the most
extreme escape fractions. (e.g., Leitet et al. 2013; Izotov et al.
2018a; Flury et al. 2022b). In the recent Low-redshift Lyman
Continuum Survey, which gathers 89 LyC measurements and
associated metallicity estimates, Flury et al. (2022b) find that the
strong LyC-emitters with measured fesc > 10% are all found at
metallicities below 8.1. However, they report a significant scatter
in the fesc-metallicity relation and do not observe any significant
correlation for their whole sample. We further discuss possible
explanations of this scatter in Sect. 7.

Several, possibly combined, effects might lead to the fesc,HII-
metallicity trend that we observe: first, the UV opacity of the
diffuse gas in the ISM is strongly dependent on metallicity.
This UV opacity is controlled, in particular, by the dust con-
tent of galaxies since dust grains have been shown to absorb
a significant (<50%) part of the LyC radiation in H ii regions
(Inoue et al. 2001). Hence, in the low-metallicity regime where
the dust-to-gas mass ratio drops steeply (Rémy-Ruyer et al.
2014; Galliano et al. 2021), the ISM becomes more transparent
and photons can travel larger distances. Second, the escape of
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LyC photons from H ii regions also depends on the properties of
the host molecular clouds in which stars form. Molecular clouds
are optically thick in the UV at all metallicities. Therefore, the
escape fraction strongly varies with their covering factor. Recent
simulations (e.g., Kimm et al. 2019; Yoo et al. 2020) have shown
that the neutral gas covering factor is sensitive to both metallic-
ity and stellar age effects with ionizing photons escaping more
efficiently from their birth cloud when the metallicity is lower.
Yoo et al. (2020) emphasize that the metallicity of the cloud in
which stars form seems to be an important driver of the cloud
disruption timescales. They find that in the low-metallicity runs,
stars break out of their birth cloud within a few megayears only
while at higher metallicities they tend to stay enshrouded for a
longer period.

6.2. Dependences on other parameters

We further examine the fesc,HII-metallicity relation by looking at
possible secondary dependences that would explain the disper-
sion of this relation. In particular, we focus on examining the
effect of various properties of the radiation sources: stellar mass,
SFR, specific SFR (sSFR = SFR/M∗), age of the stellar burst,
and X-ray-to-stellar luminosity ratio. We revisit the relation from
Fig. 9 but split our sample by bins of values for secondary param-
eters (see Fig. A.6). We note that the various parameters that
we examine are all interdependent. Correlations between those
fundamental parameters have been extensively studied in sam-
ples of local and high-redshift galaxies (e.g., Nakajima & Ouchi
2014; Duarte Puertas et al. 2022) and, more specifically, among
compact star-forming galaxies (Izotov et al. 2021; Flury et al.
2022b). In particular, the stellar mass, SFR, and sSFR are func-
tions of the metallicity. Hence, we find that the highest fesc,HII
that we infer are associated with low-metallicity, low stellar
masses, and high sSFR. We find that those three parameters are
the main drivers of large fesc,HII predicted in our sample. How-
ever, our analysis is limited by the observational bias of our sam-
ple in which only highly star-forming galaxies are populating the
low-metallicity and low mass regime. With all those correlated
parameters, it is not possible to infer which one has the strongest
effect on fesc,HII. We also find that stellar populations with ages
above 3 Myr and an X-ray-to-stellar luminosity ratio above 0.5%
(−2.3 in log) seem to be associated with enhanced escape frac-
tions (see panels 4 and 5 from Fig. A.6). These results motivate
the study of the fesc,HII dependences on galactic parameters other
than metallicity, which we now examine in more details.

6.2.1. Stellar mass

It has been suggested that galaxies with shallow gravitational
wells, associated with low stellar masses, would be good can-
didates for potential LyC-leakage. In particular, this fesc − M∗
trend has been observed in samples with masses down to 108 M�
(Leitet et al. 2013; Izotov et al. 2018b). However, a recent fol-
low up study carried out in Izotov et al. (2021) targeting galax-
ies with masses below 108 M� finds no clear correlation between
the global measured LyC escape fraction and the stellar masses.

In Fig. 10 (panel a), we find that large fesc,HII tend to be asso-
ciated with low stellar masses, although with a large scatter. All
the galaxies with masses above 109 M� have mean escape frac-
tions below 40%. On the other hand, galaxies with masses below
109 M� do not always have high escape fractions. We note that
this effect might be dominated by the mass-metallicity distribu-
tion of our sample in which lower masses are associated with the
lowest metallicity. The correlation between fesc,HII and metallic-

ity is, nevertheless, much clearer. Globally we observe a weak
anti-correlation between fesc,HII and M∗, although with a large
scatter, especially in the low-mass regime.

6.2.2. Star-formation rates

Recent simulations of photon leakage have shown that the
process is a feedback driven mechanism (Trebitsch et al.
2017; Kimm et al. 2017, 2019; Kim et al. 2018, 2019, 2021;
Kakiichi & Gronke 2021; Yoo et al. 2020). Although the main
driver, whether stellar or supernovae (SN) feedback, remains
elusive, the escape fraction is predicted to increase drastically
when the star-formation efficiency is enhanced.

Surprisingly, we find no correlation between fesc,HII and SFR
(see panel b from Fig. 10). The highest values of fesc,HII are asso-
ciated with moderately star-forming galaxies in our sample. This
absence of trend can be understood by looking at the KDE in
Fig. A.6 (first panel); the highest SFRs in our sample correspond
to the highest metallicities, which do not allow high amounts of
photon leakage. On the other hand, we find that fesc,HII increases
with increasing sSFR. We show on Fig. 10 the evolution of
fesc,HII with respect to measured sSFR (panel c) and estimated
sSFR from Q(H0) (panel f) as defined in Sect. 5.1. Although the
trend is already visible when using the sSFR measurements from
the literature, we find, not surprisingly, that applying a correction
to account for the photon leakage through density-bounded sec-
tors increases the dynamical range of the relation. Similarly to
the M∗- fesc,HII relation and SFR- fesc,HII relation, the sSFR- fesc,HII
relation is possibly driven by metallicity effects as the lower-
metallicity sources are those with higher sSFR.

6.2.3. Stellar ages

Stellar evolution and the feedback mechanisms responsible for
clouds dispersal may also impact the escape fraction. In our
code, we only model very young bursts of ages below 10 Myr
that represent the bulk of the H ii regions that dominate the emis-
sion. We expect both rotation and binary stars to affect our pre-
diction for the H ii region escape fractions by producing more
LyC photons for a longer period of time (Choi et al. 2020, and
reference therein). In particular, Choi et al. (2020) finds that at
low-metallicity (<1/3 Z�) models that include binary stars pro-
duce 60% more ionizing flux compare to model without.

In Fig. 10 (panel d), we see that most of the stellar popula-
tions in our sample are dominated by young starbursts with ages
of 2 to 6 Myr. These timescales suggest that leakage might occur
at very early stage of stellar evolution. We find no clear trend of
fesc,HII with stellar age, although large fesc,HII above ∼50% seem
to be associated with ages greater than 3–4 Myr. We emphasize,
however, that large ages are not necessarily associated with leak-
ing galaxies. As previously mentioned in Sect. 5.1, we note that
the age and metallicity are interdependent, with larger ages tend-
ing to be associated with the lowest metallicities.

While our findings are consistent with scenarios in
which photons might escape at very young ages (e.g.,
Kakiichi & Gronke 2021), we emphasize that our modeling
assumptions based on a single burst stellar population prevent
us from examining the effect of an older underlying population.
Other sources of feedback (e.g., turbulence, SN feedback) might
also play a role at later stellar ages. While at early ages, the feed-
back is dominated by pressure and ionization mechanisms from
young H ii regions, older stars can also contribute through stel-
lar winds, especially in the Wolf-Rayet phase. We note that this
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Fig. 10. Escape fraction dependences on measured and inferred galactic parameters. Top panel: escape fraction vs. some measured galactic
parameters: M∗, SFR and measured sSFR. Bottom panel: escape fraction vs. some inferred galactic parameters: stellar age, Lx, sSFR(Q(H0)). The
underlying KDE represents the distribution of all the MCMC draws for galaxies with nsectors ≥ 2 only and ρ the associated Spearman correlation
coefficient. Orange triangles represent galaxies for which the best model is a single component either density-bounded (DB) or radiation-bounded
(RB). The white symbols that are flagged with a star correspond to two pointings in NGC 4214, which are excluded from the KDE.

stellar evolution also depends on metallicity effects with low-
metallicity stars producing more ionizing photons over larger
timescales (Eldridge et al. 2017; Xiao et al. 2018). Finally, older
generation of stars might be responsible for creating low-density
channels in the ISM, either due to mechanical feedback of the
starburst (e.g., Ma et al. 2020) or through SN explosions. The
presence of such low-density channels carved by previous gener-
ations of stars might favor leakage associated with young bursts
that formed in regions where gas has already been partially
cleared out (e.g., Ma et al. 2020). Nevertheless, it is worth not-
ing that the stellar ages we derive are consistent with the dis-
ruption timescales found in simulations from Yoo et al. (2020).
They are also very close to the feedback timescales of massive
O/B stars measured in resolved giant molecular clouds (GMCs)
from nearby spiral galaxies (e.g., Chevance et al. 2020a, 2022;
Kim et al. 2022). Chevance et al. (2022) also point out that the
efficiency at which the injected energy couples with the GMCs is
low (a few tens of percent) and conclude that most of the energy
and momentum produced by young stars escape outside of the
host GMC, which is consistent with the high fesc,HII we derive.

6.2.4. X-ray sources

As discussed in Sect. 2.1, several bright X-ray sources have been
observed in our sample. Due to our simple modeling assumption
and the suite of lines used in this study, the X-ray luminosities
we derive are not tightly constrained. One of the motivations to

include additional feedback mechanisms is the presence in our
sample of extreme emission lines emitted by species with very
high ionization potentials (>54 eV): [O iv] or [Ne v]. Such lines
are, nevertheless, not numerous and not available for all our sam-
ple (see Fig. A.4). As a consequence, for most of the galaxies,
the 1σ SUEs are large and the X-ray luminosity is not tightly
constrained.

We note, however, that the X-ray-to-stellar luminosity ratio
is also constrained by emission-lines in the neutral gas. This is
due to the penetration of X-ray photons deep into the neutral
and molecular gas because of their small photoionization cross-
sections. Such photons are able to deposit their energy at large
AV , beyond the ionization front of H ii regions. Because of this
effect, our code is able to place an upper limit on the X-ray-
to-stellar luminosity ratio based only on the emission lines aris-
ing from the neutral gas (e.g., [Fe ii], [Si ii], [O i]), even when
no high ionization lines are detected. In particular, photoelec-
tric heating on dust grains contributes to the heating of neutral
gas in our models and is controlled by the assumed dust-to-gas
mass ratio (fixed in our models) and total stellar luminosity (con-
strained by H ii region emission lines). Hence, the additional
X-ray contribution to neutral gas heating is limited by the emis-
sion lines in the neutral gas.

Although we derive uncertainties on the absolute log LX
above 1 dex for most galaxies, we predict a relatively well-
constrained X-ray luminosity for a few galaxies. Specifically, we
obtain a total X-ray luminosity of log LX = 40.33+0.53

−0.49 erg s−1
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for I Zw 185. The value obtained for I Zw 18 is slightly higher
but compatible with the measurement of 1 × 1040 erg s−1 (intrin-
sic X-ray luminosity; 0.3–10 keV) reported in Kaaret & Feng
(2013). In our case, the predictions are for the total X-ray lumi-
nosity integrated over the whole energy range covered by the
multicolor blackbody assumed as an input. While the X-ray-to-
stellar luminosity ratio may allow us to pinpoint some of the
most extreme escape fractions in our sample, we note, however,
that no global trend seems to be visible, with some galaxies hav-
ing little to no contribution coming from X-ray being associated
with large escape fractions.

6.3. Tracers of density-bounded regions and escaping
photons

Our code allows us to disentangle the emission of tracers
that emit throughout different phases of the ISM. This is in
particular the case of the [C ii]158 µm line, which is emit-
ted both in the ionized and neutral gas phase. This impacts
the [O iii]88 µm/[C ii]158 µm (O3C2) diagnostic as a tracer
of fesc, which is quite popular in high-redshift studies (e.g.,
Harikane et al. 2020; Katz et al. 2022b), as it can be detected
with ALMA up to redshifts above 6. This O3C2 ratio has been
extensively studied with results indicating that high O3C2 val-
ues could be explained by specific physical conditions such as a
high burstiness parameter (Vallini et al. 2021) or a low covering
factor of PDR (Harikane et al. 2020). Such a trend has also been
reported in Chevance et al. (2016, 2020b) that find that O3C2 is
sensitive to the PDR filling factor defined for each pixel in their
resolved analysis of 30Dor in the LMC. Nevertheless, at galac-
tic scale, Cormier et al. (2019) find little correlation of O3C2
with their estimated PDR covering factors in the DGS. We now
discuss the complex origin of the [C ii] line and how it might
affect the predictive power of the O3C2 line ratio. We then dis-
cuss the potential use of other line ratios to trace the presence of
density-bounded regions and of associated LyC-photon leakage
from H ii regions, both in the IR and optical domain.

6.3.1. The complex origin of [C II] 158µm emission

The [C ii]158 µm line is an important diagnostic, which con-
strains in principle the neutral gas reservoir and the potential
presence of density-bounded regions. However, the interpreta-
tion of this tracer is challenging as [C ii] may be produced both
throughout the neutral and ionized regions (e.g., Oberst et al.
2011; Ramos Padilla et al. 2021, 2022). In this section, we
intend to disentangle the [C ii] contribution from different phases
by examining predictions for the fraction of [C ii] luminosity
arising from the ionized phase of the ISM ( f [C ii]H+).

To do so, we weigh the cumulative [C ii] line luminosity by
the relative abundance profile of the hydrogen in each phase. For
the ionized phase, we hence scale the cumulative line luminosity
by the H+ relative abundance profile and we integrate over the
depth for each sector. The total [C ii] luminosity arising from
the ionized phase is obtained by summing over all the sectors of
the model. We then derive f [C ii]H+ by computing the ratio of
the prediction for [C ii] in the ionized phase over the prediction
for [C ii] total luminosity.

In Fig. 11, we note that for one of the 1-sector, density-
bounded galaxies (31: HS 2352+2733), log f [C ii]H+ = 0 since
the gas in those models is completely ionized. For the other
galaxies, log f [C ii]H+ varies between −3 to −0.5 and its value
correlates with the metallicity of the galaxy. This confirms previ-

5 The interval corresponds to the highest density interval at 94%.

Fig. 11. Fraction of [C ii]158 µm in the ionized phase vs. metallicity.
The single-sector, density-bounded models represented by orange stars
pointing down are PDR-deprived; all their [C ii] emission arises from
the ionized gas (log f [C ii]H+ ∼ 0). The underlying KDE represents the
distribution of all the MCMC draws for galaxies with Nsectors ≥ 2 only
and ρ the associated Spearman correlation coefficient. The dashed line
represents the relation derived by Cormier et al. (2019) for the DGS,
assuming a fixed electron density ne = 30 cm−3.

ous results from Croxall et al. (2017) and Cormier et al. (2019)
that show that the fraction of [C ii] arising from the ionized phase
decreases at low metallicities. We also find values in the same
dynamical range as previously found in Cormier et al. (2019) but
with a somewhat smaller dispersion. According to Croxall et al.
(2017), this result might be linked to the presence of harder radi-
ation fields in low-metallicity environments. As a result, the rel-
ative abundance of C2+ in the ionized gas may increase with
respect to the C+ abundance, leading the [C ii] emission to be
dominated by the neutral phases. We discuss the implications on
the use of [C ii] as a potential tracer of the escape fraction in
Sects. 6.3.2 and 7.

6.3.2. IR line ratios

We now provide some observed or unobserved tracers of the
escape fraction based on what is predicted by our multisector
models. The MCMC algorithm used in our code (see Sect. 4.2)
does not only sample the PDFs of primary parameters but can
also infer the PDFs of secondary parameters and unobserved
tracers. In particular, we can extract predictions for unobserved
line fluxes and the associated uncertainties that we represent
using the same formalism as for primary parameters (i.e., SUEs
and KDE, see Sect. 4.3).

Line emission produced by ions with different ionization
potentials allow us to trace different physical depths. Hence,
ratios involving lines emitted closer to the stars, in highly excited
gas and lines emitted further away in regions near or past the
ionization front provide an efficient way to probe the struc-
ture of the gas around a cluster of stars. This method can help
identify galaxies in which numerous density-bounded regions
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Fig. 12. KDE showing fesc,HII as a function of IR ratios. The KDE represent the distribution of all the MCMC draws for galaxies with N ≥ 2 only
and ρ the associated Spearman correlation coefficient. For this, we group the MCMC draws for our selected sample by bins of fesc,HII and fit each
bin with a gaussian N(x0, σ

2). The blue dots and dashed lines respectively represent the gaussian mean x0 and the gaussian width σ. The plain
blue line shows a weighted linear regression applied to the gaussian centers, accounting for the widths of each bin. The corresponding fit values
are provided in Table A.2.
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Fig. 13. Individual SUEs showing fesc,HII as a function of IR ratios. We note that Tol 1214-277 (31) most often lies outside of the range shown in
x-axis. This is due to the lack of constraints on this galaxy for which the best model (one sector, completely density-bounded) predicts unrealisti-
cally low emission from ions with low ionisation potential.

are present. We expect such regions, which are bounded by the
lack of gas, to have a reduced emission of low ionization lines
emitted further away from the stars. We show in Figs. 12–15 the
line fluxes predicted by our models for all lines, regardless of
whether or not they are detected. We note, however, than when
a line is detected and used as a constraint, the prediction should
be close to the observed value.

In Figs. 12–13 we show how classical ratios of IR lines relate
with fesc,HII. In particular, we examine the O3C2 ratio, which
involves the [C ii]158 µm whose complex origin was discussed
in the previous subsection. In the framework of our multisector
modeling, we do find a correlation between O3C2 and fesc,HII.
Although this correlation is not clearly seen by looking at indi-
vidual SUEs, it is visible on the KDE representing the whole
sample (i.e., the concatenated MCMC draws for all the galaxies
with at least 2 sectors). We emphasize, however, that for most
galaxies the dynamical range of the O3C2 in our sample is rather
narrow (<2 dex), which do not allow us to easily identify leakers
based on their O3C2 ratio.

Although the [N ii] lines are fainter and more challeng-
ing to detect, we find that [O iii]88 µm/[N ii]122 µm and
[O iii]88 µm/[N ii]205 µm (O3N2) are better tracers of fesc,HII

both because of the tightness of the relation and of their wider
dynamical range (over 3 orders of magnitudes), which makes
them potentially interesting diagnostics for observation-based
classification. These correlations might be explained by the fact
that both [O iii] and [N ii] originate from H ii regions but are
emitted by ions with different ionization potentials (35.1 eV for
O2+ and 14.5 eV for N+). This means that [O iii] is predom-
inantly emitted in a highly irradiated region close to the stars
while [N ii] arises from the outer part of the H ii region, and
hence their ratio depends on the depth of each sector. On the
other hand, [C ii] has a complex origin and arises both from H ii
regions and PDRs. As shown in Fig. 11, only a fraction of [C ii]
arises from the ionized gas. As one goes deeper in the neutral gas
phase beyond the ionization front, the [C ii] emission increases
while fesc,HII remains unchanged. Hence, in low-metallicity envi-
ronments in which [C ii] is predominantly emitted in the neu-
tral and molecular phases, the O3N2 ratio could be a better
tracer of density-bounded H ii regions as it is less contami-
nated by PDR emission than O3C2. We emphasize that, despite
their interest for observational studies, the ratios presented here
are strongly sensitive to the abundance profiles (C/O and N/O)
assumed in this study. Other tracers, including ratios of the same
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Fig. 14. KDE showing fesc,HII as a function of line ratio involving ions with high ionization potentials.
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Fig. 15. Individual SUEs showing fesc,HII as a function of line ratio involving ions with high ionization potentials.

element that are not sensitive to abundance profiles are provided
in Table A.2 where we report the best potential lines ratio having
a Spearman coefficient above 0.3.

In Figs. 14–15, we examine some ratios involving the lines
emitted by ions with high ionization potentials: [Ne iii]15 µm,
[O iv]25 µm and [Ne v]14 µm. The luminosity of these lines
strongly depends on the properties of the potential X-ray source
and can span a large range of values. Preliminary tests per-
formed with single-star population have shown that our code
always needed an additional contribution of an X-ray component
to match the observed values of such highly ionized species (as
well as neutral gas lines). In the current study, which includes a
contribution from binary stars with BPASS, an additional con-
tribution from X-ray is not systematically needed and the X-
ray-to-stellar luminosity ratios span several orders of magnitudes
(see panel e from Fig. 10). We also note that typical ages found
by MULTIGRIS are shifted to later ages when including effects
from binary stars.

We find a correlation between fesc,HII and [Ne iii]15 µm/
[Ne ii]12 µm (Ne32), [O iv]25 µm/[C ii]158 µm (O4C2) and
[Ne v]14 µm/[Ne ii]12 µm (Ne52). Nevertheless, we find that
O4C2 and Ne52 cover much larger dynamical ranges. In Fig. 15,
the large uncertainties of the ellipses reflect the uncertainty on
the X-ray component, which is poorly constrained when no
[O iv] and [Ne v] detections are provided. Although such ratios
involving lines emitted by ions with high ionization potentials
are subject to large uncertainties due to the unknown X-ray

source properties, they could become of high interest if more
constraints on the X-ray spectrum are available. In particular,
a more complete statistical sample would provide interesting
insights on whether or not leakage is linked to the presence of
an X-ray source. Compared to our current predictions, it would
also help pinpoint some of the missing physics in our models
and might provide insights on the nature of X-ray sources.

6.3.3. Optical line ratios

Although our study focuses on IR tracers, we also examined
a few well-known optical and mixed tracers that have been
discussed in the literature as possible tracers of LyC escape frac-
tions (see Figs. 16–17). We find that the LTIR/Lbol ratio anti-
correlates tightly with fesc,HII. While Lbol accounts for the total
luminosity produced by the central stellar cluster (and the addi-
tional X-ray contribution), LTIR traces the photons that have been
reprocessed by the surrounding gas and dust and re-emitted in
the IR. Thus, this ratio traces well the escaping energetic pho-
tons that are produced by the stellar cluster but escape before
being reprocessed by the gas. We note, however, that this method
either requires modeling assumptions for the stellar population
or fitting the continuum to derive Lbol.

Alternatively, we also put to test the
[O iii] λλ4959,5007 Å/[O ii] λλ3726, 3728 Å (O32) and
[S iii] λλ9068,9532 Å/[S ii] λλ6716,6731 Å (S32) optical line
ratios. The O32 ratio has been claimed to efficiently pick up
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Fig. 16. KDE showing fesc,HII as a function of IR and optical line ratios. The black dashed line on the second panel shows the relation O32- fesc(LyC)
from Izotov et al. (2018a), assuming that [O iii]λ 5007 Å/[O iii]λ 4959 Å ≈ 3.
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Fig. 17. Individual SUEs showing fesc,HII as a function of IR and optical line ratios.

some of the most extreme leakers (Nakajima & Ouchi 2014;
Izotov et al. 2016a,b, 2018a,b; Flury et al. 2022b). In particular,
Flury et al. (2022b) find a significant correlation of the escape
fraction detected in the UV with O32, although with large scat-
ter. Nevertheless, the O32- fesc relation is not straightforward;
Stasińska et al. (2015) have examined galaxies with enhanced
O32 ratio and find that a large fraction of them exhibit no sign
of leakage. Additionally, recent simulations from Barrow et al.
(2020) find that the O32 ratio fluctuates over timescales different
than the dynamical time associated with escape fractions.
They conclude that although high O32 tend to be associated
with high fesc, no systematic correlation is expected. Although
less classically used than the O32 ratio, the S32 ratio has
been shown to be a good tracer of the ionization parameter
(Kewley & Dopita 2002; Mingozzi et al. 2020). Because it
involves the [S ii] λλ6716,6731 Å lines emission, it should
also be sensitive to the presence of density-bounded regions
with reduced [S ii] λλ6716,6731 Å emission (Wang et al. 2019,
2021; Ramambason et al. 2020). This ratio has been used, for
example, in Zastrow et al. (2011, 2013) as a diagnostic of H ii
region optical depths. Still, this trend has not yet been confirmed
by any observational study since [S iii] λλ9068,9532 Å emission
has only been detected in a few LyC-leaking galaxies. Based on
our models constrained by IR emission lines, we find that fesc,HII
correlates well with the predicted O32 and S32. In particular,
the fit we derive for the O32- fesc,HII relation is remarkably close

to the relation from Izotov et al. (2018b) derived from fitting
11 LyC-leaking galaxies, and compatible with the new sample
of 89 galaxies (detection and nondetection) observed in the
Low-z Lyman Continuum Survey (Flury et al. 2022b). We fur-
ther discuss the reasons that may explain those trends, and why
they might be associated with a large scatter in observational
studies, in the following section.

7. Discussion

7.1. From gas covering factors to H II region escape fraction

While it has been shown that the escape fraction of ionizing pho-
tons is tightly related to the structure of the neutral surround-
ing gas (e.g., Gazagnes et al. 2018, 2020; Chisholm et al. 2018;
Saldana-Lopez et al. 2022), quantitatively linking the gas distri-
bution to the amount of escaping photons remains a complex
task. Absorption lines are powerful proxies to probe the proper-
ties of the gas on a given line of sight. In particular, H i absorp-
tion lines that saturate above a given column density have been
used to derive H i covering fractions, which describe the distribu-
tion of gas on global galactic scales. Due to the gas kinematics,
the covering fractions that are derived are always a lower limit to
the real geometric covering fraction (e.g., Gazagnes et al. 2020).
Part of this neutral gas component can also be probed in emis-
sion where specific tracers emit in dense and irradiated PDRs.

A35, page 22 of 37



L. Ramambason et al.: Escape fractions in the DGS

Such tracers are mostly accessible in the IR domain. (e.g., [O i],
[C ii], [Si ii]).

Previous IR studies have focused on quantifying a PDR cov-
ering factor (Cormier et al. 2012, 2019; Harikane et al. 2020),
which has been used to describe the apparent porosity to ionizing
radiation at galactic scales. This PDR covering factor was calcu-
lated using models where all the lines arising from the PDR were
simultaneously scaled by a common factor between 0 and 1.
This grouping is somewhat arbitrary as some lines emit through-
out both H ii regions and the PDRs. Additionally, these models
did not account for possible density-bounded regions since the
PDR zone (either total or partial) was always combined with a
fully radiation-bounded H ii region. Hence, the interpretation of
the PDR covering factors is difficult as the simplistic geome-
try does not account well for complex gas distribution and can-
not be linked to potentially escaping photons. In particular, this
quantity is very sensitive to modeling assumptions such as the
stopping criteria for models (e.g., depth or AV ). Among other
factors, accounting for a nonunity filling factor of the ISM or
for the physical depth of the photodissociated layers changes the
values derived for the PDR covering factor: a very thin PDR with
a large covering factor can produce the same emission lines as a
thick PDR with a lower one.

In our topological models, we relax the assumption of a full
PDR model scaled by a covering factor in favor of an agnostic
combination of sectors (as described in Sect. 3) where both the
weights and the depths of each sector are free parameters. The
Bayesian framework described in Sect. 4.2 allows us to derive
PDF and credibility intervals for secondary parameters and to
calculate, for each sector, the amount of escaping photons. We
then derive a global averaged fesc,HII (see Sect. 3.2.4) corre-
sponding to the population of H ii regions present in a galaxy.
This integrated quantity directly relates to the ISM gas distribu-
tion as opposed to the previously used PDR covering factor.

Nevertheless, as mentioned in Sect. 4.1, our approach bears
its own caveats. In particular, the interdependence between total
cluster luminosity and escape fractions is not easy to solve. Nev-
ertheless, although scaling the total cluster luminosity affects
the absolute lines fluxes, it does not modify the line ratios
that are tracing density-bounded regions (see Sect. 6.3). Con-
straining the cluster luminosity through LTIR is a crucial step
that allows us to lift this degeneracy. Still, since we do not
use any continuum emission, the UV luminosity we derive for
our model depends on our modeling assumptions for the stel-
lar population. The values we derive for the total bolometric
luminosities and the escape fractions incorporate uncertainties
on the stellar population. Another limit of our work comes
from the assumed topology of galaxies; although the multisec-
tor combination introduces a layer of complexity that is usually
unaccounted for when using single-component photoionization
models, this representation remains simplistic when compared
to the actual ISM morphology.

7.2. From H II regions to galaxies

The H ii region escape fractions that we derive in this study
are hardly comparable with the direct UV detection of LyC.
Such detections are, first of all, very challenging at low-redshift
because the sensitivity of current observatories (e.g., HST/COS)
drops at short wavelengths. The few detections available are
remarkably small in the local universe and only one galaxy in
our sample has a LyC detection (Haro 11, fesc = 3.2%). We
note that this value is compatible with the prediction we derive

for Haro 11 of fesc,HII = 9.59+9.80
−9.51%6 Similarly, other observa-

tions of a few galaxies in the Local Universe detect little to
no LyC leakage (e.g., Bergvall et al. 2006; Leitet et al. 2013;
Borthakur et al. 2014; Leitherer et al. 2016). Those observations
remain very sparse and suffer uncertainties due to line-of-sight
variations. They are hard to reconcile with predictions from
models (Fujita et al. 2003) and resolved obervations of local star-
bursts, which suggest that they should be leaking a substantial
amount of photons. Quantifying the amount of ionizing photons
that are actually escaping at galactic scales remains an elusive
question to which we cannot answer within the scope of this
study.

7.2.1. Resolution effects

Due to the simplified topology we consider (i.e., a galaxy
being a weighted sum of star-forming regions), our predictions
for fesc,HII represent an averaged value of the number of pho-
tons escaping from the H ii regions that populate one galaxy.
Although this observable is not easily linked to direct galactic-
scale observations, it is representative of the ISM structure
within star-forming regions and provides a metric to quantify
how many density-bounded regions contribute to the integrated
emission. This approach is an attempt to generalize previous
analysis performed at local scales with resolved studies in which
escape fractions could directly be mapped at the scale of H ii
regions.

Focusing on resolved H ii regions in the local starburst
galaxy IC10, Polles et al. (2019) introduced a method to take
into account density-bounded regions by considering the cloud
depth as a free parameter. While their approach is limited to
single-sector models, they find that the observed spatial scale
influences the predicted depth, with regions being almost all
density-bounded at small scales (∼200pc) but shifting to a
radiation-bounded regime at large scales. At even smaller scales,
hints of substantial escape fractions (above 80%) have been
reported in Chevance et al. (2022) where they find very low feed-
back coupling efficiencies in GMCs from 9 nearby star-forming
galaxies, meaning that most of the feedback energy injected by
young stars is not dissipated and may escape.

Another technique based on ionization parameter mapping
(IPM) using the [O iii] λλ4959,5007 Å/[S ii] λλ6716,6731 Å line
ratio was introduced by Pellegrini et al. (2012) to study the opti-
cal depth of H ii regions in the LMC and SMC. This method
has allowed them to classify the population of H ii regions of
both galaxies and derive rough estimates of the average lumi-
nosity weighted fesc,HII (≥40% in both galaxies). These estimates
were then corrected using DIG measurements to derive an global
average escape fraction of 4–9% in the SMC and 11–17% in
the LMC. A similar technique using IPM based on S32 was
used on local starbursts (including three galaxies in our sam-
ple) by Zastrow et al. (2011, 2013) to identify ionizing cones
and gas features that could be associated with enhanced escape
fractions. Despite the very good resolution of their data (∼60
to 200 pc arcsec−1), the analysis could not provide any quantita-
tive estimate of the escape fractions since individual H ii regions
were not resolved.

Recent studies have been able to overcome this resolution
limit and have provided quantitative estimates of the escape
fraction for a few local galaxies. Using ∼83 000 resolved
stars, Choi et al. (2020) find that the escape fractions of star-
forming regions within NGC 4214 exhibit a wide range of

6 The interval corresponds to the highest density interval at 94%.
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values going up to 40%. Their results yield a global escape
fraction of about ∼25% for the whole galaxy. Although our
study focuses on two different regions of this galaxy, the val-
ues we derive (34.67+12.29

−13.27% for NGC 4214-c and 32.55+16.44
−15.40%

for NGC 4214-s) are in good agreement with their predic-
tions. Another approach based on H ii region mapping was
also made possible by the resolution of MUSE on the ELT.
Weilbacher et al. (2018) mapped 386 H ii regions from the cen-
tral field of the Antennae nebula (having approximately a solar
metallicity; Bastian et al. 2006; Lardo et al. 2015) and found 38
of them to exhibit large fesc,HII with a mean value of 72%. They
estimate the overall escape fraction of the galaxy to be around
7%. Recently, Della Bruna et al. (2021) found an average escape
fraction of 67% for the population of H ii regions observed with
MUSE in NGC 7793 (which has an averaged metallicity close
to the solar value; Pilyugin et al. 2014). They find that the radi-
ation leaking from H ii regions is sufficient to explain by itself
the measured fraction of DIG in this galaxy.

Our results corroborate the picture drawn by these recent
studies that find that a substantial amount of ionizing photons
might be leaking from H ii regions. Connecting these escap-
ing photons to the surrounding diffuse gas is a key element to
understand whether or not photons might be leaking out at larger
scales.

7.2.2. Missing diffuse component

In our models, a galaxy is represented as a combination of H ii
regions connected to PDR and molecular zone (see Fig. 3). Addi-
tionally, the potential presence of DIG is accounted for by allow-
ing the code to add a sector with very low hydrogen density (as
low as 1 cm−3). This component is only added by our code if
it is needed to reproduce the suite of constraints. In our solu-
tions, however, such diffuse sectors are usually absent. Instead,
the code favors configurations with hydrogen density typical of
H ii regions (around 100 cm−3). This is understandable as the
IR tracers that we use to constrain our models predominantly
trace H ii regions and PDRs. Additionally, our treatment of this
DIG component is limited by the independent radiative transfers
within each Cloudy model considered as a sector. Although the
photon transfer is consistently computed throughout each phase,
the different sectors are independent from one another and do
not overlap, meaning that photons escaping from a given sector
cannot be reabsorbed by a second component along the line of
sight.

This unaccounted for DIG could be problematic to repro-
duce the optical emission lines (e.g., Hα in Sect. 5 and
optical line ratios in Sect. 6.3) we derive in our analysis.
Indeed, contamination by DIG has been extensively studied
in the optical domain and is known to significantly con-
tribute to some line ratios such as [S ii]/Hα, [N ii]/Hα and
[O iii]/Hβ (Oey et al. 2007; Zhang et al. 2017; Kreckel et al.
2016; Vale Asari et al. 2019, 2020; Espinosa-Ponce et al. 2020;
Della Bruna et al. 2021; Belfiore et al. 2022). Nevertheless, we
have seen in Sect. 5.2 that our models predict Hα fluxes in agree-
ment with observations. This agreement is expected since our
code reproduces both the metallicity (see Fig. 5) and the recom-
bination line Huα in the galaxies in which it is detected. Nev-
ertheless, it appears at odds with the large fesc,HII we derive and
could be explained by different scenarios. A first possibility is
that the measured Hα emission in the DGS galaxies is domi-
nated by H ii regions with a negligible contribution from DIG.
This would be in line with observational studies that find that,
as opposed to nonstarbursting galaxies, the Hα emission in star-

bursts is largely dominated by H ii regions in which the emission
is boosted (Hanish et al. 2010). In that case, both our models
and Hα observations would be fairly independent of DIG. This
would suggest that the set of observables used in this study is not
sensitive to DIG and that additional tracers are needed to probe
this diffuse component.

Alternatively, if part of the detected Hα emission is powered
by DIG, the fact that our models reproduce it without including
a diffuse component means that our code somehow compensates
for the missing DIG contribution, although assuming a simpli-
fied DIG-free geometry. As opposed to the previous scenario,
this would only be possible if some of the IR tracers we use are
sensitive to the DIG contribution. Although, to our knowledge,
no systematic studies are available regarding DIG contamination
in the IR domain, we do have some observational evidence that it
may marginally contribute to the emission of some of the tracers
considered in our study (Cormier et al. 2012, 2019). All in all,
we find that our models based on combination of H ii regions
are sufficient to reproduce the observed Hα emission, although
they may be either missing or compensating for the DIG contri-
bution. To disentangle those scenarios, further progress is needed
to either correct the emission lines for DIG contamination before
using them as constraints of MULTIGRIS or properly includ-
ing in the models an additional DIG component. To that pur-
pose, high spatial-resolution and sensitive telescopes in the far-
IR would be useful to study the properties of the DIG.

Most importantly, we also do not account for the actual dis-
tribution of diffuse neutral gas. This is a major caveat consid-
ering that escaping photons has been shown to be very sensi-
tive to the distribution of neutral hydrogen (e.g., Gazagnes et al.
2020). Although our models make the most of the few IR con-
straints tracing the PDRs, we are only accounting for the dense,
highly irradiated neutral gas, which is seen in emission. This
might partly explain why our estimates of the total H i masses
(M(H i)), shown in Fig. A.2, tend to be significantly smaller that
the measurements from Rémy-Ruyer et al. (2014) even though
we find that those values agree within 0.5dex for 16 out of 40
galaxies. However, comparing the H i column densities of our
sectors, we see that even the deepest sector of each model has
a column density much lower than that measured in absorp-
tion (see Table A.3). This is one of the main limitations of our
models: even when our models successfully recover the total
H i gas mass, the distribution of sectors remains too simplis-
tic. The actual distribution of the ISM likely resembles more
the randomly distributed version presented in Fig. 3. In partic-
ular, introducing holes or very low column-density sight-lines
in our topological models would naturally push the code to
predict deeper sectors with higher column densities. Because
of the aforementioned limitations regarding the diffuse ionized
and neutral gas, we cannot provide estimates for the global
galactic escape fraction in our sample. Instead, we focus on
analysing the trends with various parameters and their physical
interpretation.

7.3. Dependences of fesc,HII

7.3.1. Correlation with galactic properties and observational
limitations

We find a clear anti-correlation of fesc,HII with metallicity and
a positive correlation with sSFR. Such trends are reminis-
cent of those observed in the local sample of few direct mea-
surements from Leitet et al. (2013). They are, however, not
clearly seen in larger surveys using UV detection of the LyC
(e.g., Saxena et al. 2022; Pahl et al. 2022), although the recently
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observed Low-redshift Lyman Continuum Survey (89 galaxies
with LyC measurements) has revealed a similar trend of fesc with
sSFR (Flury et al. 2022b).

The lack of observed correlation between galactic prop-
erties and measured LyC escape fractions might be due to a
dilution effect of the localized H ii regions from where pho-
tons escape into the galactic ISM (Saxena et al. 2022). This
dilution may explain why we find clear trends of fesc,HII with
several galactic parameters (see Sect. 6.2) while such correla-
tions are unseen at galactic scales. Another crucial parameter
that might strongly limit the observation of empirical corre-
lation is the unknown inclination of unresolved galaxies. For
example, Bassett et al. (2019) emphasize that different view-
ing angles can affect both the measured LyC values and the
observed optical lines ratios (such as O32). Under the hypoth-
esis of an anisotropic LyC leakage, Nakajima et al. (2020) sug-
gest that the viewing angle of porous H ii regions might be
the main parameter controlling the detection or nondetection
of LyC leakage in a sample of Lyα emitting galaxies from
the LymAn Continuum Escape Survey (LACES). Although the
dependence of emission line ratios on the viewing angle is some-
what mitigated by the use of optically thin tracers (e.g., IR
lines), the exact impact of inclination on the observed emis-
sion from galaxies remains to be quantitatively examined. This
effect was not examined in the current study since we can-
not extract any information on the inclination in our sample of
galaxies.

Further progress on this issue requires the use of complex
3D radiative transfer codes as this effect is not accounted for
when using 1D radiative transfer codes such as Cloudy. For
example, Mauerhofer et al. (2021) performed a detailed inves-
tigation of the viewing angle impact on simulated galaxies and
find that the measured projected escape fractions are strongly
impacted by orientation (with variations from 0 to 47%). This
lack of correlation might also be due to propagation effects
through the DIG, which are not taken into account in our H ii
region modeling. Those effects remain largely unconstrained
since they depend on the H i gas 3D-distribution, which is
unknown.

7.3.2. Potential impact from nonstellar feedback

Although the high fesc,HII in our sample are predominantly asso-
ciated with low-metallicity, low mass, and high sSFR, a few
objects in our sample exhibit surprisingly high fesc,HII with some-
what larger metallicities and moderate sSFR. We now discuss
additional mechanisms that could explain the position of such
objects on the fesc,HII-metallicity relation. In particular, we exam-
ine if other feedback mechanisms such as the potential presence
of an ULX or outflows could be responsible for the position of
outliers in our sample. In Fig. 18 (first panel), we mark the galax-
ies having a high measured sSFR (log sSFR>−9.5). This crite-
rion is common to all the galaxies with inferred fesc,HII > 40%
and shared by 10 out of 14 galaxies with fesc,HII > 20%. Never-
theless, 4 galaxies with fesc,HII > 20% exhibit only a moderate
sSFR. We now examine other potential mechanisms that may be
responsible for their enhanced fesc,HII.

On the middle panel from Fig. 18, we examine the impact
of the X-ray-to-stellar luminosity ratio. Although it has not been
shown that the presence of an X-ray source have a direct impact
on escape fractions, high LX tends to be associated with of
intense star-formation rates (Grimm et al. 2003) and the emis-
sion of high-energy photons, which travel deep into the ISM
may enhance the global escape fraction of ionizing photons. We

find X-ray-to-stellar luminosity ratio above 0.5% in 8 out of 40
sources. Two out of the five reported potential ULX in our sam-
ple are associated with LX/L∗ > 0.5%. We note that the two
galaxies (13: I Zw 18 and 25: SBS 0335-052) with the highest
fesc,HII in our sample (>50%) are associated with a known ULX.
However, similar levels of X-ray contribution are also found in
galaxies for which we infer little to no leakage. All in all, we
find that large X-ray-to-stellar luminosities are not necessarily
associated with enhanced leakage, although X-ray sources may
contribute in some specific cases. Additionally, we note that a
recent study from Marques-Chaves et al. (2022) finds no corre-
lation between the LyC escape fractions measured in the Low-z
Lyman Continuum Survey and the spectral hardness of the ion-
izing sources.

Finally, we expect dynamical effects disturbing the gas kine-
matics to also impact the H ii region escape fractions. Outflows
may remove gas from the galactic disk and create low-density
channel from where photons can freely travel (Fujita et al.
2003). Recent studies have also examined how gas fragmen-
tation induced by turbulence might play a role in producing
the patchy structure of the ISM through which photons escape
(e.g., Kakiichi & Gronke 2021; Hogarth et al. 2020). Although
outflow signatures are only detected in a few objects (11/40),
they offer a plausible explanation to interpret the position of
some outliers having large predicted fesc,HII but modest sSFR
and little to no contribution from an additional X-ray source.
Detailed studies of the gas kinematics are available for a few
objects in our sample (see Sect. 2.1 for references) based on
either resolved observations or analysis of emission line pro-
files. Since photoionization and photodissociation models do
not account for dynamical effects, we only provide a qualita-
tive discussion on the potential role of gas outflows. In Fig. 18
(third panel), we show that the presence of outflows may explain
the position of several galaxies with relatively high metallic-
ities (12+log(O/H)> 8) but fesc,HII > 20% (e.g., 2: Haro 3, 23:
NGC 625, and 39–40: NGC 4214).

In summary, we find that although the presence of nonstellar
feedback mechanisms such as a strong contribution of an X-ray
source or outflowing gas may contribute to power photon leak-
age, such mechanisms seem to only have a secondary influence
on the inferred fesc,HII. Instead, we find that variations of fesc,HII
appear to be mainly controlled by global galactic properties such
as the metallicity, stellar mass and sSFR. However, once pho-
tons have escaped from their H ii region, the additional feedback
mechanisms that we have discussed in this section might play
a role to convert fesc,HII into global galactic escape fractions by
removing or ionizing the surrounding neutral gas.

7.4. Prospects for future observations

We provide in this study an observational framework to pinpoint
galaxies with a substantial amount of fesc,HII. The presence of
leaking H ii regions providing a substantial amount of ionizing
photons is a necessary condition for a galaxy to be a potential
LyC-leaker at larger scales. Hence, the tracers that we propose
here could serve as a first basis to select galaxy samples with
potential leakage.

We identify line ratios that could be used as tracers of
the escape fraction. First, we find that among the classically
used optical line ratio, O32 and S32 lines ratio correlate well
with our predicted fesc,HII. This finding is at odds with obser-
vational studies finding little correlations with such diagnostics,
and large scatters. In particular, the clear O32- fesc,HII correlation
is unexpected in the view of several recent studies that reported
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Fig. 18. Impact of sSFR, X-ray sources and outflows on the escape fraction. Left: impact of the measured sSFR from Rémy-Ruyer et al. (2015) on
the fesc,HII -metallicity relation. No sSFR measurement are available for galaxies 37: HS 0017+1055 and 38: HS 2352+2733. Middle: impact
of the X-ray-to-stellar luminosity ratio. The green annuli mark galaxies in which a potential ULX (LX > 1039 erg s−1) have been reported.
1: Haro 2 (Otí-Floranes et al. 2012), 3: Haro 11 (Prestwich et al. 2015; Gross et al. 2021), 4: He 2–10 (Ott et al. 2005; Reines et al. 2011),
13: I Zw 18(Thuan et al. 2004; Ott et al. 2005; Kaaret et al. 2011; Kaaret & Feng 2013; Brorby et al. 2014) and 25:SBS 0335-052 (Thuan et al.
2004; Prestwich et al. 2013). Right: impact of outflowing gas signatures. 1: Haro 2 Otí-Floranes et al. (2012), 3: Haro 11 (Menacho et al.
2019), 20: NGC 1569 (Sánchez-Cruces et al. 2015), 21: NGC 1705 (Zastrow et al. 2013), 22: NGC 5253 Zastrow et al. (2011), 23: NGC 625
(Cannon et al. 2004; McQuinn et al. 2018), 33: UM 461 (Carvalho & Plana 2018), 39-40: NGC 4214 (McQuinn et al. 2018).

numerous caveats and limits in the use the O32 ratio for study-
ing fesc (e.g., Stasińska et al. 2015; Plat et al. 2019; Bassett et al.
2019; Flury et al. 2022a,b). One possible explanation is that the
fesc,HII we derive is less sensitive to viewing angle dependences
than the measured escape fractions. Alternatively, this result
might also be due to our sample selection, which focuses on
highly star-forming galaxies. Additionally, both O32 and S32
ratios have been shown to correlate with the ionization parameter
(Nakajima & Ouchi 2014; Kewley & Dopita 2002). Disentan-
gling the effect of metallicity, ionization parameter, and escape
fractions remains a difficult task, even within the Bayesian
framework that we developed here.

Among the IR tracer, the well-know O3C2 ratio has
been used in the analysis of high-z galaxies with ALMA
(Harikane et al. 2020). Nevertheless, the interpretation of high
O3C2 ratio is still uncertain and debated. Recently, Katz et al.
(2022b) have shown that this ratio is sensitive to a wide variety
of other galactic parameters including the C/O ratio, IMF, ioniza-
tion parameter, gas density and CMB attenuation. In our study,
assuming that the C/O in the local universe is observationally
well constrained, we do find a trend of increasing H ii region
escape fraction associated with higher O3C2 ratios. However,
we find that ratios involving the [N ii] lines (122 and 205 µm)
provide better diagnostics to trace fesc,HII since [N ii] is less con-
taminated than [C ii] by PDR emission. Although fainter, these
lines also fall in the detection range of ALMA and have already
been detected in a few high-redshift galaxies above z ∼ 4. (e.g.,
De Breuck et al. 2019). Even for nondetections, upper limits on
[N ii] could also be useful to set lower limits on the resulting
escape fractions.

For tracers such as [O iv] and [Ne v], associated with ions of
high ionization potentials, our interpretation is limited by the lit-
tle number of constraints that we have on the X-ray component.
The JWST will open a new window for the observation of galax-
ies with signatures of high energy sources and their associated
spectral signatures (e.g., [Mg iv]λ4.49 µm, [Ne vi]λ7.64 µm,
and [Ne v]λ14.32 µm; Satyapal et al. 2021; Richardson et al.
2022). The combination of such lines with the emission of neu-
tral gas lines (e.g., [Fe ii]λ1.64 µm) boosted by X-ray pho-

tons may help disentangle the feedback from potential com-
pact objects from the one induced by turbulence and shocks
(Cresci et al. 2010, 2017). Those IR tracers could be used in
combination with other tracers of high energy photons available
in the optical range (e.g., [Ne v], [Fe v]) and in the UV range
(e.g., C iv λ5808, He ii λ1640, Wofford et al. 2021; Berg et al.
2019, 2021). A first example of the combination of optical and
IR data is presented in LR22. Looking for counter-parts in the
radio and X-ray domain with sensitive instruments (e.g., with
the forthcoming Athena telescope), may also allow progress on
the identification of the exact nature of the different sources pro-
ducing high energy photons.

Finally, the numerous caveats mentioned in this section
regarding the distribution of neutral gas might be lifted by incor-
porating into our models tracers of the neutral gas (e.g., the Lyα
line, the hydrogen 21 cm line) or by using priors calibrated on
absorption lines studies. Such observations, both in the local
and high-redshift universe, will provide a more complex pic-
ture of the interplay between low-metallicity ISM and the intense
sources of radiation expected in the early universe. In a subse-
quent publication we will explore and model the optical emis-
sion lines of galaxies from the Low-redshift Lyman Continuum
Survey with MULTIGRIS (Marques-Chaves et al., in prep.).

8. Conclusion

This paper presents the first application of a new Bayesian
code, MULTIGRIS (LR22), which opens new possibilities in
terms of multiphase modeling of the ISM. We developed a
framework to automatically combine photoionization and pho-
todissociation models as different sectors representative of dif-
ferent physical and chemical ISM conditions, and including the
presence of density-bounded regions from where ionizing pho-
tons can escape. We applied this new code to a sample of low-
metallicity dwarf galaxies from the DGS (Madden et al. 2013)
with extensive sets of IR emission line measurements and whose
ISM properties may resemble those of galaxies in the early Uni-
verse. We examined the impact of using multisector models on
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the predictions obtained for well-constrained physical quantities
such as the metallicity and SFR. We then derived predictions
for the H ii region escape fraction of ionizing photons in the
DGS and studied how this observable varies with various galac-
tic parameters. Our main results are summarized below:

– Accounting for several, possibly density-bounded, sectors
does not significantly affect the metallicity and SFR we
derive. This confirms that empirical calibrations based on
emission lines provide robust results that hold at galac-
tic scales, even when accounting for a slightly more com-
plex topology. We find, however, that not accounting for
escaping photons may result in a moderate underestimation
of the SFR. The correction factor we derive by estimating
SFR based on Q(H0) tightly follows the analytical curve
1/(1– fesc,HII).

– We confirm previous results from Cormier et al. (2019) that
show that the ISM structure and porosity strongly varies with
metallicity. Specifically, we find that fesc,HII tends to increase
when metallicity decreases. In the global KDE derived for
the whole DGS sample, we find that the high-metallicity
and high- fesc,HII region of the parameter space is completely
unpopulated, meaning that high-metallicity galaxies have a
low probability of reaching high values of fesc,HII. Despite
a somewhat large scatter around this relation, especially at
low-metallicity, this trend is robust to changes in our mod-
eling assumptions on the number of sectors and holds when
forcing a fixed number of sectors. Our findings back up the
picture of an increasingly porous ISM at low-metallicity, in
which energetic photons can easily leak out of H ii regions
and ionize their surrounding gas.

– We also find that the fraction of [C ii] emitted in the ion-
ized phase drops by ∼2 orders of magnitude when going
from a solar metallicity down to a metallicity of ∼1/35Z�.
We explain this effect by the presence of enhanced radiation
fields in low-metallicity environments, which favor the ion-
ization of C2+ ions with respect to C+. Hence, we find that
[C ii] emission arises predominantly from the neutral atomic
and molecular gas in low-metallicity environments. A more
detailed study of the neutral and molecular gas mass distri-
bution in the DGS, including the CO-dark component, will
be carried out in a future work (Ramambason et al., in prep.).

– We examine secondary dependences of fesc,HII with galactic
properties and find a weak anti-correlation with stellar mass
and a clear correlation with sSFR. These findings fit in the
picture of the escape fraction being a feedback-dominated
process with complex dependences on the gas mass distribu-
tion and gas chemistry.

– Finally, we provide several line ratios that correlate with
fesc,HII, both in the IR domain (e.g., O3N2, O3C2), includ-
ing some tracers with high ionization potential (e.g., Ne32,
O4C2, and Ne52) and in the optical (e.g., O32, S32), as well
as mixed tracers such as LTIR/Lbol.

The modeling framework presented in this paper is highly sen-
sitive to the wealth of tracers that are used as inputs, especially
when they trace gas in different physical and chemical condi-
tions. With that in mind, potentially more complex and realistic
models could be constrained by making use of multiwavelength
data combining emission from X-ray to IR.
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Appendix A: Additional notes and figures

In this section we gather additional figures that complement the
main plots presented in this article. Those figures are mentioned
throughout the article to illustrate some of the discussions but do
not display essential results. We recall in the captions the corre-
sponding sections to which they are related.
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Fig. A.1. Abundance profile used to compute the grid of Cloudy mod-
els. This plot complements the description of the grid in Sect. 3 and
illustrate the prescription described in Sect. 3.2.4.
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Fig. A.2. Predicted vs. measured H i masses. As discussed in Sect.
7.2.2, the predicted H imasses for the galaxies in our sample are consis-
tent with the observed H i masses from Rémy-Ruyer et al. (2014). This
agreement is at odds with the underprediction of H i column densities
(see Table A.3) and is discussed in Sect. 7.

Fig. A.3. Metallicity- fesc,HII relation for a fixed number of sectors for
all galaxies. These plots complement the Fig. 9 presented in Sect. 6.1
where the optimal number of sectors for a galaxy is chosen based on
the score criteria presented in Sect. 4. We show here that the fesc,HII-
metallicity trend presented in Sect. 6.1 is robust and holds when we
force an arbitrary number of sectors. We note that for single sector mod-
els, most solutions are completely radiation-bounded leading to escape
fractions of 0%.
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Table A.1. Best configuration selected for each galaxy and corresponding values of some indicators used to check model accuracy.

# Galaxy Nsectors,best p-3σ [%]1 LM,best
2 ∆L3

M,1 ∆L3
M,2 ∆L3

M,3

1 Haro2 3.0 87.01 -45.49 -12.98 -4.41 0.0
2 Haro3 2.0 74.67 -60.51 -14.58 0.0 -1.28
3 Haro11 3.0 86.35 -51.95 -16.09 -1.32 0.0
4 He2-10 3.0 75.03 -93.15 -17.21 -2.59 0.0
5 HS0052+2536 2.0 86.21 -31.15 -0.17 0.0 -0.48
6 HS0822+3542 1.0 84.76 -13.19 0.0 -1.4 -3.62
7 HS1222+3741 1.0 88.61 -10.64 0.0 -0.96 -1.14
8 HS1304+3529 1.0 78.53 -18.49 0.0 -0.36 -0.75
9 HS1319+3224 3.0 94.67 -3.02 -1.25 -0.88 0.0
10 HS1330+3651 1.0 89.63 -24.35 0.0 -2.07 -0.64
11 HS1442+4250 3.0 74.18 -21.04 -0.23 -0.38 0.0
12 IIZw40 2.0 96.07 -39.4 -13.23 0.0 -1.6
13 IZw18 3.0 87.91 -31.75 -10.68 -2.24 0.0
14 Mrk153 2.0 97.54 -17.36 -1.42 0.0 -0.72
15 Mrk209 2.0 88.04 -24.83 -2.81 0.0 -0.64
16 Mrk930 1.0 98.09 -26.55 0.0 -0.67 -2.18
17 Mrk1089 3.0 80.25 -43.25 -10.14 -1.52 0.0
18 Mrk1450 3.0 87.57 -45.83 -9.31 -0.07 0.0
19 NGC1140 3.0 76.21 -73.47 -0.72 -3.14 0.0
20 NGC1569 2.0 74.77 -62.13 -5.98 0.0 -0.5
21 NGC1705 2.0 74.48 -51.53 -1.65 0.0 -1.45
22 NGC5253 2.0 76.91 -51.4 -4.36 0.0 -0.84
23 NGC625 3.0 74.99 -57.43 -4.6 -1.31 0.0
24 Pox186 3.0 92.09 -12.49 -3.46 -1.45 0.0
25 SBS0335-052 3.0 80.58 -34.49 -2.05 -0.34 0.0
26 SBS1159+545 2.0 78.39 -22.8 -0.14 0.0 -1.57
27 SBS1211+540 1.0 89.23 -16.74 0.0 -1.5 -1.94
28 SBS1249+493 2.0 89.72 -8.14 -2.76 0.0 -0.66
29 SBS1415+437 1.0 77.33 -36.14 0.0 -1.13 -0.01
30 SBS1533+574 2.0 77.95 -32.51 -0.83 0.0 -0.05
31 Tol1214-277 1.0 61.86 -21.46 0.0 -4.99 -4.56
32 UM448 3.0 75.5 -67.58 -2.34 -4.63 0.0
33 UM461 2.0 84.32 -40.5 -10.49 0.0 -0.47
34 VIIZw403 2.0 83.39 -34.71 -1.59 0.0 -0.05
35 UGC4483 2.0 75.98 -11.14 -0.81 0.0 -0.14
36 UM133 1.0 99.15 -2.47 0.0 -1.09 -0.99
37 HS0017+1055 1.0 96.12 -2.77 0.0 -0.05 -0.09
38 HS2352+2733 1.0 96.6 -1.08 0.0 -0.17 -0.27
39 NGC4214-c 3.0 90.66 -17.95 -9.85 -0.39 0.0
40 NGC4214-s 2.0 95.49 -11.49 -19.3 0.0 -2.45

(1): Probability that the best model predictions are within 3σ of the observations, for all the lines used as constraints. (2): Absolute value of the
logarithm of the marginal likelihood for the best configuration corresponding to Nsectors,best. (3): ∆LM,i = ln(LM,i/LM,best)
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Fig. A.5. Evolution of the volume-averaged ionization parameter log 〈U〉 as a function log Uin and log Uout in the model grid. We show only a
subsample corresponding to models with no X-ray source and stopping at the ionization front (cut=1). This figure complements the discussion on
the possible caveats induced by the use of Uin as a primary parameter in our grid (see Sect. 3.2.3). We note that Uin only sets an upper limit on the
actual volume averaged log 〈U〉. Variations in terms of metallicity and initial density n0 yield different geometries, which cover a large range of
volume averaged log 〈U〉 for the same Uin.
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Fig. A.6. Impact of measured and inferred galactic parameters on the escape fraction vs metallicity relation. Panels 1 to 3:Impact of measured
galactic parameters on the escape fraction vs metallicity relation: M∗, SFR, sSFR. Panels 3 to 6:Impact of inferred galactic parameters on the escape
fraction vs metallicity relation: stellar age, Lx, sSFR(Q0). This figure complements the results presented in Sect. 6.1. It provides a reinterpretation
of Fig. 9 but accounting for the additional dependences on galactic parameters by splitting the sample by bins of values for secondary parameters.
Those secondary parameters are further examined in Sect. 6.2.
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Table A.2. Spearman correlation and values of the fit for the best IR
line ratio tracing fesc,HII (ρ ≥0.3).

Line ratio ρ A B

H1_12.3684m / Si2_34.8046m 0.527 130.42 185.563
S4_10.5076m / LTIR500.500m 0.519 149.899 456.264
H1_12.3684m / Fe2_25.9811m 0.486 98.124 30.459
H1_12.3684m / LTIR500.500m 0.485 98.586 456.934
S4_10.5076m / C2_157.636m 0.482 354.963 -6.656
H1_12.3684m / H2_17.0300m 0.471 35.689 22.384
H1_12.3684m / Fe2_17.9314m 0.47 114.504 -61.946
O3_88.3323m / N2_121.767m(1) 0.464 74.78 -163.043
H1_12.3684m / O1_63.1679m 0.464 672.149 1004.348
S4_10.5076m / Si2_34.8046m 0.464 183.689 -4.094
O3_88.3323m / N2_205.244m(1) 0.461 70.567 -176.577
S4_10.5076m / H2_17.0300m 0.461 40.522 -39.822
H1_12.3684m / N2_121.767m 0.46 52.458 -3.56
H1_12.3684m / C2_157.636m 0.459 162.834 258.149
H1_12.3684m / N2_205.244m 0.449 50.224 -24.644
S3_33.4704m / N2_121.767m 0.448 88.792 -155.97
Ar3_21.8253m / N2_121.767m 0.447 100.214 9.157
H1_12.3684m / Fe3_22.9190m 0.446 115.686 29.741
S4_10.5076m / N2_121.767m 0.445 65.545 -110.542
S4_10.5076m / N2_205.244m 0.444 57.369 -108.528
S4_10.5076m / H2_28.2130m 0.442 26.491 -28.109
N3_57.3238m / N2_121.767m 0.442 122.575 -157.575
O4_25.8832m / H2_17.0300m 0.439 58.881 -4.892
O4_25.8832m / N2_205.244m 0.439 28.946 -3.069
Ne3_15.5509m / N2_121.767m 0.433 86.891 -156.961
S4_10.5076m / Ne3_15.5509m 0.433 390.741 12.354
Ar3_8.98898m / N2_121.767m 0.432 99.306 -104.741
O4_25.8832m / C2_157.636m(2) 0.432 55.734 90.425
O4_25.8832m / H2_28.2130m 0.431 45.988 -12.765
O4_25.8832m / N2_121.767m 0.43 31.011 1.593
H1_12.3684m / Ar3_8.98898m 0.43 114.229 109.369
S3_18.7078m / N2_121.767m 0.428 85.685 -135.148
N3_57.3238m / N2_205.244m 0.428 99.587 -149.68
H1_12.3684m / S3_18.7078m 0.425 126.548 194.561
S3_33.4704m / N2_205.244m 0.424 76.793 -153.13
H1_12.3684m / Ar3_21.8253m 0.423 110.31 -18.305
Ne3_15.5509m / N2_205.244m 0.423 74.743 -152.017
O3_88.3323m / N3_57.3238m 0.422 297.947 -316.997
Ar3_21.8253m / N2_205.244m 0.419 83.176 -10.571
Fe3_22.9190m / N2_121.767m 0.418 90.861 -28.354
O3_88.3323m / S3_33.4704m 0.416 593.081 -270.111
S4_10.5076m / Ar3_8.98898m 0.414 206.794 -133.089
O4_25.8832m / Si2_34.8046m 0.41 45.209 78.238
S4_10.5076m / S3_18.7078m 0.41 320.263 -37.828
H1_12.3684m / S3_33.4704m 0.409 118.66 205.23
H1_12.3684m / O1_145.495m 0.408 -1864.77 -718.005
H2_9.66228m / H2_17.0300m 0.406 82.504 30.48
Ar3_8.98898m / N2_205.244m 0.406 84.64 -108.995
S4_10.5076m / S3_33.4704m 0.406 285.169 17.998
S3_18.7078m / N2_205.244m 0.406 73.539 -133.295
O3_88.3323m / Ar2_6.98337m 0.405 110.162 -273.012
H2_12.2752m / H2_17.0300m 0.405 101.622 69.297
H1_12.3684m / Ne2_12.8101m 0.405 60.832 47.995
S4_10.5076m / O1_63.1679m 0.404 -1237.19 -50.8
S4_10.5076m / Fe2_25.9811m 0.403 135.003 -158.851
O4_25.8832m / Fe2_25.9811m 0.403 41.974 22.719
S4_10.5076m / Ar2_6.98337m 0.403 91.98 -184.136
O3_88.3323m / Si2_34.8046m 0.403 227.883 -107.856
O4_25.8832m / Fe2_17.9314m 0.4 42.076 -9.965
S4_10.5076m / Fe2_17.9314m 0.4 187.512 -392.413
O3_88.3323m / H2_17.0300m 0.399 766.153 -1578.728
S4_10.5076m / Ar3_21.8253m 0.399 203.557 -364.099
S4_10.5076m / N3_57.3238m 0.399 164.224 -77.437
S4_10.5076m / Fe3_22.9190m 0.392 185.443 -234.334
O4_25.8832m / Ar2_6.98337m 0.392 36.116 -9.663
O3_88.3323m / Ar3_8.98898m 0.387 284.905 -318.54

Table A.2. continued.

Line ratio ρ A B

S4_10.5076m / Ne2_12.8101m 0.385 78.214 -62.4
S3_33.4704m / Ar2_6.98337m 0.384 126.295 -249.556
Ne3_15.5509m / H2_17.0300m 0.38 -1741.288 2919.958
S3_18.7078m / Ar2_6.98337m 0.378 124.451 -226.135
O4_25.8832m / H2_12.2752m 0.377 244.608 -264.916
O3_88.3323m / Ne2_12.8101m 0.376 104.286 -149.435
O3_88.3323m / Ar3_21.8253m 0.376 293.241 -666.594
H1_12.3684m / N3_57.3238m 0.375 86.295 108.161
Fe3_22.9190m / N2_205.244m 0.374 83.949 -49.791
Ne3_15.5509m / Ar2_6.98337m 0.372 124.621 -254.015
O4_25.8832m / Ne2_12.8101m 0.37 34.232 31.129
S4_10.5076m / O3_88.3323m 0.368 532.903 278.691
Ne3_15.5509m / Si2_34.8046m 0.368 400.122 -32.15
O3_88.3323m / Fe3_22.9190m 0.368 310.557 -561.035
Ne5_24.2065m / H2_28.2130m 0.365 81.471 104.607
O4_25.8832m / Fe3_22.9190m 0.365 45.404 20.622
Ne3_15.5509m / Ar3_8.98898m 0.364 572.285 -415.788
Ne5_24.2065m / H2_17.0300m 0.363 86.667 152.264
Ne5_14.3228m / H2_28.2130m 0.362 77.986 107.966
O4_25.8832m / O1_63.1679m 0.362 82.694 120.192
Ne5_14.3228m / H2_17.0300m 0.36 80.987 151.057
O3_88.3323m / LTIR500.500m 0.36 224.753 564.26
O3_88.3323m / H2_28.2130m 0.359 31.542 -53.397
O3_88.3323m / C2_157.636m(1) 0.356 663.323 -302.962
S4_10.5076m / H2_12.2752m 0.355 -120.152 293.134
S3_33.4704m / Ne2_12.8101m 0.352 100.569 -78.356
O3_88.3323m / Fe2_17.9314m 0.351 212.062 -530.383
LTIR500.500m / N2_121.767m 0.351 110.802 -517.864
Ne3_15.5509m / H2_28.2130m 0.35 32.395 -40.951
Ne3_15.5509m / Ar3_21.8253m 0.35 613.279 -1152.203
O4_25.8832m / O1_145.495m 0.349 96.075 35.9
S3_18.7078m / Ne2_12.8101m 0.347 100.916 -64.499
H2_9.66228m / H2_28.2130m 0.346 64.117 9.046
Ar3_21.8253m / Ne2_12.8101m 0.346 137.09 130.134
Ne_315.5509m / Ne2_12.8101m(2) 0.344 104.82 -92.819
Ar3_21.8253m / Ar3_8.98898m 0.344 4298.962 5038.792
Ne3_15.5509m / Fe2_17.9314m 0.342 436.726 -948.463
O4_25.8832m / Ar3_8.98898m 0.34 45.886 51.343
O3_88.3323m / S3_18.7078m 0.337 591.496 -356.255
Ne3_15.5509m / S3_33.4704m 0.337 5021.612 -209.836
O4_25.8832m / N3_57.3238m 0.334 42.652 57.234
Ne3_15.5509m / LTIR500.500m 0.334 385.81 1115.446
O4_25.8832m / LTIR500.500m 0.334 47.755 219.676
Ar3_8.98898m / Ne2_12.8101m 0.334 124.763 -16.237
S4_10.5076m / O1_145.495m 0.333 -291.079 323.948
O4_25.8832m / Ar3_21.8253m 0.331 46.423 -1.869
Ne3_15.5509m / Fe3_22.9190m 0.33 496.239 -680.146
Ne3_15.5509m / N3_57.3238m 0.33 334.664 -182.823
O4_25.8832m / H2_9.66228m 0.328 490.167 -363.316
O4_25.8832m / S3_33.4704m 0.328 50.857 89.695
Ne5_24.2065m / N2_205.244m 0.326 33.235 58.843
Ne5_24.2065m / N2_205.244m 0.326 33.235 58.843
O4_25.8832m / S3_18.7078m 0.326 52.269 80.948
N3_57.3238m / Ar2_6.98337m 0.324 211.817 -319.099
Ne5_14.3228m / N2_205.244m 0.324 32.284 60.815
Ne5_24.2065m / N2_121.767m 0.322 35.963 69.431
Ne5_14.3228m / N2_121.767m 0.32 35.07 71.342
N3_57.3238m / Ne2_12.8101m 0.32 145.588 -44.665
O3_88.3323m / Fe2_25.9811m 0.318 171.32 -287.367
S3_18.7078m / Ar3_8.98898m 0.318 572.867 -293.951
Si2_34.8046m / N2_205.244m 0.316 75.291 -127.086
Si2_34.8046m / N2_121.767m 0.313 89.742 -135.462
H1_12.3684m / Ne3_15.5509m 0.312 131.48 227.804
H2_12.2752m / H2_28.2130m 0.312 77.74 32.316
Ne5_24.2065m / Ar2_6.98337m 0.311 38.156 71.118
Ne5_24.2065m / H2_12.2752m 0.311 266.128 297.313
S3_18.7078m / Fe3_22.9190m 0.311 541.475 -634.385
S3_18.7078m / H2_17.0300m 0.31 -15169.963 20996.747
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Table A.2. continued.

Line ratio ρ A B

Ne5_14.3228m / Ar2_6.98337m 0.308 37.532 73.659
S3_18.7078m / Fe2_17.9314m 0.307 357.808 -684.135
Ne5_14.3228m / H2_12.2752m 0.307 226.448 275.349
S3_33.4704m / Fe3_22.9190m 0.299 531.155 -699.26
Ne5_24.2065m / Ne2_12.8101m 0.299 34.38 107.357
Ne3_15.5509m / S3_18.7078m 0.298 -20086.043 4185.186
S3_33.4704m / H2_17.0300m 0.298 1494.699 -2272.294
Ne5_14.3228m / Ne2_12.8101m(2) 0.297 33.683 108.606
Ne3_15.5509m / C2_157.636m 0.296 -1935.617 158.812
O4_25.8832m / Ne3_15.5509m 0.295 54.356 92.73
Lbol / LTIR500.500m(3) 0.744 94.186 -7.617
Lbol / O2_3726+9A 0.657 83.845 -199.221
Lbol / S2_6716+30A 0.654 89.291 -289.073
Lbol / S3_9069+532A 0.643 166.175 -442.796
Lbol / N2_6548+84A 0.633 56.068 -182.48
Lbol / O1_6300+63A 0.626 90.88 -388.582
Lbol / O2_7320+30A 0.561 99.197 -416.007
He1_4471.49A / LTIR500.500m 0.485 101.138 389.835
O3_5007+4959A / LTIR500.500m 0.482 129.647 218.446
He2_4685.64A / O1_6300+63A 0.474 30.351 37.215
O3_4363.21A / LTIR500.500m 0.474 89.804 330.476
H1_6562.81A / LTIR500.500m 0.467 90.408 185.749
He1_4471.49A / S2_6716+30A 0.46 98.497 63.539
He1_4471.49A / O1_6300+63A 0.459 100.364 -38.5
He1_4471.49A / O2_3726+9A 0.456 85.291 133.629
He1_7065.22A / LTIR500.500m 0.455 91.203 365.114
He2_4685.64A / S2_6716+30A 0.452 31.702 66.998
He1_4471.49A / N2_6548+84A 0.448 61.434 35.734
H1_6562.81A / O1_6300+63A 0.446 89.915 -196.585
He2_4685.64A / N2_6548+84A 0.445 26.832 54.478
H1_6562.81A / S2_6716+30A 0.441 76.735 -77.414
O3_4363.21A / O1_6300+63A 0.441 78.211 -35.368
H1_6562.81A / O2_3726+9A 0.439 73.687 -12.733
O3_4363.21A / N2_6548+84A 0.435 56.741 23.599
H1_6562.81A / N2_6548+84A 0.433 55.108 -64.184
O3_5007+4959A / N2_6548+84A 0.432 74.729 -121.723
He2_4685.64A / O2_3726+9A 0.431 31.665 92.547
He1_7065.22A / O1_6300+63A 0.431 84.558 -15.205
S3_9069+532A / N2_6548+84A 0.43 90.149 -58.788

Table A.2. continued.

Line ratio ρ A B

O3_4363.21A / S2_6716+30A 0.43 104.103 26.316
He1_7065.22A / N2_6548+84A 0.43 53.519 44.727
He1_7065.22A / S2_6716+30A 0.429 85.351 71.304
O3_5007+4959A / S2_6716+30A 0.428 130.992 -201.584
O3_4363.21A / O2_3726+9A 0.428 83.402 108.7
O3_5007+4959A / O1_6300+63A 0.428 122.712 -307.378
He1_7065.22A / O2_3726+9A 0.428 74.339 130.894
O3_4363.21A / O2_7320+30A 0.426 94.94 -46.28
O3_5007+4959A / O2_3726+9A(3) 0.425 116.705 -78.682
He2_4685.64A / O2_7320+30A 0.417 34.159 36.552
He1_4471.49A / S3_9069+532A 0.417 165.225 216.826
O2_3726+9A / N2_6548+84A 0.415 201.998 -192.16
O2_7320+30A / N2_6548+84A 0.414 162.477 132.045
O3_5007+4959A / S3_9069+532A 0.41 371.586 -352.117
He2_4685.64A / LTIR500.500m 0.409 33.221 177.064
O3_4363.21A / S3_9069+532A 0.406 144.841 156.083
He1_4471.49A / O2_7320+30A 0.404 112.029 -6.214
S3_9069+532A / S2_6716+30A(3) 0.402 211.532 -128.321
S3_9069+532A / O2_3726+9A 0.396 185.958 44.773
He1_7065.22A / O2_7320+30A 0.392 89.482 -7.637
He1_7065.22A / S3_9069+532A 0.39 121.28 187.334
H1_6562.81A / S3_9069+532A 0.39 136.392 -66.812
O3_5007+4959A / O2_7320+30A 0.385 154.476 -389.291
O3_4363.21A / O3_5006.84A 0.382 254.49 482.617
O3_4363.21A / O3_5007+4959A 0.382 249.591 505.516
He2_4685.64A / S3_9069+532A 0.378 36.926 103.908
H1_6562.81A / O2_7320+30A 0.374 98.921 -209.783
S2_6716+30A / N2_6548+84A 0.373 157.312 -5.541
O2_7320+30A / S2_6716+30A 0.347 840.02 810.936
O2_7320+30A / O2_3726+9A 0.343 437.593 811.678
LTIR500.500m / N2_6548+84A 0.326 151.553 -489.71
S3_9069+532A / O1_6300+63A 0.319 199.35 -316.807
O3_4363.21A / He1_4471.49A 0.306 628.672 -88.671
He2_4685.64A / He1_4471.49A 0.305 51.199 68.665
He2_4685.64A / H1_6562.81A 0.304 54.035 170.776

The fits are of the form Y = AX + B where Y = fesc,HII [%] and X =
log10(R) for a given line ratio R. (1): See Figs. 12 and 13. (2): See Figs.
14 and 15. (3): See Figs. 16 and 17.
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Table A.3. Table comparing the predicted H i column densities and H i gas masses to values from the literature.

# Galaxy log MH i(0)
pred log MH i(1)

obs log N(H i)max,pred log N(H i)min,pred log N(H i)obs

1 Haro2 8.37+0.09
−0.07 8.58+0.06

−0.08 19.47 18.79 19.6–20.52

2 Haro3 7.93+0.70
−0.46 9.05+0.01

−0.01 18.92 18.29
3 Haro11 9.75+0.21

−0.15 8.70+0.18
−0.30 19.08 18.73

4 He2-10 7.56+0.18
−0.33 8.49+0.03

−0.03 19.33 18.74
5 HS0052+2536 9.79+0.06

−0.06 <10.68 20.0 18.54
6 HS0822+3542 4.94+0.84

−1.71 7.75+0.09
−0.11 21.67 21.67

7 HS1222+3741 8.39+0.17
−0.35 20.16 20.16

8 HS1304+3529 8.83+0.08
−0.07 20.42 20.42

9 HS1319+3224 6.4+1.07
−1.25 18.46 17.86

10 HS1330+3651 8.43+0.46
−1.05 20.37 20.37

11 HS1442+4250 5.48+0.59
−0.56 8.49+0.01

−0.01 20.84 19.29
12 IIZw40 8.52+0.11

−0.11 8.75+0.06
−0.08 19.18 18.96

13 IZw18 7.68+0.13
−0.11 8.0+0.06

−0.08 20.27 19.12 21.0–21.52; 21.28±0.033

14 Mrk153 8.56+0.06
−0.06 <8.84 19.61 18.4

15 Mrk209 6.87+0.08
−0.10 7.44+0.03

−0.03 19.87 18.59
16 Mrk930 9.62+0.04

−0.06 9.5+0.05
−0.05 19.54 19.54

17 Mrk1089 9.39+0.21
−0.26 10.17+0.03

−0.04 18.96 18.33
18 Mrk1450 7.49+0.15

−0.17 7.63+0.06
−0.08 19.27 18.81

19 NGC1140 8.01+0.15
−0.14 9.54+0.10

−0.13 18.43 18.28
20 NGC1569 8.47+0.04

−0.04 8.25+0.06
−0.08 19.26 18.98

21 NGC1705 6.63+0.12
−0.09 7.88+0.05

−0.06 19.1 17.97
22 NGC5253 7.85+0.35

−0.30 8.03+0.02
−0.03 18.83 18.79

23 NGC625 5.46+0.66
−0.63 8.04+0.07

−0.09 19.16 18.72
24 Pox186 5.3+1.14

−1.71 <6.30 19.75 19.3
25 SBS0335-052 8.72+0.09

−0.09 8.64+0.04
−0.05 21.29 18.85 21.4–21.72; 21.7±0.053

26 SBS1159+545 8.22+0.11
−0.15 <7.80 21.04 20.13

27 SBS1211+540 6.69+0.40
−0.51 7.75+0.06

−0.08 20.56 20.56
28 SBS1249+493 8.41+0.37

−0.45 9.0+0.17
−0.29 20.11 19.65

29 SBS1415+437 7.79+0.07
−0.10 8.64+0.04

−0.05 20.8 20.8
30 SBS1533+574 8.74+0.04

−0.04 9.48+0.05
−0.05 19.57 19.08

31 Tol1214-277 2.41+0.73
−0.23 <8.51 19.93 19.93

32 UM448 8.26+0.31
−1.05 9.78+0.11

−0.14 19.26 18.68
33 UM461 7.07+0.24

−0.30 7.86+0.02
−0.02 20.01 19.48

34 VIIZw403 6.06+0.33
−0.35 7.51+0.03

−0.04 19.88 19.61
35 UGC4483 6.0+0.38

−0.51 7.40+0.02
−0.02 20.44 19.42

36 UM133 8.01+0.08
−0.09 8.33+0.02

−0.02 20.38 20.38
37 HS0017+1055 7.66+0.39

−0.41 <8.24 20.43 20.43
38 HS2352+2733 4.53+0.70

−0.78 <10.36 18.77 18.77
39 NGC4214-c 7.17+0.36

−0.42 <8.58 18.95 17.43 21.12±0.033

40 NGC4214-s 6.61+0.11
−0.13 <8.58 19.02 18.34 21.12±0.033

This table complements the discussion from Sect. 7.2.2 and the H i gas mass comparison presented in Fig. A.2. (0): The interval is the highest
density interval at 94%. (1): Rémy-Ruyer et al. (2014) (2): Kunth et al. (1998) (3): James et al. (2014)
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