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Abstract

Meta-materials are utilized for bringing passive attenuation solution especially in the acoustics and vibration domains.
Generally speaking, they are composed of an array or a chain of meta-cells. Here the vibratory energy exchanges be-
tween particles of a nonlinear meta-cell are studied. The meta-cell is composed of an outer mass which houses an
inner mass with a compound nonlinear restoring forcing term. It is globally non-smooth, containing pure cubic and
piece-wise linear terms, which constitutes a new type of nonlinearity for such mass-in-mass cells. The complexified
form of system equations is treated by the multiple time scale method to find out its fast and slow dynamics, leading
to determination of the slow invariant manifold as well as the singular and equilibrium points of the system. The com-
pound nonlinear restoring forcing function of the inner mass makes the global geometry of the slow invariant manifold
to be different from those of systems with pure cubic nonlinearities, for example, including four singular lines and two
distinct unstable zones. Amplitude dependency of the frequency of such a nonlinear system in the conservative form
is represented by the backbone curves. Furthermore, detected equilibrium points for different external forcing ampli-
tudes are represented by three-dimensional frequency response curves. Finally, analytical predictions are confronted
with numerical results obtained by direct time integration of the system equations. An application of such system can
be the passive control of main systems via embedding another nonlinear oscillator inside it. Moreover, such system
can also be extended in the form of an array to create meta-materials.

Keywords: meta-cell, nonlinear restoring force, slow invariant manifold, equilibrium/singular points, isola

1. Introduction

The passive vibratory energy control of different types of systems demands exploitation of linear or nonlinear
nature of some other coupled oscillators. The well established linear system is named as Frahm device [1] or tuned
mass damper [2]. Such linear devices are very efficient around the tuned frequency, however they lose their efficiencies
elsewhere. To overcome this drawback, Roberson [3] supplemented a cubic part to the linear restoring forcing function5

of the vibration absorber showing that its range of working frequency increases with respect to the linear absorber.
Then, the work of Roberson was extended by Henry and Tobias [4, 5] to consider a general model of two degrees
of freedom (dof) nonlinear systems focusing on endowing nonlinear characteristics of coupled oscillators for control
and isolation. Since then, different types of nonlinear passive absorbers have been developed: pendulum type [6, 7],
autoparametric [8], magnetic field based nonlinear absorbers [9, 10], nonlinear softening controllers via arrays of10

Belleville washers mounted back to back [11, 12], the bow-type or shallow springs (or shallow buckled beam) [13],
impact dampers [14, 15] and nonlinear energy sink (NES) [16, 17, 18]. The NES in its early developments was
composed of a cubic nonlinear restoring forcing function [17]. Then, other types of nonlinearaties were exploited
for designing the NES: i) nonsmooth systems including vibro impact [19, 20, 21], piece-wise linear [22, 23, 24]
and Bouc-Wen type [25]. Such systems have been applied in many domains such as mechanics and acoustics, with15

applications in aeroelastic domains [26, 27, 28, 29, 30], structural engineering [31, 32, 33] and noise control [34, 35].
In this paper, we consider a grounded cell composed of an outer mass which houses an inner mass. The coupling
between the two masses is a spacial combinational nonlinearity. The global form of governing system equations are
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Figure 1: Model of the mass-in-mass meta-cell. The inner mass, m2, with nonlinear restoring forcing function F(α) is housed by the outer mass
m1.

.

the same as two coupled oscillators, such as a main system and a NES. In this paper, we aim to develop analytical
tools for designing this system, which can be used for the passive control of the outer mass or as a first step towards20

an array of nonlinear mass-in-mass meta-cells. Such systems can present interesting properties such as negative
equivalent mass and stiffness [36].
This paper is organized as follows: The studied system is presented in Sect. 2. Analytical methods applied for solving
the equations of motion are discussed in Sect. 3. Different system dynamics are detected in Sect. 4. Analytical results
are compared with numerical ones in Sect. 5. Finally, conclusions are drawn in Sect. 6.25

2. The mass-in-mass cell model

The mass-in-mass cell unit considered in this paper is shown in Fig. 1. It consists of an outer rigid mass m1 with
generalized displacement u1 and an inner rigid mass m2 having the generalized displacement u2. The outer mass is
grounded by a linear spring with constant stiffness k1 and linear damping with a constant coefficient c1. Both masses
are coupled via a damping coefficient, c2, and a nonlinear restoring force, F(α), function of the relative displacement
of the two masses. Besides that, the primary system is forced by an external sinusoidal excitation S (t) = P sin(Ωt).
The governing system equations in the time domain t are:{

m1u′′1 + k1u1 + c1u′1 + F(u1 − u2) + c2(u′1 − u′2) = P sin(Ωt)
m2u′′2 + F(u2 − u1) + c2(u′2 − u′1) = 0 (1)

where (.)′ stands for derivative with respect to t.
Let us suppose that F(α) is odd, reading as:

F(α) = −F(−α) =


kNLα

3 if −δ ≤ α ≤ δ
kL(α − δ) + kNLδ

3 if α > δ
kL(α + δ) − kNLδ

3 if α < −δ
(2)

In details, the function F(α) is cubic in the clearance of 2δ and it becomes linear elsewhere. The schematic represen-
tation of F(α) is illustrated in Fig. 2. Let us introduce a nondimensionalized time τ as:

τ = ωt =

√
k1

m1
t (3)

We assume 0 < ϵ = m2
m1
≪ 1 and the following parameters are introduced:

ϵζ1 =
c1√
k1m1

, ϵζ2 =
c2√
k1m1

, ϵγ =
P
k1
,=
Ω

ω

ϵ f (u1 − u2) =
F(u1 − u2)

k1
, ϵKNL =

kNL

k1
, ϵKL =

kL

k1

(4)
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Figure 2: The odd restoring forcing function F(α) (see Eq. (2)).

Consequently, Eq. (1) adopts the dimensionless expression: ü1 + u1 + ϵζ1u̇1 + ϵ f (u1 − u2) + ϵζ2(u̇1 − u̇2) = ϵγ sin(ϑτ)
ϵü2 + ϵ f (u2 − u1) + ϵζ2(u̇2 − u̇1) = 0

(5)

where ( ˙ ) stands for the derivative with respect to τ.
Moreover, we introduce new variables w and v which correspond to the centre of mass of the two particles and the
relative displacement, respectively: [

w
v

]
=

[
1 ϵ
1 −1

] [
u1
u2

]
(6)

Then Eq. (5) can be re-written in the following form: ẅ + w + ϵv + ϵζ1(ẇ + ϵv̇) = ϵγ sin(ϑτ)
v̈ + w + ϵv + ϵζ1(ẇ + ϵv̇) + f (v)(ϵ + 1) + ζ2v̇(ϵ + 1) = ϵγ sin(ϑτ)

(7)

In the next section, the system variables will be complexified and a Galerkin method will be applied to system equa-
tions.

3. Complexification and multiple time scales method

The complex variables of Manevitch [37, 38] are applied according to the following relationship:φ1eiϑτ = ẇ + iϑw

φ2eiϑτ = v̇ + iϑv
(8)

with i2 = −1.
According to the multiple time scales method [39], the time is decomposed in fast (τ0) and slow scales (τ j = ϵ

jτ, j =
1, 2, ...). Then, we can write:

d
dτ
=
∂

∂τ0
+ ϵ
∂

∂τ1
+ ... (9)
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A Galerkin method based on the truncated Fourier series, via keeping the first harmonics of the system, is used. For a
generic function H(φ1, φ2, φ

∗
1, φ
∗
2), this task is accomplished by:

X(φ1, φ2, φ
∗
1, φ
∗
2) =

ϑ

2π

∫ 2π
ϑ

0
H(φ1, φ2, φ

∗
1, φ
∗
2)e−iϑτdτ (10)

where (.)∗ stands for complex conjugate of a variable. It is assumed that φ1, φ2, φ
∗
1, φ
∗
2 do not depend on fast timescale,

i.e., τ0 = τ. The validity of this assumption will be checked during the multiple scale analysis or via searching an
asymptotic state when τ0 → ∞ [40].
Applying Eq. (8) and (10) in system (7), yields:

1
2
φ̇1 +

iϑφ1

2
+
φ1

2iϑ
+ ϵζ1

(
φ1

2
+ ϵ
φ2

2

)
+ ϵ
φ2

2iϑ
− ϵγ

2i
= 0

1
2
φ̇2 +

iϑ
2
φ2 +

φ1

2iϑ
+ ϵ
φ2

2iϑ
+ ϵζ1

(
φ1

2
+ ϵ
φ2

2

)
+ F (φ2, φ

∗
2)(ϵ + 1) + ζ2

φ2

2
(ϵ + 1) − ϵγ

2i
= 0

(11)

Where F (φ2, φ
∗
2) is:

F (φ2, φ
∗
2) =

ϑ

2π

∫ 2π
ϑ

0
f
φ2eiϑτ − φ∗2e−iϑτ

2iϑ

e−iϑτdτ (12)

It can be shown that
F (φ2, φ

∗
2) = − iφ2

2ϑ
G(|φ2|2), (13)

where

G(|φ2|2) =



3KNL|φ2|2
4ϑ3 if

|φ2|
ϑ
< δ

3KNL|φ2|2
4ϑ3 +

1
4πϑ3|φ2|


−8δKLϑ

3

√
1 − δ

2ϑ2

|φ2|2


+KNL

−6δ|φ2|2ϑ

√
1 − δ

2ϑ2

|φ2|2
+ 12δ3ϑ3

√
1 − δ

2ϑ2

|φ2|2


+(8KL|φ2|ϑ2 − 6KNL|φ2|3) arccos

(
δϑ

|φ2|

)]
if
|φ2|
ϑ
≥ δ

(14)

So one can write:
G(|φ2|2) = g(|φ2|2) + O(ϵ1) (15)

where

g(|φ2|2) =



3KNL|φ2|2
4

if |φ2| < δ

3KNL|φ2|2
4

+
1

4π|φ2|


−8δKL

√
1 − δ

2

|φ2|2


+KNL

−6δ|φ2|2
√

1 − δ
2

|φ2|2
+ 12δ3

√
1 − δ

2

|φ2|2


+(8KL|φ2| − 6KNL|φ2|3) arccos

(
δ

|φ2|

)]
if |φ2| ≥ δ

(16)

In the next section, Eq. (11) will be treated by the method of multiple scales [39] via looking at equations of different30

orders of ϵ. This will lead to the determination of different system dynamics, i.e., fast and slow ones [41]. It should be
mentioned that there are other methods to detect dynamics of such coupled nonlinear systems, such as the harmonic
balance method [42] which seeks for periodic regimes of the system.
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ζ1 ζ2 γ

0.1 0.1 0

Table 1: Parameters of the system.

KNL KL δ

0.1 0.1 5

Table 2: Parameters of the nonlinear restoring forcing function.

4. Detection of different dynamics

4.1. Fast dynamics: ϵ0 order of system equations35

For ϵ0 order, expansion (11) yields: 
∂φ1

∂τ0
= 0⇒ φ1 = φ1(τ1, τ2, ...)

∂φ2

∂τ0
=H (φ1, φ2, φ

∗
1, φ
∗
2)

(17)

Let us seek for an asymptotic state of system when τ0 → ∞. Therefore, it is assumed that when τ0 → ∞, ∂φ2
∂τ0
→ 0.

Considering the system behaviours around a 1:1 resonance, setting ϑ = 1 + σϵ, where σ is a detuning parameter, Eq.
(17) becomes:

H = −iφ2 + iφ1 + iφ2g(|φ2|2) − ζ2φ2 = 0 (18)

H is called Slow Invariant Manifold (SIM), which is a geometrical representation for asymptotic states covering all
equilibria of the system. It is worthwhile to mention that, looking to Eq. (17) and (18), the hypothesis of applying Eq.
(10) is verified.
Let us express the complex variables of Manevitch in the polar domain as functions of amplitudes (N j) and phases
(δ j):

φ j = N jeiδ j (19)

Where N j ∈ R+ and δ j ∈ R, j = 1, 2.
The SIM in real domain is obtained by applying Eq. (19) in (18). It reads:

N1 = N2

√
(1 − g(N2

2 ))2 + ζ2
2 (20)

4.1.1. An example of SIM
Let us consider the parameters of Tables 1 and 2. The SIM of the system, obtained from Eq. (20), is presented in

Fig. 3. It is seen that, considering a compound nonlinearity for the inner mass (see Eq. (2) and Fig. 2), the geometry
of the SIM differs from corresponding ones of systems with pure cubic and piecewise-linear nonlinearities [43, 44],
which present two local extrema, while here the SIM exhibits four local extrema.40

4.2. Stability analysis of the SIM

In order to detect the stable areas of the SIM, the second equation of system (17) is linearized after linear pertur-
bation of φ2, as it follows: φ2 → φ2 + ∆φ2

φ∗2 → φ∗2 + ∆φ∗2
(21)

where |∆φ2| << |φ2|.
Since φ1 is independent of τ0 (see the first equation of system (17)), we do not perturb φ1 for this analysis. Applying

5
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Figure 3: The SIM obtained from Eq. (20). Parameters of the system are reported in Tables 1 and 2.

the perturbed complex variables of Eq. (21) in Eq. (17), the following system can be obtained:
∂φ2

∂τ0

∂φ∗2
∂τ0

 =M
[
∆φ2
∆φ∗2

]
(22)

with

M =
[
M11 M12
M21 M22

]
(23)

The components of M are:
M11 = i[g′(|φ2|2)|φ2|2 + g(|φ2|2) − 1] − ζ2
M12 = iφ2

2g′(|φ2|2)

M21 = −iφ∗22 g′(|φ2|2)

M22 = −i[g′(|φ2|2)|φ2|2 + g(|φ2|2) − 1] − ζ2

where g′(|φ2|2) is the derivative of Eq. (16) with respect to |φ2|2.
The characteristic equation of the matrix M is:

det(M) = λ2 − (M11 + M22)λ + M11M22 − M12M21 = 0 (24)

where λ j, j = 1, 2, are eigenvalues of the system. The following relations can be defined from Eq. (24):

λ1 + λ2 = M11 + M22 = −2ζ2 < 0
λ1λ2 = M11M22 − M12M21

(25)

We distinguish two cases:

• If M11M22 − M12M21 > 0:

If λ1 and λ2 are real, then they both are certainly negative (λ1 + λ2 < 0), so the zone is stable;

If λ1 and λ2 are complex, then their real parts should be −ζ2, so the zone is stable.45

• If M11M22 − M12M21 < 0, then the real part of one of eigenvalues is positive, so the zone is unstable.

6



Figure 4: The SIM and its stability borders (- - -). Parameters of the system are reported in Tables 1 and 2.

As a summary, the borders between stable and unstable zones of the SIM can be written as:

M11M22 − M12M21 = 0 (26)

which leads to:

1 − 2g(|φ2|2) + g2(|φ2|2) − 2g′(|φ2|2)|φ2|2 + 2g(|φ2|2)g′(|φ2|2)|φ2|2 + g′2(|φ2|2)|φ2|4 − g′2(|φ2|2)φ2
2φ
∗
2

2 + ζ2
2 = 0 (27)

Figure 4 collects the stability borders obtained by Eq. (27).

4.3. Slow dynamics: ϵ1 order of system equations
The first equation of system (11) at O(ϵ1) reads:

dφ1

dτ1
= E1(φ1, φ2, φ

∗
1, φ
∗
2) (28)

where
E1(φ1, φ2, φ

∗
1, φ
∗
2) = −2iσφ1 − ζ1φ1 + iφ2 − iγ = 0 (29)

The evolution of the SIM (see Eq. (18)) in τ1 time scale leads to:

dH

dτ1
=
∂H

∂φ1

∂φ1

∂τ1
+
∂H

∂φ∗1

∂φ∗1
∂τ1
+
∂H

∂φ2

∂φ2

∂τ1
+
∂H

∂φ∗2

∂φ∗2
∂τ1
= 0

dH ∗

dτ1
=
∂H ∗

∂φ1

∂φ1

∂τ1
+
∂H ∗

∂φ∗1

∂φ∗1
∂τ1
+
∂H ∗

∂φ2

∂φ2

∂τ1
+
∂H ∗

∂φ∗2

∂φ∗2
∂τ1
= 0

(30)

Equation (30) can also be written in matrix form as:
∂H

∂φ2

∂H

∂φ∗2

∂H ∗

∂φ2

∂H ∗

∂φ∗2

︸              ︷︷              ︸
B


∂φ2

∂τ1

∂φ∗2
∂τ1

 = −

∂H

∂φ1

∂H

∂φ∗1

∂H ∗

∂φ1

∂H ∗

∂φ∗1



∂φ1

∂τ1

∂φ∗1
∂τ1

 (31)
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Let us seek for singular and equilibrium points, which mainly correspond to non-periodic and periodic regimes,
respectively [40]:50

Singular points. The following conditions are set:
E1(φ1, φ2, φ

∗
1, φ
∗
2) = 0

H (φ1, φ2, φ
∗
1, φ
∗
2) = 0

det(B) = 0
(32)

Equilibrium points. The following conditions are set:
E1(φ1, φ2, φ

∗
1, φ
∗
2) = 0

H (φ1, φ2, φ
∗
1, φ
∗
2) = 0

det(B) , 0
(33)

It should be mentioned that if the singularities coincide with equilibrium points (i.e. fold singularities), the system
repeatedly bifurcates, presenting strongly modulated responses [45].
From det(B) = 0, the amplitudes of all possible singular points are determined as:

1 + g2(N2
2 ) − 2g(N2

2 ) − 2N2
2 g′(N2

2 ) + 2N2
2 g(N2

2 )g′(N2
2 ) + ζ2

2 = 0 (34)

Furthermore, when we solve ∂N
2
1

∂N2
= 0 from Eq. (20) in order to find the local extrema of the SIM, we arrive at Eq.

(34). This means that the positions of the singular points amplitudes, namely singular lines, coincide with those of
local extrema of the SIM which are housed by stability borders as well. These extrema are marked as I, II, III and IV
in Fig. 4.
From (33), equilibrium points are computed as:

N2
2 g2(N2

2 )(4σ2 + ζ2
1 ) + N2

2 g(N2
2 )(−8σ2 + 4σ − 2ζ2

1 )
+N2

2 (ζ2
1ζ

2
2 + 2ζ1ζ2 + 4σ2 − 4σ + 1 + ζ2

1 + 4σ2ζ2
2 ) − γ2 = 0 (35)

Detection of N2 as roots of Eq. (35) in a direct manner is a challenging task due to the nature of the equation. If
we reorganize this equation with respect to σ, it becomes a polynomial of degree two (Eq. (36)) which is easy to be
solved. (

4N2
2 g2(N2

2 ) − 8N2
2 g(N2

2 ) + 4N2
2 + 4N2

2ζ
2
2

)
σ2 +

(
4N2

2 g(N2
2 ) − 4N2

2

)
σ

+N2
2

(
g2(N2

2 )ζ2
1 − 2g(N2

2 )ζ2
1 + ζ

2
1ζ

2
2 + 2ζ1ζ2 + 1 + ζ2

1

)
− γ2 = 0

(36)

For a given N2, Eq. (36) can be solved with respect to σ, then one can obtain the frequency response curve in term of
N2 for a given forcing amplitude γ. Subsequently, the frequency response curve in term of N1 can be obtained by the
equation of the SIM (see Eq. (20)).

4.4. Tracing the backbone curves of the system
After detection of all equilibrium points of the system, which are clarified in Eq. (36), we can obtain the backbone

curves [39] via setting the excitation and damping terms of the system equals to zero. In other words, the backbone
curves define nonlinear modal characteristics of conservative systems, showing an amplitude dependency of the fre-
quency in the studied nonlinear system. The latter is a classical phenomenon in nonlinear dynamical systems. Thus,
Eq. (36) reads: (

4g2(N2
2 ) − 8g(N2

2 ) + 4
)
σ + 4g(N2

2 ) − 4 = 0 (37)

Backbone curves of the system as a function of detuning parameter σ or the frequency (ϑ = 1 + σϵ) are obtained55

from Eq. (37) and then from Eq. (20). The three-dimensional view of the backbone curves, which are composed of
three branches, namely B1, B2 and B3, is illustrated in Fig. 5. The projection of Fig. 5 on the N1-N2 plane is plotted
in Fig. 6, which represents the SIM of the system when damping terms are zero. These figures show the emergence
of complicated and possibly non-continuous frequency responses, indicating the possible existence and positions of
isola in the system. The frequency response curves of the meta-cell are presented in Sect. 5.2, followed by some more60

discussions on backbone curves in Sect. 5.3.
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Figure 5: Backbone curves of the system.

Figure 6: Projection of the backbone curves of Fig. 5 in the N1-N2 plane.
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(a)

(b) (c)

Figure 7: a) Amplitudes of singular points with respect to the parameter KL of restoring forcing function. The black solid line represents the SIM
of the system for KL = 0.5 and the two other parameters of Table 2; b) N1 versus KL; c) N2 versus KL.

4.5. Fine tuning of the SIM via parametric study of the singular points

From Eq. (34), it is seen that the positions of singular lines depend on parameters of the non-linear restoring
forcing function, which are provided in Table 2. In this subsection, the progressions of the singular lines are illustrated
by varying each parameter of the restoring forcing function, i.e., KL, KNL and δ. In all figures presented here, the65

position of singular lines I and III (local maxima of the SIM) are in black and pink colour, respectively, while the
position of II and IV (local minima of the SIM) are in red and green, respectively.
As an example, the three-dimensional view of positions of amplitudes of singular points, N1 and N2, for sweeping KL

and fixed two other parameters of Table 2 is illustrated in Fig. 7a. For the sake of clarity, a SIM is plotted in the same
figure for KL = 0.5. Two-dimensional views of this figure are presented in Figs. 7b and 7c. From these figures, it is70

noticed that KL affects only the position of the singular lines III and IV of Fig. 4: if the value of KL increases, their
amplitudes in terms of N1 and N2 increase too. However, there is a value of KL beyond which the singular lines III
and IV do not exist. As an example, the corresponding SIM for KL = 1 and other fixed parameters (see Table 2) is
presented in Fig. 8, attesting the disappearance of local extrema III and IV.
For sweeping KNL, the three-dimensional view of singular points amplitudes is illustrated in Fig. 9a and a SIM is75

plotted on the same figure for KNL = 0.5. Two-dimensional views of Fig. 9a are presented in Figs. 9b and 9c. From
these figures, it is seen that KNL has influence on the position of all singular lines, but its effects are significant over
the last two, namely on N1 of the singular line III and on N2 of IV.
For sweeping parameter δ, the three-dimensional view of the singular points amplitudes is illustrated in Fig. 10a. For
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Figure 8: SIM for KL = 1 and other fixed parameters of Table 2.

(a)

(b) (c)

Figure 9: a) Amplitudes of singular points with respect to the parameter KNL of restoring forcing function. The black solid line represents the SIM
of the system for KNL = 0.5 and the two other parameters of Table 2; b) N1 versus KNL; c) N2 versus KNL.
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(a)

(b) (c)

Figure 10: a) Amplitudes of singular points with respect to the parameter δ of restoring forcing function. The black solid line represents the SIM
of the system for δ = 5 and the two other parameters of Table 2; b) N1 versus δ; c) N2 versus δ.

sake of clarity, a SIM is plotted in the same figure for δ = 5. Figures 10b and 10c present two-dimensional views80

of Fig. 10a. From this, it is observed the emergence of the singular lines III and IV from a minimum value of δ.
Increasing this value, the amplitudes of these points increase significantly, mainly in terms of N1 for III and in terms
of N2 for IV.
Let us summarize our observations from mentioned parametric studies here:

• The SIM can be tuned via modifying parameters of the restoring forcing function;85

• These parameters affect mainly the singular lines III (second local maxima) and IV (second local minima) of
the SIM;

• KL affects mainly the singular line IV. Meanwhile, there is a value of KL beyond which the singular lines III and
IV disappear;

• KNL influences the singular lines III and IV in a linear manner;90

• δ influences the singular lines III and IV in a non-linear manner.
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Figure 11: a) The SIM of the system and corresponding numerical results obtained by direct numerical integration of Eq. (7) with γ = 0 (free
response). b) N1 versus τ; c) N2 versus τ. The initial conditions are (w, v, ẇ, v̇) = (7, 7, 0, 0).

5. Numerical examples

In this section, analytical developments of previous sections are compared with results obtained by numerical time
integration of Eq. (7).

5.1. Meta-cell free response95

Let us consider the following initial conditions: (w, v, ẇ, v̇) = (7, 7, 0, 0), illustrated by × symbol in Fig. 11a.
Numerical results are added to the SIM of the system in Fig. 11a, while Figs. 11b and 11c summarize the time
histories of system amplitudes. From Fig. 11a, it is seen that, starting from the initial condition ×, the system follows
the SIM and, after double bifurcations due to the existence of two unstable zones of the SIM (see Fig. 4), the system
reaches the rest position. The different geometry of the SIM, i.e., the possession of two unstable zones, compared to100

the one of systems with pure cubic nonlinearity, can permit more efficient energy exchanges in the meta-cell due to
possible double bifurcations. Furthermore, as it can be seen in Figs. 11b and 11c, the vibratory energy reduction can
be faster or slower depending on which branch of the SIM it occurs, i.e., depending on the energy levels.
For free responses, depending on initial conditions, the system can present two, one or no bifurcations. Let us consider
the initial conditions (w, v, ẇ, v̇) = (2, 2, 0, 0) and (w, v, ẇ, v̇) = (1, 1, 0, 0), represented by × symbol in Figs. 12a and105

12b, respectively. Numerical results of Fig. 12a present a simple bifurcation, while the results of Fig. 12b do not
show any bifurcation due to the position of initial conditions, which are below the threshold of any bifurcation.
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Figure 12: The SIM of the system and corresponding responses obtained by direct numerical integration of Eq. (7) with γ = 0. The initial
conditions are: a) (w, v, ẇ, v̇) = (2, 2, 0, 0); b) (w, v, ẇ, v̇) = (1, 1, 0, 0).

Figure 13: Branch of detected equilibrium points of the system with respect to the de-tuning parameter σ or deriving frequency (ϑ = 1+σϵ) for the
system with γ = 1. Projections of this three-dimensional curve on different plans are presented in grey. The unstable zone of the SIM is represented
in green colour. Results are obtained from Eqs. (36) and (20).

5.2. Meta-cell forced responses
Here, we will present frequency response curves obtained from analytical developments (see Eq. (36)). De-110

pending on the excitation amplitude γ, different frequency responses are observed, including the emergence of an
isola. In addition, numerical results for some frequencies of excitation will be provided and compared with analytical
predictions.

5.2.1. Meta-cell with external forcing amplitude γ = 1
A forced system with γ = 1 is studied. Equilibrium points of the system for sweeping de-tuning parameter σ or115

sweeping deriving frequency (ϑ = 1+σϵ) are obtained from Eq. (36) and, then, from Eq. (20). The three-dimensional
view of corresponding frequency responses of the system is illustrated in Fig. 13, as well as its orthogonal projections
on each plane. In this figure, those equilibrium points situated in unstable zones of the SIM are highlighted. Two-
dimensional views of Fig. 13 are presented in Figs. 14a and 14b. From these figures, it is seen that the system can
present one, two or three equilibrium points according to the position of σ.120

The two-dimensional view of Fig. 13 in terms of N1 and N2 is depicted in Fig. 14c. This figure is a part of the SIM
of the system and it provides necessary information about positions of equilibrium points on the SIM for the given
forcing amplitude and an interval of deriving frequency. In other words, Fig. 14c shows the geometrical positions of
all possible equilibrium points on the SIM for γ = 1 and a given interval of σ. For the sake of clarity, the covered
equilibrium points on the SIM for γ = 1 are framed in Fig. 14d. As a summary, analytical developments permit us to:125
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Figure 14: Two-dimensional views of Fig. 13. a) N1 with respect to the de-tuning parameter σ; b) N2 with respect to σ; c) N1 versus N2; d)
Superposition of Fig. 14c on the SIM of Fig. 3.

• Identify three-dimensional frequency response curves;

• Detect the position of equilibrium points on the SIM for a given forcing amplitude and a sweeping frequency;

• Identify equilibrium points situated in the unstable zones of the SIM. If the system possess only one equilibrium
point and it is situated in the unstable zone, it will present modulated response [46, 47];

• Identify all possible branches of frequency response curves, even the isola, which can correspond to high am-130

plitude levels of the cell. This should be avoided if the objective is the system control, but it can be interesting
if the objective is energy harvesting.

Let us consider some detuning parameters for the case of γ = 1 and compare analytical predictions with numerical
results.

Meta-cell behaviour for σ = 0. For σ = 0, there is only one equilibrium point which is stable (Figs. 14a and 14b). A135

periodic response is thus expected whatever the initial conditions.
The SIM is plotted in Fig. 15a, as well as the corresponding numerical results for γ = 1, σ = 0 and the initial
conditions (w, v, ẇ, v̇) = (0, 0, 0, 0). The behaviour of N1 and N2 over time can be visualized in Figs. 15b and 15c
respectively, from which it is noticed that N1 and N2 present a periodic response, converging to the values of Figs. 14a
and 14b, respectively, for σ = 0.140

Meta-cell behaviour for σ = 0.8. From Figs. 14a and 14b, it is noticed the only equilibrium point for σ = 0.8 is
situated in an unstable zone of the SIM. Thus, a modulated response [46] is expected whatever the initial conditions.
It should be mentioned that this modulated response will be around the first pair of local extrema of the SIM (I and II
in Fig. 4) because of the predictions depicted in Figs. 14c and 14d.
The SIM accompanied by numerical results for γ = 1, σ = 0.8 and the initial conditions (w, v, ẇ, v̇) = (0, 0, 0, 0) are145

presented in Fig. 16a. The behaviour of N1 and N2 over time can be visualized in Figs. 16b and 16c respectively, from
which it is noticed that N1 and N2 present a modulated response, as predicted. These results show that the modulated
response is around local extrema I and II as already predicted by analytical developments.
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Figure 15: a) SIM of the system and corresponding numerical results obtained by direct numerical integration of Eq. (7). b) N1 versus τ; c) N2
versus τ. The system is under external excitation with γ = 1, σ = 0 and the initial conditions are (w, v, ẇ, v̇) = (0, 0, 0, 0).
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Figure 16: a) The SIM of the system and corresponding numerical results obtained by direct numerical integration of Eq. (7). b) N1 versus τ; c)
N2 versus τ. The system is under external excitation with γ = 1, σ = 0.8 and the initial conditions are (w, v, ẇ, v̇) = (0, 0, 0, 0).
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Figure 17: a) The SIM of the system and corresponding numerical results obtained by direct numerical integration of Eq. (7). b) N1 versus τ; c)
N2 versus τ. The system is under external excitation with γ = 1, σ = 1.4 and the initial conditions are (w, v, ẇ, v̇) = (2, 4, 0, 0).

Meta-cell behaviour for σ = 1.4. For σ = 1.4, in Figs. 14a and 14b, there are three possible equilibrium points
which two of them are in the unstable zone of the SIM. Thus, the system presents a periodic or possible modulated150

responses. The numerical results for γ = 1, σ = 1.4 and the initial conditions (w, v, ẇ, v̇) = (2, 4, 0, 0) are presented in
Fig. 17, from which it is noticed that N1 and N2 present a periodic response.

5.2.2. Meta-cell with external forcing amplitude γ = 2
For a forcing amplitude γ bigger than than a certain value, the emergence of an isola is observed. This isola is

represented in red colour in Fig. 18 for γ = 2. Two-dimensional views of Fig. 18 are presented in Figs. 19a and 19b.155

The isola could present high energy levels for the outer cell and be unsafe if the goal is the system control. However,
for energy harvesting aspects, the isola could be interesting.
The two-dimensional view of Fig. 18 in terms of N1 and N2 is depicted in Fig. 19c and it is accompanied by the SIM
in Fig. 19d, highlighting the position of the isola on the SIM for γ = 2. It is seen that the second main part of the
SIM, corresponding to the second local maximum (i.e., point III in Fig. 4), is activated for this set of characteristics160

of external excitation. Let us now consider some detuning parameters for the case of γ = 2 and compare analytical
predictions with numerical results.

Meta-cell behaviour for σ = −1.8. Figure 20a collects the SIM of the system and corresponding numerical results for
γ = 2, σ = −1.8 and the initial conditions (w, v, ẇ, v̇) = (4, 4, 0, 0). The time histories of N1 and N2 can be visualized
in Figs. 20b and 20c respectively. Comparing Figs. 19a and Fig. 20b, one can see that the system is attracted by the165
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Figure 18: Detected equilibrium points of the system with respect to the de-tuning parameter σ or deriving frequency (ϑ = 1 + σϵ) for the system
with γ = 2. The unstable zone of the SIM is represented in green colour. Results are obtained from Eqs. (36) and (20).
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Figure 19: Two-dimensional views of Fig. 18. a) N1 with respect to the de-tuning parameter σ; b) N2 with respect to σ; c) N1 versus N2; d)
Superposition of Fig. 19c on the SIM of Fig. 3.
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Figure 20: a) The SIM of the system and corresponding numerical results obtained by direct numerical integration of Eq. (7). b) N1 versus τ; c) N2
versus τ. Three phases of vibratory energy reduction are depicted in these figures. The system is under external excitation with γ = 2, σ = −1.8
and the initial conditions are (w, v, ẇ, v̇) = (4, 4, 0, 0).

lowest branch of frequency response curves for σ = −1.8.
Besides that, in Fig. 20, we spot three phases of energy reduction, namely: Phase 1 - very quickly; Phase 2 - less
quickly; Phase 3 - slowly. This allows to have an absorber acting in different phases, which can be adjusted with the
proper design of the SIM. Depending on the initial conditions, the system may reaches a higher equilibrium point
located in the isola. This behaviour can be observed for the initial conditions (w, v, ẇ, v̇) = (14, 7, 0, 0) in Fig. 21a.170

This can be spotted via comparing the results of numerical integration (Figs. 21b and 21c) and the values of N1 and
N2 in Figs. 19a and 19b, respectively, for σ = −1.8.
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Figure 21: a) The SIM of the system and corresponding numerical results obtained by direct numerical integration of Eq. (7). b) N1 versus τ; c)
N2 versus τ. The system is under external excitation with γ = 2, σ = −1.8 and the initial conditions are (w, v, ẇ, v̇) = (14, 7, 0, 0).
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Figure 22: a) The SIM of the system and corresponding numerical results obtained by direct numerical integration of Eq. (7). b) N1 versus τ; c)
N2 versus τ. The system is under external excitation with γ = 2, σ = −0.66 and the initial conditions are (w, v, ẇ, v̇) = (6, 9, 0, 0).

Meta-cell behaviour for σ = −0.66. The SIM is plotted in Fig. 22a, accompanied by numerical results for γ = 2,
σ = −0.66 with initial conditions (w, v, ẇ, v̇) = (6, 9, 0, 0). The behaviour of N1 and N2 over time can be visualized in
Figs. 22b and 22c respectively. In this case, it is observed that after double bifurcations the system reaches a periodic175

regime situated on the lowest branch of the frequency response curves.

Meta-cell behaviour for σ = 1. For σ = 1 in Figs. 19a and 19b, it is seen that the equilibrium point is situated in an
unstable zone of the SIM. The SIM is plotted in Fig. 23a, as well as the numerical results for the initial conditions
(w, v, ẇ, v̇) = (0, 0, 0, 0). Time histories of N1 and N2 are presented in Figs. 23b and 23c respectively. From these
figures, it is observed that the system reaches a modulated regime as predicted by analytical developments.180

5.2.3. Meta-cell with external forcing amplitude γ = 10
Equilibrium points of the system for sweeping de-tuning parameter σ are collected in Fig. 24 for γ = 10. Different

two-dimensional views of Fig. 24 are presented in Fig. 25. This figure shows that the forcing amplitude γ = 10
activates both zones of local extrema of the SIM.
As a summary, the analytical developments in this paper permit predicting equilibrium points of the system without185

ignoring possible isola.
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Figure 23: a) The SIM of the system and corresponding numerical results obtained by direct numerical integration of Eq. 7. b) N1 versus τ; c) N2
versus τ. The system is under external excitation with γ = 2, σ = 1 and the initial conditions are (w, v, ẇ, v̇) = (0, 0, 0, 0).

Figure 24: Detected equilibrium points of the system with respect to the de-tuning parameter σ or deriving frequency (ϑ = 1 + σϵ) for γ = 10.
The unstable zone of the SIM is represented in green colour. Results are obtained from Eqs. (36) and (20).
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Figure 25: Two-dimensional views of Fig. 24. a) N1 with respect to the de-tuning parameter σ; b) N2 with respect to σ; c) N1 versus N2; d)
Superposition of Fig. 25c on the SIM of Fig. 3.

5.3. Backbone curves

The backbone curves provide an overall vision of all possible dynamical behaviours of the system, as we can see
in Fig. 26, where the frequency response curves corresponding to different values of γ treated in Sect. 5.2 are added to
Fig. 5. The Fig. 26 shows the emergence of possible non-continuous frequency responses of the system with an isola190

placed in the B2 or B3 branches. Moreover, it is seen that the backbone curves pass (almost) through local extrema of
frequency responses under different external forcing amplitudes.

Figure 26: Backbone and frequency response curves for different values of γ.
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6. Conclusions

Vibratory energy exchanges between particles of a two degree of freedom system are studied. The system can be
considered as a meta-cell that is composed of an outer mass which houses an inner mass with a compound nonlinearity.195

Fast and slow dynamics of the system were investigated, leading to detection of the slow invariant manifold and also of
dynamical characteristic points. The compound nonlinearity of the inner mass results in a slow invariant manifold with
four local extrema, differing from corresponding ones of systems with pure cubic and piecewise-linear nonlinearities.
The frequency response curves, with a three-dimensional view of detected equilibrium points, permit identifying
possible isola and the position of equilibrium points on the slow invariant manifold, especially in its unstable zones.200

Depending on the nature of the equilibrium points and on the existence of singularities, the system can present one,
two or several bifurcations, leading to final periodic or non-periodic regimes. Furthermore, the vibratory energy
reduction can be faster or slower depending on which branch of the slow invariant manifold it occurs, i.e., depending
on the energy levels. This allows to have an absorber acting in different phases, which can be adjusted with the proper
design of the slow invariant manifold.205

Special attention must be paid to systems which present isola. If the objective is the system control, these isola should
not present high energy levels for the cell. However, these isola can be interesting for energy harvesting aspects. The
analytical developments in this paper provide design tools for tuning the compound nonlinearity of the inner mass
for imposed objectives (control or energy harvesting). Moreover, we can design the inner mass in a manner that the
system presents special types of responses, i.e., periodic or non-periodic, for given external forcing characteristics.210

The considered system can be used for the control process of the outer mass by a nonlinear energy sink with compound
nonlinearity or be considered as a single meta-cell with spacial characteristics in a chain of nonlinear mass-in-mass
systems. The outlook of this paper will be the experimentation of such single meta-cell and then the study of it in the
form of a chain.
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