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Abstract

We propose a new approach for the validation of real-world economic scenario
motivated by insurance applications. This approach is based on the statistical test
developed by Chevyrev and Oberhauser [6] and relies on the notions of signature
and maximum mean distance. This test allows to check whether two samples of
stochastic processes paths come from the same distribution. Our contribution is to
apply this test to two stochastic processes, namely the fractional Brownian motion
and the Black-Scholes dynamics. We analyze its statistical power based on numerical
experiments under two constraints:

1. we work in an asymetric setting in which we compare a large sample that rep-
resents simulated real-world scenarios and a small sample that mimics infor-
mation from historical data, both with a monthly time step as often considered
in practice and

2. we make the two samples identical from the perspective of validation methods
used in practice, i.e. we impose that the marginal distributions of the two
samples are the same at a given one-year horizon.

By performing specific transformations of the signature, we obtain high statistical
powers and demonstrate the potential of this validation approach for real-world
economic scenarios. We also discuss several challenges related to the numerical
implementation of this approach, and highlight its domain of validity in terms of
distance between models and the volume of data at hand.

Keywords: real-world economic scenarios, economic scenarios validation, insurance, signa-
ture, maximum mean distance.

1. Introduction
Real-world economic scenarios provide stochastic forecasts of economic variables like interest
rates, equity stocks or indices, inflation, etc. and are widely used in the insurance sector for a
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variety of applications including asset and liability management (ALM) studies, strategic asset
allocation, computing the Solvency Capital Requirement (SCR) within an Internal Model or
pricing assets or liabilities including a risk premium. Unlike risk-neutral economic scenarios
that aim at capturing market expectations about future evolutions at some point in time, real-
world economic scenarios aim at being realistic in view of the historical data and/or expert
expectations about future outcomes. The generation of real-world scenarios raises two essential
questions:

1. Which models should be used?

2. Given a set of real-world economic scenarios, how does one assess their reasonableness?

In this article, we will focus on the second question which is often referred to as the scenarios
validation. In the risk-neutral framework, the validation step consists for example in verifying
the martingality of the discounted values along each scenario. In the real-world framework,
the most widespread practice is to perform a so-called point-in-time validation. It consists in
analyzing the distribution of some variables derived from the generated scenarios (for example
annual log-returns for equity stocks or relative variation for an inflation index) at some specific
dates like one year which is the horizon considered in the Solvency II directive. Generally, this
analysis only focuses on the first moments of the one year distribution as real-world models
are often calibrated by a moment-matching approach. The main drawback of this approach
is that it only allows to capture properties of the simulated scenarios at some point in time.
In particular, the paths between t = 0 and t = 1 year leading to the analyzed variables are
not studied so that properties like clustering, smoothness, high-order autocorrelation, etc. are
not captured. Capturing these properties has its importance as their presence or absence in
the economic scenarios can have an impact for the above-mentioned applications, for example
on a strategic asset allocation having a monthly rebalancing frequency or on the pricing and
hedging of options embedded in life insurance contracts with path-dependent payoff. In this
paper, we propose to address this drawback by comparing the distribution of the stochastic
process underlying the simulated paths to the distribution of the stochastic process underlying
the historical paths. This can be done using a distance between probability measures, called the
Maximum Mean Distance (MMD), and a mathematical object, called the signature, allowing to
encode a continuous path in an efficient and parsimonious way. Based on these tools, Chevyrev
and Oberhauser [6] design a statistical test allowing to accept or reject the hypothesis that the
distributions of two samples of paths are equal. Our contribution is to apply this test to the
validation of real-world stochastic scenarios. To this end, we specify the validation problem in
insurance as an hypothesis testing problem and we study this test from a numerical point of
view. Two constraints are considered in the numerical experiments. The first one is to impose
that the distribution of the annual increments is the same in the two compared samples, which
implies that the current validation procedures cannot distinguish the two samples. Secondly,
in order to mimic the operational process of real world scenarios validation in insurance, we
consider samples of different sizes: the first sample consisting of the historical paths is of small
size (typically below 50) while the second sample consisting of the simulated scenarios is of
greater size (typically above 1000). Our aim is to demonstrate the high statistical power of the
test under these constraints. Numerical results are presented for two risk drivers, namely the
price and the volatility of an equity stock. For the price, the two samples of paths are generated
using two specifications of the volatility in the widespread Black-Scholes dynamics, while for
the volatility, two samples of paths are generated using different Hurst parameter of a fractional
Brownian motion. This model for the volatility is inspired by the work of Gatheral et al [13]
who show that the fractional Brownian motion is highly consistent with historical volatility.
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In the literature, variety of models have been developed for real-world applications in insur-
ance. Those applications relate to (i) pricing and valuation of insurance products, (ii) hedging
strategies for annuity portfolios and (iii) risk calculation for economic capital assessment. On
item (i), we can mention the work of Boudreault et al [4] who study the impact on Conditional
Tail Expectation provision of GARCH and regime-switching models calibrated on historical
data, and the work of Graf et al [15] who perform simulations under the real-world probability
measure to estime the risk-return profile of various old-age provision products. On item (ii),
Zhu et al [30] measure the hedging error of several dynamic hedging strategies along real-world
scenarios for cash balance pension plans while Lin and Yang [23] calculate the value of a large
variable annuity portfolio and its hedge using nested simulations (real-world scenarios for the
outer simulations and risk-neutral scenarios for the inner simulations). Finally, on item (iii),
Hardy et al [20] compare several real-world models for the equity return process in terms of
fitting quality and resulting capital requirements and discuss the problem of the validation of
real-world scenarios. Similarly, Otero et al [25] measure the impact on the Solvency II cap-
ital requirements (SCR) of the use of a regime-switching model in comparison to lognormal,
GARCH and E-GARCH models. Floryszcak et al [11] introduce a simple heuristic (but not
realistic) model for equity returns allowing to avoid over-assessment of the SCR specifically af-
ter market disruptions. On the other hand, Asadi and Al Janadi [1] propose a more complex
model for stocks based on ARMA and GARCH processes that results in a higher SCR than in
the Solvency II standard model. This literature shows the importance of real-world economic
scenarios in various applications in insurance. In particular, we observe that the question of
the consistency of the generated real-world scenarios is barely discussed or only from a specific
angle like the model likelihood or the ability of the model to reproduce the 1 in 200 worst shock
observed on the market.

This article is organized as follows: as a preliminary, we introduce the Maximum Mean
Distance and the signature before describing the statistical test proposed by Chevyrev and
Oberhauser [6], which is based on these two notions and allows to test if two stochastic processes
have the same law using finite numbers of their sample paths. Then, we study this test from
a numerical point of view, with a focus on its power in settings that are realistic in view of
insurance applications. A final section is dedicated to a more thorough presentation of the
signature and its properties.

2. From the MMD and the signature to a two-sample
test for stochastic processes

In this section, we start by introducing the Maximum Mean Distance (MMD), which allows
to measure how similar two probability measures are. Secondly, Reproducing Kernel Hilbert
Spaces (RKHS) are presented as they are key to obtain a simple formula for the MMD. Then,
we briefly introduce the signature object and we show how it allows to construct a RKHS that
we can use to make the MMD a metric able to discriminate two probability measures defined
on the bounded variation paths quotiented by some equivalence relation. Finally, the statistical
test underlying the signature-based validation is introduced. In what follows, X is a topological
space.
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2.1. The Maximum Mean Distance
Definition 1 (Maximum Mean Distance). Let G be a class of functions f : X → R and µ, ν
two Borel probability measures defined on X . The Maximum Mean Distance (MMD) is defined
as:

MMDG(µ, ν) = sup
f∈G

∣∣∣∣∫
X
f(x)µ(dx)−

∫
X
f(x)ν(dx)

∣∣∣∣ . (1)

Depending on G, the MMD is not necessarily a metric1, i.e. we could haveMMDG(µ, ν) = 0
for some µ 6= ν if the class of functions G is not rich enough. A sufficiently rich class of functions
that makes MMDG a metric is for example the space of bounded continuous functions on X
equipped with a metric d (Lemma 9.3.2 of [8]). A sufficient condition on G for MMDG to be a
metric will be given in Theorem 11.

As presented in Definition 1, the MMD appears more as a theoretical tool than a practical
one since computing this distance seems impossible in practice due to the supremum over a class
of functions. However, if this class of function is the unit ball in a reproducing kernel Hilbert
space (RKHS), the MMD is much simpler to estimate. Before setting out this result precisely,
let us make a quick reminder about Mercer kernels and RKHSs.

Definition 2 (Mercer kernel). A mapping K : X × X → R is called a Mercer kernel if it is
continuous, symmetric and positive semi-definite2 i.e. for all finite sets {x1, . . . , xk} ⊂ X and
for all (α1, . . . , αk) ∈ Rk, the kernel K satisfies:

k∑
i=1

k∑
j=1

αiαjK(xi, xj) ≥ 0. (2)

We set:
H0 = span{Kx := K(x, ·) | x ∈ X}. (3)

With these notations, we have the following theorem due to Moore-Aronszajn (see Theorem 2
of Chapter III in [7]):

Theorem 1 (Moore-Aronszajn). Let K be a Mercer kernel. Then, there exists a unique Hilbert
space H ⊂ RX with scalar product 〈·, ·〉H satisfying the following conditions:

(i) H0 is dense in H

(ii) For all f ∈ H, f(x) = 〈Kx, f〉H (reproducing property).

Remark 1. The obtained Hilbert space H is said to be a reproducing kernel Hilbert space (RKHS)
whose reproducing kernel is K.

1It is actually a pseudo-metric, that is a non-negative function d : X × X → R+ such that for all
x, y, z ∈ X ,

(i) d(x, x) = 0

(ii) d(x, y) = d(y, x) (symmetry)

(iii) d(x, z) ≤ d(x, y) + d(y, z) (triangle inequality).

The missing property for d to be a metric is the ability of d to distinguish elements of X , i.e. the property
that d(x, y) = 0 implies x = y for all x, y ∈ X .

2In the kernel learning litterature, it is common to use the terminology "positive definite" instead
of "semi-positive definite" but we prefer the latter one in order to be consistent with the linear algebra
standard terminology.
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We may now state the main theorem about the MMD.

Theorem 2. Let (H,K) a reproducing kernel Hilbert space and let G := {f ∈ H | ‖f‖H ≤ 1}.
If
∫
X
√
K(x, x)µ(dx) < ∞ and

∫
X
√
K(x, x)ν(dx) < ∞, then for X,X ′ independent random

variables distributed according to µ and Y ,Y ′ independent random variables distributed according
to ν and independent from X and X ′, K(X,X ′), K(Y, Y ′) and K(X,Y ) are integrable and:

MMD2
G(µ, ν) = E[K(X,X ′)] + E[K(Y, Y ′)]− 2E[K(X,Y )]. (4)

The proof of this theorem is provided in Appendix A. A natural question at this stage is
that of the choice of the Mercer kernel in order to obtain a metric on the space of probability
measures defined on the space of continuous mappings or at least on a non-trivial subspace of
the space of continuous mappings. In [6], Chevyrev and Oberhauser constructed such Mercer
kernel using the signature, which we will know define.

2.2. The signature
We call "path" any continuous mapping from some time interval [0, T ] to a finite dimensional
vector space E which we equip with a norm ‖ · ‖E . We denote by ⊗ the tensor product defined
on E × E and by E⊗n the tensor space obtained by taking the tensor product of E with itself
n times:

E⊗n = E ⊗ · · · ⊗ E︸ ︷︷ ︸
n times

. (5)

The space in which the signature takes its values is called the space of formal series of tensors.
It can be defined as:

T (E) =
{

(tn)n≥0 | ∀n ≥ 0, tn ∈ E⊗n
}

(6)

with the convention E⊗0 = R.

In a nutshell, the signature of a path X is the collection of all iterated integrals of X against
itself. In order to be able to define these iterated integrals of X, one needs to make some
assumptions about the regularity of X. A simple assumption is that X is of bounded variation.

Definition 3 (Bounded variation path). We say that a path X : [0, T ] → E is of bounded
variation on [0, T ] if its total variation

‖X‖1,[0,T ] := sup
D={t0,...,tr}∈D

r−1∑
i=0

‖Xti+1 −Xti‖E (7)

is finite with D = {D = {t0, . . . , tr} | r ∈ N∗, t0 = 0 < t1 < · · · < tr = T} the set of all
subdivisions of [0, T ].

Notation 1. We denote by C1([0, T ], E) the set of bounded variation paths from [0, T ] to E.

Remark 2. Intuitively, a bounded variation path on [0, T ] is a path whose graph vertical arc
length is finite. In fact, if X is a real-valued continuously differentiable path on [0, T ], then

‖X‖1,[0,T ] =

∫ T

0
|X ′t|dt. (8)

We can now define the signature of a bounded variation path.
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Definition 4 (Signature). Let X : [0, T ]→ E be a bounded variation path. The signature of X
on [0, T ] is defined as S[0,T ](X) = (Xn)n≥0 where by convention X0 = 1 and

Xn =

∫
0≤u1<u2<···<un≤T

dXu1 ⊗ · · · ⊗ dXun ∈ E⊗n. (9)

where the integrals must be understood in the sense of Riemann-Stieljes. We call Xn the term of
order n of the signature and SN[0,T ](X) = (Xn)0≤n≤N the truncated signature at order N . Note
that when the time interval is clear from the context, we will omit it in the subscript of S.

Example 1. If X is a one-dimensional bounded variation path, then its signature over [0, T ] is
very simple as it reduces to the powers of the increment XT −X0, i.e. for any n ≥ 0:

Xn =
1

n!
(XT −X0)

n. (10)

The above definition could be extended to less regular paths, namely to paths of finite p-
variation with p < 2. In this case, the integrals can be defined in the sense of Young [29].
However, if p ≥ 2, it is no longer possible to define the iterated integrals. Still, it is possible to
give a sense to the signature but the definition is much more involved and relies on the rough
path theory so we refer the interested reader to [24].

For bounded variation paths, the signature takes its values in the space of finite formal series
(as a consequence of Proposition 2.2 of [24]):

T ∗(E) :=

t ∈ T (E) | ‖t‖ :=

√∑
n≥0
‖tn‖2

E⊗n <∞

 (11)

where ‖ · ‖E⊗n is the norm induced by the scalar product 〈·, ·〉E⊗n defined on E⊗n by:

〈x, y〉E⊗n =

√ ∑
I=(i1,...,in)∈{1,...,d}n

xIyI for x, y ∈ E⊗n (12)

with d the dimension of E and xI (resp. yI) the coefficient at position I of x (resp. y).

The signature is a powerful tool allowing to encode a path in a hierarchical and efficient
manner. In fact, two bounded variation paths having the same signature are equal up to an
equivalence relation (the so-called tree-like equivalence, denoted by ∼t, and defined in Section
4.2). In other words, the signature is one-to-one on the space P1([0, T ], E) := C1([0, T ], E)/ ∼t
of bounded variation paths quotiented by the tree-like equivalence relation. This is presented
in a more comprehensive manner in Section 4. Now, we would like to characterize the law of
stochastic processes with bounded variation sample paths using the expected signature, that is
the expectation of the signature taken component-wise. In a way, the expected signature is to
stochastic processes what the sequence of moments is to Rd-valued random variables. Thus,
in the same way that the sequence of moments characterizes the law of random variables only
if the moments do not grow too fast, we need that the terms of the expected signature do
not grow too fast in order to be able to characterize the law of stochastic processes. In order
to avoid to have to restrict the study to laws with compact support (as assumed by Fawcett
[9]), Chevyrev and Oberhauser [6] propose to apply a normalization mapping to the signature
ensuring that the norm of the normalized signature is bounded. This property allows them to
prove the characterization of the law of a stochastic process by its expected normalized signature
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(Theorem 9 in Section 4). One of the consequences of this result is the following theorem, which
makes the connection between the MMD and the signature and represents the main theoretical
result underlying the signature-based validation. Its proof can be found in Appendix C.

Theorem 3. Let E be a Hilbert space and 〈·, ·〉 the scalar product on T ∗(E) defined by:

〈x,y〉 =
∑
n≥0
〈xn,yn〉E⊗n (13)

for all x and y in T ∗(E). Then the signature kernel defined on P1([0, T ], E) by:

Ksig(x, y) = 〈Φ(x),Φ(y)〉 , (14)

where Φ is the normalized signature (see Theorem 9 in Section 4), is a Mercer kernel and we
denote by Hsig the associated RKHS. Moreover, MMDG where G is the unit ball of Hsig is a
metric on the spaceM defined as:

M =

{
µ Borel probability measure defined on P1([0, T ], E)

∣∣∣∣∫
P1

√
Ksig(x, x)µ(dx) <∞

}
(15)

and we have:

MMDG(µ, ν) = E[Ksig(X,X ′)] + E[Ksig(Y, Y ′)]− 2E[Ksig(X,Y )] (16)

where X,X ′ are independent random variables distributed according to µ and Y ,Y ′ are indepen-
dent random variables distributed according to ν and independent from X and X ′.

Based on this theorem, Chevyrev and Oberhauser propose a two-sample statistical test that
allows to test whether two samples of paths come from the same distribution and that we now
introduce.

2.3. A two-sample test for stochastic processses
Assume that we are given a sample (X1, . . . , Xm) consisting of m independent realizations of
a stochastic process of unknown law PX and an independent sample (Y1, . . . , Yn) consisting of
n independent realizations of a stochastic process of unknown law PY . We assume that both
processes are in X = P1([0, T ], E) almost surely. A natural question is whether PX = PY . Let
us consider the following null and alternative hypotheses:

H0 : PX = PY

H1 : PX 6= PY .
(17)

According to Theorem 3, we have MMDG(PX ,PY ) 6= 0 under H1 while MMDG(PX ,PY ) = 0
under H0 when G is the unit ball of the reproducing Hilbert space associated to the signature
kernel3. Moreover,

MMD2
G(PX ,PY ) = E[K(X,X ′)] + E[K(Y, Y ′)]− 2E[K(X,Y )] (18)

3Note that we use the notation K instead of Ksig for the signature kernel in this section as there is
no ambiguity.
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where X,X ′ are two random variables of law PX and Y , Y ′ are two random variables of law PY

with X,X ′, Y, Y ′ independent. This suggests to consider the following test statistic:

MMD2
m,n(X1, . . . , Xm, Y1, . . . , Yn) :=

1

m(m− 1)

∑
1≤i 6=j≤m

K(Xi, Xj) +
1

n(n− 1)

∑
1≤i 6=j≤n

K(Yi, Yj)

− 2

mn

∑
1≤i≤m
1≤j≤n

K(Xi, Yj)

(19)
as it is an unbiased estimator of MMD2

G(PX ,PY ). This estimator is even strongly consistent as
stated by the following theorem which is an application of the strong law of large numbers for
two-sample U -statistics ([26]).

Theorem 4. Assuming that

(i) E

[√
K(X,X)

]
< ∞ with X distributed according to PX and E

[√
K(Y, Y )

]
< ∞ with Y

distributed according to PY

(ii) E[|h| log+ |h|] <∞ where log+ is the positive part of the logarithm and

h = K(X,X ′) +K(Y, Y ′)− 1

2

(
K(X,Y ) +K(X,Y ′) +K(X ′, Y ) +K(X ′, Y ′)

)
(20)

with X,X ′ distributed according to PX , Y, Y ′ distributed according to PY and X,X ′, Y, Y ′

independent

then4:
MMD2

m,n
a.s.→

m,n→+∞
MMD2

G(PX ,PY ). (21)

Under H1, MMD2
G(PX ,PY ) > 0 so we reject the null hypothesis at level α if MMD2

m,n is
greater than some threshold cα. In [6], Chevyrev and Oberhauser consider a threshold based on
Hoeffding’s concentration inequality. However, given that this concentration inequality is very
general and doesn’t use at all the specific form of the MMD estimator, the obtained threshold
is very conservative. Consequently, it is very difficult to reject the null hypothesis as reported
by Chevyrev and Oberhauser in their numerical experiments. That is why we will present here
a different threshold based on the asymptotic distribution of MMD2

m,n under H0 which is due
to Gretton et al (Theorem 12 in [16]).

Theorem 5. Let us define the kernel K̃ by:

K̃(x, y) = K(x, y)− E[K(x,X)]− E[K(X, y)]− E[K(X,X ′)] (22)

where X and X ′ are i.i.d. samples drawn from PX . Assume that:

(i) E[K̃(X,X ′)2] < +∞

(ii) m/N → ρ ∈ (0, 1) as N = m+ n→ +∞.

Under these assumptions, we have:

4We omit the dependency on X1, . . . , Xm and Y1, . . . , Yn for notations simplicity.
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1. under H0:

N ×MMD2
m,n

L→
N→+∞

1

ρ(1− ρ)

+∞∑
`=1

λ`
(
G2
` − 1

)
(23)

where (G`)`≥1 is an infinite sequence of independent standard normal random variables
and the λ`’s are the eigenvalues of the operator SK̃ defined as:

SK̃ : L2(PX) → L2(PX)

g 7→ E[K̃(·, X)g(X)]
(24)

with L2(PX) := {g ∈ XR | E[g(X)2] <∞}.

2. under H1:
N ×MMD2

m,n →
m,n→+∞

+∞ (25)

This theorem indicates that if one wants to have a test with level α, one should take the 1−α
quantile of the above asymptotic distribution as rejection threshold. In order to approximate
this quantile, Gretton et al [17] suggest four approaches:

1. Approximate the asymptotic distribution using a Gamma distribution

2. Approximate the asymptotic distribution using a Pearson distribution

3. Estimate the eigenvalues using the empirical Gram matrix spectrum

4. Use a resampling/bootstrap procedure

In our numerical experiments, we only investigated the third approach which relies on the
following theorem (Theorem 1 of [17]).

Theorem 6. Let (λ`)`≥1 be the eigenvalues defined in Theorem 5 and (G`)`≥1 be a sequence of
i.i.d. standard normal variables. Define the centered Gram matrix Â as:

Â = HAH (26)

where A = (K(Zi, Zj))1≤i,j≤m+n (Zi = Xi if i ≤ m and Zi = Yi−m if i > m) and H =
Im+n − 1

m+n11
T . If m/N → ρ ∈ (0, 1) as N = m+ n→ +∞, then

1

ρ̂(1− ρ̂)

+∞∑
`=1

ν`
m+ n

(
G2
` − 1

) L→
N→+∞

1

ρ(1− ρ)

+∞∑
`=1

λ`
(
G2
` − 1

)
(27)

where ρ̂ = m/N and the ν`’s are the eigenvalues of Â.

Therefore, we can approximate the asymptotic distribution in Theorem 5 by:

1

ρ̂(1− ρ̂)

R∑
`=1

ν`
m+ n

(
G2
l − 1

)
(28)

with R the truncation order and ν1 > ν2 > · · · > νR are the R first eigenvalues of Â in
decreasing order. A rejection threshold is then obtained by simulating several realizations of the
above random variable and then computing their empirical quantile of level 1− α.
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(a) Linear interpolation illustration (b) Rectilinear interpolation illustration

Figure 1: Common embeddings

3. Implementation and numerical results
The objective of this section is to show the practical interest of the two-sample test described in
the previous section for the validation of real-world economic scenarios. In the sequel, we refer
to the two-sample test as the signature-based validation test. As a preliminary, we discuss the
challenges implied by the practical implementation of the signature-based validation test.

3.1. Practical implementation of the signature-based validation
test

3.1.1. Signature of a finite number of observations

In practice, only a finite number of observations of the stochastic processes under study are
available and one has to embed these observations into a continuous path in order to be able
to compute the signature and a fortiori the MMD. The two most popular embeddings in the
literature are the linear and the rectilinear embeddings. The former one consists in a plain
linear interpolation of the observations, while the latter consists in an interpolation using only
parallel shifts with respect to the x and y-axis as illustrated in Figure 1b. In the sequel, we
will only use the linear embedding as this choice doesn’t seem to have a material impact on
the information contained in the obtained signature as shown by the comparative study led by
Fermanian (section 4.2 of [10]).

3.1.2. Extracting information of a one-dimensional process

Remember that if X is a one-dimensional bounded variation path, then its signature over [0, T ]
is equal to the powers of the increment XT −X0. As a consequence, finer information than the
global increment about the evolution of X on [0, T ] is lost. In our applications, X represents
an economic quantity like the level of an equity index so in most cases it is a one-dimensional
stochastic process. In order to nonetheless be able to capture finer information about the
evolution of X on [0, T ], one can apply a transformation to X to recover a multi-dimensional
path. The two most widely used transformations are the time transformation and the lead-
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(a) Lead and lag paths (b) Lead-lag transformation

Figure 2: Lead-lag illustrations

lag transformation. The time transformation consists in considering the two-dimensional path
X̂t : t 7→ (t,Xt) instead of t 7→ Xt. The lead-lag transformation has been introduced by
Gyurkó et al [18] in order to capture the quadratic variation of a path in the signature. Let
t0 = 0 < t1 < · · · < tN = T be a partition of [0, T ] and (Xti)i=0,...,N be a finite set of observations
of a real-valued process X on this partition. We consider a set of dates (ti+1/2)i=0,...,N−1 such
that ti < ti+1/2 < ti+1. The lead-lag transformation of (Xti)i=0,...,N is the two-dimensional path
t 7→ (X lead

t , X lag
t ) defined on [0, T ] where:

1. the lead process t 7→ X lead
t is the linear interpolation of the points (X lead

ti/2
)i=0,...,2N with:

X lead
ti/2

=

{
Xtj if i = 2j
Xtj+1 if i = 2j + 1

(29)

2. the lag process t 7→ X lag
t is the linear interpolation of the points (X lag

ti/2
)i=0,...,2N with:

X lag
ti/2

=

{
Xtj if i = 2j
Xtj if i = 2j + 1

(30)

Illustrations of the lead and lag paths as well as the lead-lag transformation are provided in
Figure 2.

Remark 3. The choice of the dates (ti+1/2)i=0,...,N−1 such that ti < ti+1/2 < ti+1 can be arbitrary
since the signature is invariant by reparametrization (see Proposition 3 in Section 4.2).

Finally, a third transformation can be constructed from the time and the lead-lag trans-
formations. Indeed, given a finite set of observations (Xti)i=0,...,N , one can consider the three-
dimensional path t 7→ (t,X lead

t , X lag
t ). We call this transformation the time lead-lag transfor-

mation.

3.1.3. Numerical computation of the signature and the MMD

The numerical computation of the signature is performed using the esig Python package5.
Because the signature is an infinite object, we compute in practice only the truncated signature
up to some specified order R. The choice of the truncation order will be discussed in section 3.2.

5https://esig.readthedocs.io/en/latest/
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3.2. Analysis of the statistical power
In this subsection, we apply the signature-based validation on simulated data, i.e. the two sam-
ples of stochastic processes realizations are numerically simulated. Keeping in mind insurance
applications, the two-sample test is structured as follows:

• Each path is obtained by a linear interpolation from a set of 13 equally-spaced observations
of the stochastic process under study. The first observation (i.e. the initial value of each
path) is the same across all paths. These 13 observations represent monthly observations
over a period of one year. In insurance practice, computational time constraints around
the asset and liability models generally limit the simulation frequency to a monthly time
step. The period of one year is justified by the fact that one needs to split the historical
path under study into several shorter paths to get a test sample of size greater than 1.
Because the number of historical data points is limited (about 30 years of data for the
major equity indices), a split frequency of one year appears reasonable given the monthly
observation frequency.

• The two samples are assumed to be of different sizes (i.e. m 6= n with the notations of
section 2.3). Several sizes m of the first sample will be tested while the size n of the
second sample is always set to 1000. The first sample representing historical paths, we
will mainly consider small values of m as m will be in practice equal to the number of
years of available data (considering a split of the historical path in 1-year length paths
as discussed above). The second sample representing simulated paths (for example by an
Economic Scenario Generator), we take 1000 simulated paths as it corresponds to a lower
bound of the number of scenarios used by insurers.

• As we aim to explore the capability of the two-sample test to capture properties of the
paths that cannot be captured by looking at their marginal distribution at some dates, we
impose that the distributions of the increment over [0, T ] of the two compared stochastic
processes are the same. In other words, we only compare stochastic processes (Xt)0≤t≤T

and (Yt)0≤t≤T satisfying XT − X0
L
= YT − Y0. This constraint is motivated by the fact

that two models that do not have the same marginal one-year distribution are already
discriminated by the current validation methods. Moreover, it is a common practice
in the insurance industry to calibrate the real-world models by minimizing the distance
between model and historical moments so that the model marginal distribution is often
close to the historical marginal distribution. Because of this constraint, we will remove
the first order term of the signature in our estimation of the MMD because it does not
provide useful statistical information as far as it is equal to the global increment XT −X0.

In order to measure the ability of the signature-based validation to distinguish two different
samples of paths, we compute the statistical power of the underlying test, which is the prob-
ability to correctly reject the null hypothesis under H1, by simulating 1000 times two samples
of sizes m and n respectively and counting the number of times that the null hypothesis (the
stochastic processes underlying the two samples are the same) is rejected. The rejection thresh-
old is obtained using the empirical Gram matrix spectrum as described in Section 2.3. First,
we generate a sample of size m and a sample of size n under H0 to compute the eigenvalues of
the matrix Â in Theorem 6. Then, we keep the 20 first eigenvalues in decreasing order and we
perform 10000 simulations of the random variable in equation (28) whose distribution approxi-
mates the MMD asymptotic distribution under H0. The rejection threshold is obtained as the
empirical quantile of level 99% of these realizations.
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We will now present numerical results for two stochastic processes: the fractional Brownian
motion and the Black-Scholes dynamics.

3.2.1. The fractional Brownian motion.

The fractional Brownian motion (fBm) is a generalization of the standard Brownian motion
that, outside this standard case, is neither a semimartingale nor a Markov process and whose
sample paths can be more or less regular than those of the standard Brownian motion. More
precisely, it is the unique centered Gaussian process (BH

t )t≥0 whose covariance function is given
by:

E[BH
s B

H
t ] =

1

2

(
s2H + t2H − (s− t)2H

)
∀s, t ≥ 0 (31)

where H ∈]0, 1[ is called the Hurst parameter. Taking H = 1/2, we recover the standard
Brownian motion. The fBm exhibits two interesting pathwise properties:

1. the fBm sample paths are H − ε Hölder for all ε > 0, that is

P

(
sup
s 6=t

∣∣BH
t −BH

s

∣∣
|t− s|H−ε

<∞

)
= 1 ∀ε > 0. (32)

Thus, when H < 1/2, the fractional Brownian motion sample paths are rougher than
those of the standard Brownian motion and when H > 1/2, they are smoother.

2. the increments are correlated:

E[(BH
t −BH

s )(BH
v −BH

u )] =
1

2

(
|s− v|2H + |t− u|2H − |t− v|2H − |s− u|2H

)
∀s, t, u, v ≥ 0.

(33)
In particular, if s < t < u < v, then E[(BH

t −BH
s )(BH

v −BH
u )] is positive if H > 1/2 and

negative if H < 1/2 since x 7→ x2H is convex if H > 1/2 and concave otherwise.

One of the main motivations for studying this process is the work of Gatheral et al [13] which
shows that the historical volatility of many financial indices essentially behaves as a fBm with a
Hurst parameter around 10%.

In the following numerical experiments, we will compare samples from a fBm with Hurst pa-
rameter H and samples from a fBm with a different Hurst parameter H ′. One can easily check
that BH

1 has the same distribution than BH′
1 since BH

1 and BH′
1 are both standard normal vari-

ables. Thus, the constraint that both samples have the same one year marginal distribution (see
the introduction of Section 3.2) is satisfied6. We start with a comparison of fBm paths having a
Hurst parameter H = 0.1 with fBm paths having a Hurst parameter H = 0.2 using the lead-lag
transformation. In Figure 3, we plot the statistical power as a function of the truncation order R
for different values of the first sample size m (we recall that the size of the second sample is fixed
to 1000). We observe that even with small sample sizes, we already obtain a power close to 1 at
order 2. Note that the power does not increase with the order but decreases at odd orders when
the sample size is smaller than 50. This can be explained by the fact that the odd-order terms of
the signature of the lead-lagged fBm are linear combinations of monomials in BH

t1 , . . . , B
H
tN

that
are of odd degree. Since (BH

t ) is a centered Gaussian process, the expectation of these terms
are zero no matter the value of H. As a consequence, the contribution of odd-order terms of the

6Note that a variance rescaling should be performed if one considers a horizon that is different from
1 year.

13



Figure 3: Statistical power of the signature-based validation test (H = 0.1 versus H ′ =
0.2) as a function of the truncation order

signature to the MMD is the same under H0 and under H1. This is formalized in Proposition
7 of Appendix F. Moreover, if we compute MMDm,n by keeping only one specific order of the
signature and we estimate the power of the associated test, we obtain Table 1 which is consistent
with the above explanation.

If we conduct the same experiment for H = 0.1 versus H ′ = 0.5 (corresponding to the stan-
dard Brownian motion), we obtain cumulated powers greater than 99% for all tested orders and
sample sizes (evenm = 10) even if the power of the odd orders is small (below 45%). This is very
promising as it shows that the signature-based validation allows to distinguish very accurately
rough fBm paths (with a Hurst parameter in the range of those estimated by Gatheral et al [13])
from standard Brownian motion paths even with small sample sizes.

m \Order 2 3 4 5 6 7 8
10 79.4% 9.9% 81.5% 15.3% 80.4% 23.0% 78.1%
20 97.7% 9.8% 98.1% 18.7% 98.0% 28.8% 97.5%
30 99.7% 10.7% 99.7% 20.8% 99.7% 29.8% 99.6%
50 100.0% 9.7% 100.0% 20.7% 100.0% 33.4% 100.0%
100 100.0% 8.4% 100.0% 20.6% 100.0% 34.7% 100.0%
150 100.0% 9.6% 100.0% 21.8% 100.0% 33.4% 100.0%

Table 1: Statistical power of the signature-based validation test (H = 0.1 versusH ′ = 0.2)
restricted to one order.
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Figure 4: Statistical power of the normalized signature-based validation test (H = 0.1
versus H ′ = 0.2) as a function of the truncation order

Note that in these numerical experiments, we have not used any tensor normalization while
it is a key ingredient in Theorem 3. This is motivated by the fact that the power is much worse
when we use Chevyrev and Oberhauser’s normalization (described in Appendix E.1) as one can
see on Figure 4. These lower powers can be understood as a consequence of the fact that the
normalization is specific to each path. So the normalization can bring the distribution of S(B̂H′)
closer to the one of S(B̂H) than without normalization so that it is harder to distinguish them at
fixed sample size. Moreover, if the normalization constant λ is smaller than 1 (which we observe
numerically), the high-order terms of the signature become close to zero and their contribution
to the MMD is not material. For H = 0.1 versus H ′ = 0.5, we observed that the powers remain
very close to 100%.

Also note that the lead-lag transformation is key for this model as replacing it by the time
transformation results in much lower statistical powers, see Figure 5. This observation is con-
sistent with the previous study from Fermanian [10] which concluded that the lead-lag transfor-
mation is the best choice in a learning context.

Before moving to the Black-Scholes dynamics, we present results of the test when the sig-
nature is replaced by the log-signature. The log-signature is a more parsimonious - though
equivalent - representation of paths than the signature as it contains more zeros. A formal defi-
nition of the log-signature and more insights can be found in Section 4. Although no information
is lost by the log-signature, it is not clear whether the MMD is still a metric when the signature
is replaced by the log-signature in the kernel (see Remark 7 in Section 4). Numerically, the
log-signature shows satisfying powers for H = 0.1 versus H ′ = 0.2, especially when the trunca-
tion order is 2 (see Figure 6). One can remark in particular that the power decreases with the
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Figure 5: Statistical power of the signature-based validation test (H = 0.1 versus H ′ =
0.2) as a function of the truncation order when using the time transformation

order. This observation likely results from the 1/n factor appearing in the log-signature formula
(equation (59) in Section 4) which makes high-order terms of the signature small so that the
even-order terms no longer compensate the odd-order terms. Note that in terms of CPU time,
the log-signature is approximately 2.5 times faster to compute than the signature (0.35 ms to
compute the log-signature of one path and 0.9 ms for the signature7) because of the fact that
they are less coefficients to compute in the log-signature than in the signature. Therefore, the
log-signature could be preferred to the signature if the CPU time is a constraint in practical
applications.

3.2.2. The Black-Scholes dynamics

In the well-known Black-Scholes model [2], the evolution of the stock price (St)t≥0 is modelled
using the following dynamics:

dSt = µStdt+ σtStdWt, S0 = s0 (34)

where µ ∈ R, σ is a deterministic function of the time and (Wt)t≥0 is a standard Brownian
motion. Because of its simplicity, this model is still widespread in the insurance industry, in
particular for the modelling of equity and real estate indices.

As for the fractional Brownian motion, we want to compare two parametrizations of this
model that share the same one year marginal distribution. For this purpose, we consider a
Black-Scholes dynamics (BSd) with drift µ and constant volatility σ and a BSd with the same

7The numerical experiments have been conducted on a standard laptop with a 1.8 GHz processor.
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Figure 6: Statistical power of the log-signature-based validation test (H = 0.1 versus
H ′ = 0.2) as a function of the truncation order

drift µ but with a deterministic volatility γ(t) satisfying
∫ 1
0 γ

2(s)ds = σ2 which guarantees that
the one-year marginal distribution constraint is met. For the sake of simplicity, we take a piece-
wise constant volatility with γ(t) = γ1 if t ∈ [0, 1/2) and γ(t) = γ2 if t ∈ [1/2, 1]. In this setting,
the objective of the test is no longer to distinguish two stochastic processes with different regu-
larity but two stochastic processes with different volatility which is a priori more difficult since
the volatility is not directly observable in practice. When µ = 0, the first two terms of the
signature of the lead-lag transformation have the same distribution in the two parametrizations
as the time step converges to 0. This is explained in Example 4 in Section 4.1. We conjecture
that this result extends to the full signature so that the two models cannot be distinguished
using the signature.

We start by comparing BSd paths with µ = 0.05 and σ = 0.2 and BSd paths with µ = 0.05,
γ1 = 0 and γ2 =

√
2σ using the lead-lag transformation. We consider a zero volatility on half of

the time interval in order to obtain very different paths in the two samples. Despite this extreme
parametrization, we obtain very low powers as shown in Figure 7, even for larger sample sizes.
It seems that the constraint of same quadratic variation in both samples makes the signatures
from sample 1 too close from those of sample 2. In order to improve the power of the test, we
can consider another data transformation which allows to capture information about the initial
one-dimensional path in a different manner. We observed that the time lead-lag transformation
(see section 3.1.2) allowed to better distinguish the signatures from the two parametrizations
given above. However, the order of magnitude of the differentiating coefficients of the signature
was significantly smaller from non-differentiating coefficients so that the former were hidden
by the latter when computing MMDm,n. To address this issue, we applied a normalization
to all coefficients of the signature to make sure they are all of the same order of magnitude.
Concretely, given two samples S1 = {X1, . . . , Xm} and S2 = {Y1, . . . , Yn} of d-dimensional
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Figure 7: Statistical power of the signature-based validation test (constant volatility BSd
versus piecewise constant volatility BSd) as a function of the truncation order.

paths, the normalization is performed as follows:

1. for all i ∈ {1, . . . ,m} and for all j ∈ {1, . . . , n}, compute S(Xi) and S(Yj)

2. for all ` ∈ {1, . . . , R} and for all I = (i1, . . . , i`) ∈ {1, . . . , d}`, compute

M `
I = max

(
max

i=1,...,m

∣∣∣X`
i,I

∣∣∣ , max
j=1,...,n

∣∣∣Y`
j,I

∣∣∣) (35)

where X`
i,I (resp. Y`

j,I) is the coefficient at position I of the `-th term of the signature of
Xi (resp. Yj).

3. for all i ∈ {1, . . . ,m}, for all j ∈ {1, . . . , n}, for all ` ∈ {1, . . . , R} and for all I =
(i1, . . . , i`) ∈ {1, . . . , d}`, compute the normalized signature as:

X̂`
i,I =

X`
i,I

M `
I

and Ŷ`
j,I =

Y`
j,I

M `
I

. (36)

This procedure guarantees that all coefficients of the signature lie within [−1, 1]. Using this
normalization for the time lead-lag normalization, the power of the test is significantly better
than with the plain lead-lag transformation, as shown in Figure 8. In Figure 9, we show that
the power can be further improved by considering the log-signature instead of the signature.

We also considered a slight variation of the BSd that has autocorrelation. Let (ti)0≤i≤N be
an equally-spaced partition of [0, 1] with ∆t = ti+1 − ti = 1/N . The autocorrelated discretized
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Figure 8: Statistical power of the signature-based validation test (constant volatility BSd
versus piecewise constant volatility BSd) as a function of the truncation order when using
the time lead-lag transformation with the normalization procedure.

Figure 9: Statistical power of the log-signature-based validation test (constant volatility
BSd versus piecewise constant volatility BSd) as a function of the truncation order when
using the time lead-lag transformation with the normalization procedure.
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BSd (SCti )0≤i≤N is defined as follows: SCti+1
= SCti exp

(
(µC −

γ2ti
2 )∆t+ γti

√
∆tGi+1

)
, i ∈ {0, . . . , N − 1}

SCt0 = s0

(37)

where (Gi)1≤i≤N is a sequence of standard normal random variables satisfying:

Cov(Gi, Gj) =


1 if i = j
ρ if i+ 1 = j
0 otherwise.

(38)

The covariance matrix of (G1, . . . , GN ) is positive definite when ρ ∈
(
− 1

2 cos( π
N+1)

, 1
2 cos( π

N+1)

)
.

Indeed, the covariance matrix is a tridiagonal Toepliz matrix so its eigenvalues are given by
(page 59 in [27]):

λk = 1 + 2ρ cos

(
kπ

N + 1

)
, k = 1, . . . , N. (39)

In our framework, we haveN = 12 and we can check that [−0.5, 0.5] ⊂
(
− 1

2 cos( π
N+1)

, 1
2 cos( π

N+1)

)
.

In Figure 10, we compare BSd paths with µ = 0.05 and σ = 0.2 and autocorrelated BSd paths
with correlation ρ ∈ {−0.5,−0.4, . . . , 0.5} and a piecewise constant volatility as in the previous
setting but with γ1 = σ/

√
2 and (γ2, µ

C) chosen such that SC1 has the same distribution as
s0e

µ−σ2/2+σW1 . Here, the first sample size is fixed to m = 30. While it was not possible to
distinguish BSd paths with different volatility functions using the lead-lag transformation, we
observe that the introduction of autocorrelation makes it again possible even with a small sample
size. More precisely, except if ρ ∈ {−0.1, 0, 0.1, 0.2}, we obtain a power greater than 90% at
order 2. We note however a decrease of the power with the truncation order as it appears that
apart from the term of order 2, all the other terms of the signature are very close between the
two samples.

4. Examples and properties of the signature
The signature being already defined in Section 2.2, the purpose of this section is to provide more
insights on the signature thanks to examples and a brief overview of its main properties.

4.1. Some examples
First, we present several examples that allow to better understand the signature and the log-
signature.

Example 2. If X : [0, T ] → E is a linear path , i.e. Xt = X0 + (XT − X0)
t
T , then for any

n ≥ 0:
Xn =

1

n!
(XT −X0)

⊗n. (40)

Example 3. If E is a vector space of dimension 2, the second order term of the signature is
given by:

X2 =

∫ T

0

∫ t

0
dXs ⊗ dXt =

(∫ T
0

∫ t
0 dX

(1)
s dX

(1)
t

∫ T
0

∫ t
0 dX

(1)
s dX

(2)
t∫ T

0

∫ t
0 dX

(2)
s dX

(1)
t

∫ T
0

∫ t
0 dX

(2)
s dX

(2)
t

)
. (41)
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Figure 10: Statistical power of the log-signature-based validation test (constant volatility
BSd versus autocorrelated BSd) as a function of the truncation order when using the
lead-lag transformation with the normalization procedure.

Note that the difference of the anti-diagonal coefficients of X2 corresponds, up to a factor 1/2,
to the Lévy area of the curve t 7→ (X1

t , X
2
t ) which is defined as:

ALevy =
1

2

(∫ T

0
(X1

t −X1
0 )dX2

t −
∫ T

0
(X2

t −X2
0 )dX1

t

)
. (42)

It is the signed area between the curve and the chord connecting the two endpoints (see Figure
11).

In Section 3.1.2, we mentioned that the lead-lag transformation allows to capture the quadratic
variation of a path in the signature. More precisely, the Levy area of the lead-lag transformation
is the quadratic variation up to a factor 1/2 as stated by the following proposition.

Proposition 1. Let t0 = 0 < t1 < · · · < tN = T be a partition of [0, T ] and (Xti)i=0,...,N be
a finite set of observations of a real-valued process X on this partition. The Levy area of the
lead-lag transformation of (Xti)i=0,...,N is equal to the quadratic variation of X on the partition
(ti)i=0,...,N up to a factor 1/2, i.e.

1

2

(∫ T

0
(X lead

t −X lead
0 )dX lag

t −
∫ T

0
(X lag

t −X lag
0 )dX lead

t

)
=

1

2

N−1∑
i=0

(Xti+1 −Xti)
2. (43)

Proof. Using the notations introduced above, we have:

X lead
t =

{
Xti +

Xti+1−Xti
ti+1/2−ti

(t− ti) if t ∈ [ti, ti+1/2]

Xti+1 if t ∈ [ti+1/2, ti+1]
(44)
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Figure 11: Illustration of the Lévy area. The blue dashed area corresponds to the integral∫ T
0
(X1

t −X1
0 )dX

2
t while the red dashed area corresponds to the integral

∫ T
0
(X2

t −X2
0 )dX

1
t .

Taking the difference between these two areas yields the Levy area (represented in green
transparent) up to a factor 2 because of a double counting. The ’+’ (resp. ’−’) sign
indicates that the surrounding area is counted positively (resp. negatively).

and

X lag
t =

{
Xti if t ∈ [ti, ti+1/2]

Xti +
Xti+1−Xti
ti+1−ti+1/2

(t− ti+1/2) if t ∈ [ti+1/2, ti+1].
(45)

We deduce that,∫ T

0
(X lead

t −X lead
0 )dX lag

t =
N−1∑
i=0

∫ ti+1/2

ti

(X lead
t −X lead

0 )dX lag
t +

∫ ti+1

ti+1/2

(X lead
t −X lead

0 )dX lag
t

=

N−1∑
i=0

∫ ti+1

ti+1/2

(Xti+1 −X0)
Xti+1 −Xti

ti+1 − ti+1/2
dt

=

N−1∑
i=0

(Xti+1 −X0)(Xti+1 −Xti)

=
N−1∑
i=0

[
(Xti+1 −Xti)

2 + (Xti −X0)(Xti+1 −Xti)
]
.

A similar calculation yields∫ T

0
(X lag

t −X lag
0 )dX lead

t =

N−1∑
i=0

(Xti −X0)(Xti+1 −Xti). (46)

Hence, ∫ T

0
(X lead

t −X lead
0 )dX lag

t −
∫ T

0
(X lag

t −X lag
0 )dX lead

t =

N−1∑
i=0

(Xti+1 −Xti)
2. (47)

22



We have seen in our numerical experiments in Section 3.2.2 that the lead-lag transformation is
not always sufficient to distinguish two close models. In the following example, we show that, as
the time step converges to 0, the first two terms of the signature of the lead-lag transformation
of a driftless Black-Scholes dynamics with constant volatility have the same distributions as
the first two terms of the signature of the lead-lag transformation of a driftless Black-Scholes
dynamics with a time-dependent deterministic volatility if the total variances at time T of both
models are the same.

Example 4. Consider X and Y the solutions of the following SDE’s

dXt = σXtdWt , X0 = 1
dYt = γ(t)YtdWt , Y0 = 1

(48)

where (Wt)t≥0 is a Brownian motion and γ is a deterministic function satisfying
∫ T
0 γ(t)2dt =

σ2T . The explicit formulas of X and Y write:

Xt = exp

(
σWt −

1

2
σ2t

)
Yt = exp

(∫ t

0
γ(s)dWs −

1

2

∫ t

0
γ(s)2ds

)
.

(49)

Let us denote by X̂N (resp. ŶN ) the lead-lag transformation of X (resp. Y ) on a partition
(ti)i=0,...,N of [0, T ] such that ti = iT/N . The constraint

∫ T
0 γ(t)2dt = σ2T implies that XT

d
= YT

so the first order terms of the signatures of X̂N and ŶN (which reduce to the increments of X
and Y over [0, T ]) have the same distribution for all N ≥ 1. The second order term of the
signature of ŶN is given by (see the proof of the above proposition):

Ŷ2
N =

(
1
2(YT − Y0)2

∑N−1
i=0

[
(Yti+1 − Yti)2 + (Yti − Y0)(Yti+1 − Yti)

]∑N−1
i=0 (Yti − Y0)(Yti+1 − Yti) 1

2(YT − Y0)2

)
(50)

Now, given that Y is a square-integrable continuous martingale, the coefficient at position (1, 2)
of ŶN converges in probability as N → +∞ to:

〈Y 〉T +

∫ T

0
(Yt − Y0)dYt =

1

2

[
(YT − Y0)2 + 〈Y 〉T

]
(51)

where 〈Y 〉 denotes the quadratic variation process of Y and the equality is obtained using the
integration by parts formula. Similarly, the coefficient at position (2, 1) of ŶN converges in
probability as N → +∞ to:∫ T

0
(Yt − Y0)dYt =

1

2

[
(YT − Y0)2 − 〈Y 〉T

]
. (52)

The same convergences hold for X̂N . Now remark that the processes
(∫ t

0 γ(s)dWs

)
t≥0

and(
W∫ t

0 γ(s)
2ds

)
t≥0

are both Gaussian processes with the same mean and the same covariance func-

tion, we deduce that they have the same distribution. Analogously, (σWt)t≥0 has the same
distribution as (Wσ2t). We deduce that:

(Xt)t≥0
d
=

(
exp

(
Wσ2t −

1

2
σ2t

))
t≥0

(Yt)t≥0
d
=

(
exp

(
W∫ t

0 γ(s)
2ds −

1

2

∫ t

0
γ(s)2ds

))
t≥0

.

(53)
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Setting ϕ(t) = 1
σ2

∫ t
0 γ(s)2ds, we deduce that (Yt)0≤t≤T

d
= (Xϕ(t))0≤t≤T . As a consequence,

(Yt, 〈Y 〉t)0≤t≤T has the same distribution as (Xϕ(t), 〈X〉ϕ(t) − 〈X〉ϕ(0))0≤t≤T . Since ϕ(0) = 0

and ϕ(T ) = T , we conclude that the limit of ŶN has the same distribution as the limit of X̂N .

Let us now introduce more formally the log-signature. We recall that the space of formal
series of tensors is defined as:

T (E) =
{

(tn)n≥0 | ∀n ≥ 0, tn ∈ E⊗n
}

(54)

with the convention E⊗0 = R. This space can be equipped with the following operations: for t,
u ∈ T (E), λ ∈ R,

t + u = (tn + un)n≥0
λt = (λtn)n≥0

t⊗ u =
(
vn =

∑n
k=0 t

k ⊗ un−k
)
n≥0 .

(55)

Since by convention the term of order 0 of the signature is set to 1, the signature takes its values
in the following affine subspace of T (E):

T1(E) =
{
t ∈ T (E) | t0 = 1

}
. (56)

A closely related subspace of T (E) is the following:

T0(E) =
{
t ∈ T (E) | t0 = 0

}
. (57)

In fact, there is a bijection between T1(E) and T0(E) (Lemma 2.21 in [24]):

Proposition 2. Let us define the exponential mapping as:

T0(E) → T1(E)

t 7→ exp(t) :=
∑
n≥0

t⊗n

n!
(58)

with the convention t⊗0 = 1 and the logarithm mapping as:

T1(E) → T0(E)

t 7→ log(t) :=
∑
n≥1

(−1)n−1

n
(t− 1)⊗n (59)

where 1 = (1, 0, . . . , 0, . . . ) ∈ T1(E). The exponential mapping is bijective from T0(E) to T1(E)
and its inverse is the logarithm mapping.

Example 3 (continued). Using the exponential and the logarithm mappings, we can rewrite the
signature in Example 2 in the following way:

S(X) = exp(XT −X0) (60)

where XT−X0 should be interpreted as the element (0, XT−X0, 0, . . . , 0, . . . ) of T0(E). Moreover,

log(S(X)) = XT −X0. (61)
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Using the logarithm, it is therefore possible to define the log-signature of a path X as
log(S(X)). Although there is a one-to-one correspondence between the signature and the log-
signature, the log-signature is a more parsimonious representation of the path than the signature
in the sense that it removes the redundancies. This can be seen in Example 3: the only non-zero
term of the log-signature of a linear path is the term of order 1 which contains the increments
of the path. In comparison to the signature, all the powers of the increments have disappeared.
However, no information is lost. More generally, it can be shown (see for example [22]) that
the log-signature has more zeros than the signature. As such, it represents a useful object for
applications as it allows to avoid the exponential increase of the size of the truncated signature
with the order. Indeed, if E is a vector space of dimension d, the term of order n of the signature
has dn elements.

Example 5. Let us consider X ∈ C1([0, T ],R2). Denoting by lXn the term of order n of the
log-signature, the second order term of the log-signature writes:

lX2 = X2 − 1

2
X1 ⊗X1 (62)

where X2 comes from the first term (n = 1) of the log series in equation (59) and X1 ⊗ X1

comes from the second term (n = 2). We have:

X2 =

(
(X1

T−X
1
0 )

2

2

∫ T
0 (X1

t −X1
0 )dX2

t∫ T
0 (X2

t −X2
0 )dX1

t
(X2

T−X
2
0 )

2

2

)
(63)

and

X1 ⊗X1 =

(
(X1

T −X1
0 )2 (X1

T −X1
0 )(X2

T −X2
0 )

(X1
T −X1

0 )(X2
T −X2

0 ) (X2
T −X2

0 )2

)
. (64)

Using the integration by part formula, we obtain:

lX2 =
1

2

(∫ T

0
(X1

t −X1
0 )dX2

t −
∫ T

0
(X2

t −X2
0 )dX1

t

)
︸ ︷︷ ︸

Lévy area of X

(
0 1
−1 0

)
(65)

Hence, the second order term of the log-signature reduces to the Lévy area.

Remark 4. Note that only the N first terms of the logarithm series (59) contribute to the N -th
term of the log-signature. Indeed, for n > N , the contributions to E⊗N of (t − 1)⊗n always
involve some product by (t− 1)0 = 0.

4.2. Properties
We have seen in the first subsection that the signature allows to capture some information about
the path. A natural question at this stage is how much information about X does the signature
of X contain. This subsection aims at answering this question.

Proposition 3 (Invariance under time reparametrization). Let X ∈ C1([0, T ], E) and consider
ϕ : [0, T ]→ [0, T ] a non-decreasing surjection. If we set X̃t = Xϕ(t), then:

S(X̃) = S(X). (66)
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This first property (see Proposition 7.10 in [12] for a proof) means that the speed at which the
path is traversed is not captured by the signature. The signature is also invariant by translation.
Indeed, if we define X̄t = x + Xt, then dX̄t = dXt and by definition of the signature we have
S(X̄) = S(X). The next property we will outline is Chen’s identity. Before introducing it, we
need the following definition.

Definition 5 (Concatenation). Let X ∈ C1([0, t], E) and Y ∈ C1([t, T ], E). The concatenation
of X and Y is the path in C1([0, T ], E) defined as:

(X ∗ Y )s =

{
Xs if s ∈ [0, t]
Xt + Ys − Yt if s ∈ [t, T ].

(67)

Theorem 7 (Chen’s identity). Let X ∈ C1([0, t], E) and Y ∈ C1([t, T ], E). Then,

S[0,T ](X ∗ Y ) = S[0,t](X)⊗ S[t,T ](Y ). (68)

A proof can be found in Theorem 2.9 of [24]. A useful application of Chen’s identity is the
computation of the signature of a piecewise linear path. Let (ti)0≤i≤n be a subdivision of [0, T ]
and X : [0, T ]→ E be a path such that for t ∈ [ti, ti+1] with 0 ≤ i ≤ n− 1,

Xt = Xti +
Xti+1 −Xti

ti+1 − ti
(t− ti). (69)

Then by Chen’s identity,

S[0,T ](X) =

n−1⊗
i=0

S[ti,ti+1](X). (70)

Given that X is linear on each [ti, ti+1], then S[ti,ti+1](X) = exp(Xti+1 −Xti) and

S[0,T ](X) =

n−1⊗
i=0

exp(Xti+1 −Xti). (71)

In general, the right hand side cannot be simplified to exp(XT −X0) because the tensor product
⊗ is not commutative. Another consequence of Chen’s identity is the following proposition
(Proposition 2.14 in [24]).

Proposition 4 (Time-reversal). Let X ∈ C1([0, T ], E). Define
←−
X as

←−
X t = X2T−t for t ∈ [T, 2T ].

Then,
S[0,2T ](X ∗

←−
X ) = S[0,T ](X)⊗ S[T,2T ](

←−
X ) = 1 (72)

where we recall that 1 = (1, 0, . . . , 0, . . . ) ∈ T1(E).

Because constant paths also have 1 as signature, the above proposition implies that X ∗
←−
X

has the same signature as constant paths.

Due to the invariance by reparametrisation and by translation and the time-reversal property,
it is clear that if two paths have the same signature, then they are not necessarily equal. In
other words, the signature mapping is not injective. Fortunately, the presented invariances and
the time-reversal property are essentially the only cases when paths can differ but have the same
signature. To make this precise, we need the notion of tree-like paths.
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Figure 12: Example of a tree like path.

Definition 6 (Tree-like path). A path X : [0, T ] → E is tree-like if there exists a continuous
function h : [0, T ]→ [0,+∞[ such that h(0) = h(T ) = 0 and for all s, t ∈ [0, T ] with s ≤ t:

‖Xt −Xs‖E ≤ h(s) + h(t)− 2 inf
u∈[s,t]

h(u). (73)

This function is called a height function for the path X.

Remark 5. Note that a tree-like path necessarily satisfies X0 = XT . Indeed, by Definition 6:

‖XT −X0‖E ≤ h(0) + h(T )− 2 inf
u∈[0,T ]

h(u) = 0 (74)

because h(0) = h(T ) = 0 and h is non-negative. Therefore, one way to turn a tree-like path into
a path that is not tree-like is to consider the path t 7→ (t,Xt) obtained as the time transformation
of X.

As suggested by their name, tree-like paths are paths whose graph looks like a tree (see Figure
12), i.e. an acyclic and connected graph in graph theory and the height function h corresponds
to the depth of each node of the tree in a depth-first search. Another equivalent way to see tree-
like paths is to see them as paths that can be reduced to a constant path by removing pieces of
the form W ∗

←−
W . For example, if X and Y are non-constant paths, X ∗Y ∗

←−
Y ∗
←−
X is an example

of tree-like path. This notion of tree-like paths is crucial to understand the information that is
not captured by the signature as Hambly and Lyons [19] showed that the signature determines
the path up to tree-like equivalence, which we will now define.

Definition 7 (Tree-like equivalence). For X and Y two paths, we say that X and Y are tree-like
equivalent if X ∗

←−
Y is a tree-like path. This relation is denoted by X ∼t Y .

We can now state Hambly and Lyons’s theorem.

Theorem 8. Let X ∈ C1([0, T ], E). Then S(X) = 1 if and only if X is a tree-like path.
Moreover, if Y ∈ C1([0, T ], E) is another bounded variation path, then S(X) = S(Y ) if and only
if X ∼t Y .
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This theorem can be understood as follows: two paths will have the same signature if and
only if one can be obtained from the second by using translations, by changing the traversal
speeds and by removing parts of the formW ∗

←−
W . This uniqueness result has then been extended

to a more general class of paths (namely weakly geometric rough paths) by Boedihardjo et al
[3].

Remark 6. The conclusion of Theorem 8 still holds if the signature is replaced by the log-
signature since the log mapping is a bijection. Note however that the first statement of the
theorem should be modified as follows: log(S(X)) = 0 if and only if X is a tree-like path where
0 = (0, . . . , 0, . . . ) ∈ T0(E).

We have seen that in dimension 1, the signature only captures the path increment between
0 and T (see Example 1 in Section 2.2) so that the signature will only allow to distinguish paths
X and Y such that XT −X0 = YT − Y0. This result is actually a consequence of the following
proposition and Theorem 8.

Proposition 5. If E is a one-dimensional real vector space and X, Y are E-valued paths such
that XT −X0 = YT − Y0, then X and Y are tree-like equivalent.

Proof. Since any one-dimensional real vector space is isometrically isomorph to R, we can assume
that E = R. Let X and Y be two paths from [0, T ] to R such that XT − X0 = YT − Y0. Let
us set Z = X ∗

←−
Y and h(t) = |Zt − Z0| for t ∈ [0, 2T ]. Using the definition of concatenation

operator and the fact that XT −X0 = YT −Y0, we have Z0 = X0 and Z2T = XT +Y0−YT = X0

so that h(0) = h(2T ) = 0. The non-negativity of h results from the non-negativity of the
absolute value. Moreover, the continuity of X and Y imply the continuity of Z by definition of
the concatenation operator, so h is continuous as well. The only remaining property to show is
inequality (73). Let s, t ∈ [0, 2T ] with s ≤ t. Let us assume that Zs ≤ Zt (the proof in the case
Zt ≤ Zs is similar) so that |Zt − Zs| = Zt − Zs = Zt − Z0 − (Zs − Z0). We distinguish three
cases:

• If Z0 ≤ Zs ≤ Zt, then h(t) = Zt − Z0 and h(s) = Zs − Z0. Thus,

|Zt − Zs| = h(t)− h(s) ≤ h(t)− inf
u∈[s,t]

h(u) ≤ h(t) + h(s)− 2 inf
u∈[s,t]

h(u). (75)

• If Zs ≤ Z0 ≤ Zt, then h(t) = Zt − Z0 and h(s) = Z0 − Zs. Thus,

|Zt − Zs| = h(t) + h(s) = h(t) + h(s)− 2 inf
u∈[s,t]

h(u) (76)

because by the intermediate value theorem, there exists v ∈ [s, t] such that Zv = Z0 which
implies infu∈[s,t] h(u) = 0.

• If Zs ≤ Zt ≤ Z0, then h(t) = Z0 − Zt and h(s) = Z0 − Zs. Thus,

|Zt − Zs| = h(s)− h(t) ≤ h(s)− inf
u∈[s,t]

h(u) ≤ h(t) + h(s)− 2 inf
u∈[s,t]

h(u). (77)

Hence, h is a height function of Z and Z is tree-like.
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4.3. Signature and stochastic processes
In the last two subsections, the signature has been presented in a deterministic setting. However,
it is clear that the stated results in the previous subsection remain true for stochastic processes
by defining the signature as a random variable. In view of the uniqueness theorem from Hambly
and Lyons, a natural question at this stage is whether the signature allows to characterize the
law of stochastic processes. A first positive answer has been provided by Chevyrev and Lyons
[5]. They succeeded to construct a characteristic function for the signature of stochastic pro-
cesses and they proved that it characterizes the law of stochastic processes in the same way as
the traditional characteristic function does for random variables. However, this construction is
quite abstract and as such is not suitable for applications so far. They also gave some techni-
cal conditions under which the expected signature (defined as E[S(X)] where X is a stochastic
process) characterizes the law.

These results have then been extended by Chevyrev and Oberhauser [6]. They showed that
by considering a normalization of the signature, the expected normalized signature character-
izes the law of stochastic processes under mild regularity assumptions. This result is stronger
than the one from Chevyrev and Lyons as it requires less assumptions. We now provide a brief
description of their main result. More details can be found in Appendix E.

Let us denote by T ∗1 (E) the subset of T ∗(E) (see equation 11) defined by:

T ∗1 (E) :=
{
t ∈ T ∗(E) | t0 = 1

}
. (78)

We define a tensor normalization as follows:

Definition 8 (Tensor normalization). A tensor normalization is a continuous injective map of
the form

Λ : T ∗1 (E) → {t ∈ T ∗1 (E) | ‖t‖ ≤ K}
t 7→ (t0, λ(t)t1, λ(t)2t2, . . . , λ(t)ntn, . . . ).

(79)

where K > 0 is a constant and λ : T ∗1 (E)→ (0,+∞) is a positive function.

The existence of such object is stated in Appendix E.1. We can now state a simplified version
of Chevyrev and Oberhauser’s main theorem:

Theorem 9. Let X = (Xt)t∈[0,T ] and Y = (Yt)t∈[0,T ] be two stochastic processes defined
on a probability space (Ω,A,P) such that X and Y are in P1([0, T ], E) almost surely where
P1([0, T ], E) = C1([0, T ], E)/ ∼t is the space of bounded variation paths quotiented by the tree-
like equivalence relation. Let Λ be a tensor normalization and define the normalized signature
as Φ = Λ ◦ S. Then,

E[Φ(X)] = E[Φ(Y )] iff X
d
= Y. (80)

Of course, stochastic processes of interest for financial applications do not have bounded
variation. However, as in practice we only consider the values of stochastic processes over a
finite grid and we interpolate them linearly, the bounded variation assumption is verified.

Remark 7. The proof of this theorem does not work anymore if we replace the signature by
the log-signature. Indeed, one of the key ingredients of the proof is the shuffle product identity
(stated below and proved in Theorem 2.15 of [24]) which holds for the signature but not for the
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log-signature. If X : [0, T ]→ E with E of dimension d, then:∫
0≤u1<u2≤···<um≤T

dXi1
u1 . . . dX

im
um

∫
0≤v1<v2≤···<vn≤T

dXi1
v1 . . . dX

in
vn

=
∑

σ∈Shuffles(m,n)

∫
0≤w1<w2···<wm+n≤T

dX
kσ(1)
w1 . . . dX

kσ(m+n)
wm+n

(81)

for (i1, . . . , im) ∈ {1, . . . , d}m, (j1, . . . , jn) ∈ {1, . . . , d}n, (k1, . . . , km+n) = (i1, . . . , im, j1, . . . , jn)
and

Shuffles(m,n) = {σ ∈ Sm+n | σ(1) < · · · < σ(m) and σ(m+ 1) < · · · < σ(m+ n)} (82)

with Sm+n the permutation group of {1, . . . ,m+ n}.

5. Concluding remarks
We propose a new approach for the validation of real-world economic scenario motivated by
insurance applications. This approach is based on the statistical test developed by Chevyrev
and Oberhauser [6] and relies on the notions of signature and maximum mean distance. This
test allows to check whether two samples of stochastic processes paths come from the same
distribution. Our contribution is to apply this test to two stochastic processes, namely the
fractional Brownian motion and the Black-Scholes dynamics. We analyze its statistical power
based on numerical experiments under two constraints: first on the asymetry in terms of size of
samples and second on the equality of the marginal one-year distributions between the samples.
The numerical experiments have highlighted the need to configure the test specifically for each
stochastic process to achieve a good statistical power. In particular the truncation order, the path
transformation (lead-lag or time lead-lag), the normalization and the signature type (signature
or log-signature) are key parameters to be adjusted for each model. For example, the test allows
to distinguish fBm paths with Hurst parameter H = 0.1 from fBm paths with Hurst parameter
H ′ = 0.2 using the lead-lag transformation and the signature. Besides, the test allows to
distinguish BSd paths with constant volatility from BSd paths with piecewise constant volatility
using the time lead-lag transformation and the log-signature with a proper normalization. These
results indicate that this test represents a promising validation tool for real-world scenarios in a
practical framework motivated by insurance applications.
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Appendix A. Proof of Theorem 2
As a preliminary to the proof, we give some definitions and lemmas.

Definition 9 (Mean embedding). Let H ⊂ RX be a RKHS and µ be a probability measure
on X . When it exists, the mean embedding of µ is defined as the element ϕµ ∈ H satisfying∫
X f(x)µ(dx) = 〈f, ϕµ〉 for all f ∈ H.

The mean embedding doesn’t always exist. The following lemma ensures that under the
assumptions of Theorem 2 the mean embedding exists.

Lemma 1. If
∫
X
√
K(x, x)µ(dx) <∞, then the mean embedding of µ exists and we have:

ϕµ(x) =

∫
X
K(x, y)µ(dy). (83)

Proof. The idea is simply to apply Riesz representation theorem. We define the linear form Tµ
on H as Tµ(f) =

∫
X f(x)µ(dx) for all f ∈ H and we show that is is continuous. Let f ∈ H, then

f is integrable with respect to µ since for all x ∈ X ,

|f(x)| = |〈f,Kx〉H| ≤ ‖f‖H‖Kx‖H = ‖f‖H
√
〈Kx,Kx〉H = ‖f‖H

√
K(x, x) (84)

where the first and last equalities are obtained using the reproducing property. By hypothesis√
K(x, x) is integrable with respect to µ, so

|Tµ(f)| ≤
∫
X
|f(x)|µ(dx) ≤ ‖f‖H

∫
X

√
K(x, x)µ(dx). (85)

Thus, Tµ is continuous and by Riesz representation theorem, there exists ϕµ ∈ H such that
Tµ(f) = 〈f, ϕµ〉 for all f ∈ H. In particular, we have for all x ∈ X :

ϕµ(x) = 〈ϕµ,Kx〉 = Tµ(Kx) =

∫
X
K(x, y)µ(dy). (86)

The mean embedding allows to rewrite the MMD in a very simple form when G is the unit
ball in a reproducing kernel Hilbert space.

Lemma 2. Under the assumptions of Lemma 1, for two probability measures µ and ν, we have:

MMD2
G(µ, ν) = ‖ϕµ − ϕν‖2 (87)

when G = {f ∈ H | ‖f‖ ≤ 1}

Proof.

MMD2
G(µ, ν) =

[
sup
‖f‖≤1

∣∣∣∣∫
X
f(x)µ(dx)−

∫
X
f(x)ν(dx)

∣∣∣∣
]2

=

[
sup
‖f‖≤1

|〈ϕµ − ϕν , f〉|

]2
= ‖ϕµ − ϕν‖2.

(88)
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The proof of Theorem 2 is now straightforward:

Proof of Theorem 2. According to Lemma 2, we have:

MMD2
G(µ, ν) = ‖ϕµ − ϕν‖2

= 〈ϕµ, ϕµ〉+ 〈ϕν , ϕν〉 − 2〈ϕµ, ϕν〉

=

∫
X
ϕµ(x)µ(dx) +

∫
X
ϕν(x)ν(dx)− 2

∫
X
ϕν(x)µ(dx)

=

∫
X×X

K(x, y)µ(dx)µ(dy) +

∫
X×X

K(x, y)ν(dx)ν(dy)− 2

∫
X×X

K(x, y)µ(dx)ν(dy),

(89)
where the third equality comes from the definition of the mean embeddings and the fourth
equality comes from Lemma 1.

Appendix B. Sufficient condition for the MMD to be
a metric

In this section, we provide a sufficient condition on the Mercer kernel K for the MMD to be a
metric. For this purpose, we introduce the following definition.

Definition 10. Let K be a Mercer kernel and denote by H the associated RKHS. Let F ⊂ RX

be a TVS such that H ⊂ F . We say that K is:

• universal to F if the RKHS H of K is dense in F

• characteristic to F ′ if the map:

κ : F ′ → H′
D 7→ D|H

(90)

is one-to-one.

We have a similar theorem to Theorem 13 (the proof is similar as well).

Theorem 10. Suppose that F is a locally convex topological vector space (TVS). Then a kernel
K is universal to F iff K is characteristic to F ′.

We can now state a sufficient condition on the kernel K for the MMD to be a metric.

Theorem 11. Let K be a Mercer kernel and F be the space of bounded continuous functions
on X . If K is universal to F , then MMDG is a metric on the spaceM defined as:

M =

{
µ Borel probability measure defined on X

∣∣∣∣∫
X

√
K(x, x)µ(dx) <∞

}
(91)

when G is the unit ball of the RKHS H associated to K.

Proof. Since the MMD is a pseudo-metric, we only have to prove thatMMDG(µ, ν) = 0 implies
µ = ν. Assume thatMMDG(µ, ν) = 0. According to Lemma 2, we therefore have ‖ϕµ−ϕν‖ = 0,
i.e. ϕµ = ϕν . As a consequence, we have for all f ∈ H:∫

X
f(x)µ(dx) = 〈f, ϕµ〉 = 〈f, ϕν〉 =

∫
X
f(x)ν(dx). (92)

Thus, µ and ν (seen as linear forms) are equal onH. SinceK is universal to F , it is characteristic
to F ′ which is the space of finite regular Borel measures on X (see [14] for a proof). The definition
of characteristicness allows to conclude that µ = ν.
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Remark 8. Since universality is equivalent to characteristicness, the previous theorem can be
stated using one or the other assumption. We prefer the assumption of universality as it is easier
to prove in practice.

Appendix C. Proof of Theorem 3
The proof relies on two following lemmas. The first one states the continuity of the signature
which is necessary to ensure that the signature kernel is a Mercer kernel. The second lemma,
proved by Chevyrev and Oberhauser [6], states the equivalence between the universality of a
map Ψ and the universality of the associated kernel K(x, y) := 〈Ψ(x),Ψ(y)〉 which is key to
prove that the MMD is a metric. We first introduce the definition of the total variation norm.

Definition 11 (Total variation norm). Let E be a vector space endowed with a norm ‖ · ‖E.
The total variation norm on the set C1([0, T ], E) of bounded variation paths is defined as:

‖X‖C1([0,T ],E) = ‖X‖1,[0,T ] + sup
t∈[0,T ]

‖Xt‖E (93)

where we recall that ‖ · ‖1,[0,T ] is the total variation (see Definition 3).

Lemma 3. The signature map defined on bounded variation paths:

S :
(
C1([0, T ], E), ‖ · ‖C1([0,T ],E)

)
→ (T ∗1 (E), ‖ · ‖)

X 7→ S(X)
(94)

is continuous (we recall that ‖ · ‖ is the norm defined in equation (11)).

Proof. Consider a sequence of bounded variation paths (Xn)n≥0 converging to some X ∈
C1([0, T ], E) in total variation norm. We have:

‖S(Xn)− S(X)‖ =
∑
k≥0
‖Xk

n −Xk‖E⊗k

=

N∑
k=0

‖Xk
n −Xk‖E⊗k +

∑
k≥N+1

‖Xk
n −Xk‖E⊗k

(95)

for some N ≥ 0. First, note that we have:

‖Xk
n −Xk‖E⊗k ≤ ‖Xk

n‖E⊗k + ‖Xk‖E⊗k

≤ 1

k!

(
‖Xn‖k1,[0,T ] + ‖X‖k1,[0,T ]

)
≤ 1

k!

(
‖Xn‖kC1([0,T ],E) + ‖X‖kC1([0,T ],E)

)
≤ 1

k!

(
‖Xn‖kC1([0,T ],E) + ‖X‖kC1([0,T ],E)

)
≤ 1

k!

(
Mk + ‖X‖kC1([0,T ],E)

)
(96)

where the second inequality results from Proposition 2.2 in [24] and M = supn≥0 ‖Xn‖C1([0,T ],E)

which is finite since (Xn)n≥0 is convergent in total variation norm. We deduce that supn≥0
∑

k≥N+1 ‖Xk
n−
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Xk‖E⊗k →
N→+∞

0. Moreover, we have:

N∑
k=0

‖Xk
n −Xk‖E⊗k = ‖SN[0,T ](Xn)− SN[0,T ](X)‖

≤ sup
t∈[0,T ]

‖SN[0,t](Xn)− SN[0,t](X)‖

≤ ‖SN[0,·](Xn)− SN[0,·](X)‖C1([0,T ],TN (E)).

(97)

According to Corollary 2.11 in [24], the truncated signature

SN[0,·] : C1([0, T ], E) → C1([0, T ], TN (E))

X 7→ t 7→ SN[0,t](X)
(98)

where TN (E) is the space of truncated formal series of tensors of order N , is continuous in total
variation norm. Thus,

∑N
k=0 ‖Xk

n −Xk‖E⊗k →
n→+∞

0. Hence ‖S(Xn)− S(X)‖ →
n→+∞

0.

Lemma 4. Consider a map Ψ : X → E where E is equipped with a scalar product 〈·, ·〉 and define
K(x, y) = 〈Ψ(x),Ψ(y)〉. If F is a locally convex TVS such that H0 := span {Kx := K(x, ·) | x ∈ X}
continuously embeds into F , then Ψ is universal to F iff K is universal to F .

Proof of Theorem 3. We start by showing that Ksig is a Mercer kernel. The symmetry of Ksig

is deduced from the symmetry of 〈·, ·〉. The continuity arises from the continuity of the signature
(Lemma 3), which is preserved by the tensor normalization, and of 〈·, ·〉. Finally, for α1, . . . , αn ∈
R and x1, . . . , xn ∈ P1([0, T ], E), we have:

n∑
i=1

n∑
j=1

αiαjK
sig(xi, xj) =

n∑
i=1

n∑
j=1

αiαj 〈Φ(xi),Φ(xj)〉 =

∥∥∥∥∥
n∑
i=1

αiΦ(xi)

∥∥∥∥∥
2

≥ 0. (99)

Thus, Ksig is also positive semi-definite and thereby Ksig is a Mercer kernel. As such, Moore-
Aronszajn’s theorem can be applied and we can associate a RKHS Hsig to the kernel Ksig. A
direct application of Theorem 2 yields equation (16).
The only remaining point to show is that MMDG is a metric. Let F be the space of bounded
continuous functions on P1([0, T ], E). According to Theorem 14 in Appendix E.3, Φ is universal
to F . Next, we show that H0 := span

{
Ksig
x := Ksig(x, ·) | x ∈ P1([0, T ], E)

}
continuously

embeds into F . Let us equip H0 with the scalar product 〈·, ·〉H0 defined by:

〈f, g〉H0 :=
r∑
i=1

s∑
j=1

αiβjK
sig(xi, yj) for f =

r∑
i=1

αiK
sig
xi and g =

s∑
i=1

βiK
sig
yi . (100)

It is clear that H0 satisfies the reproducing property. Therefore, if f ∈ H0, then for all x ∈
P1([0, T ], E),

f(x) = 〈f,Ksig
x 〉H0 ≤ ‖f‖H0‖Ksig

x ‖H0 (101)

using the Cauchy-Schwarz inequality. By definition of ‖ · ‖H0 , we have

‖Ksig
x ‖H0 =

√
Ksig(x, x) =

√
〈Φ(x),Φ(x)〉T (E) = ‖Φ(x)‖T (E) ≤ K (102)

where the last inequality comes from the definition of the tensor normalization. We deduce that:

‖f‖∞ = sup
x∈X
|f(x)| ≤ K‖f‖H0 (103)
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i.e. H0 continuously embeds into F endowed with the uniform norm ‖ · ‖∞. Thus, according
to Lemma 4, Ksig is universal to F . Finally, using Theorem 11, we conclude that MMDG is a
metric.

Remark 9. A natural question is whether Theorem 3 can be extended toKsig(x, y) = K(Φ(x),Φ(y))
where K is a Mercer kernel on T (E) × T (E). It is easy to show that in this case, Ksig is still
a Mercer kernel. However, we don’t know if the conclusion of Lemma 4 still holds with this
definition.

Appendix D. Asymptotic distribution of MMDm,n un-
der H1

The asymptotic distribution of MMDm,n under H1 can be obtained by applying a central limit
theorem for U -statistics. Before going further, let us define what are U -statistics. In this section,
E is an arbitrary set.

Definition 12 (One-sample U -statistic). Let X1, . . . , Xn be i.i.d. Rd-valued random variables
and h : Er → R a measurable function with r ≤ n. A one-sample U -statistic with kernel h is
defined as:

Un =
(n− r)!
n!

∑
(i1,...,ir)∈Ir,n

h(Xi1 , . . . , Xir) (104)

where:
Ir,n = {(i1, . . . , ir) ∈ {1, . . . , n}r | ik 6= i`, ∀k 6= `} . (105)

Remark 10. If h is symmetric in its arguments, Un can be rewritten as:

Un =

(
n
r

)−1 ∑
1≤i1<···<ir≤n

h(Xi1 , . . . , Xir) (106)

This definition can be extended to multiple samples:

Definition 13 (k-sample U -statistic). Let (X1
i )1≤i≤n1 , . . . , (X

k
i )1≤i≤nk be k samples of i.i.d.

E-valued random variables and h : Er1 × · · · × Erk → R a measurable function. A k-sample
U -statistic with kernel h is defined as:

Un =

k∏
i=1

(ni − ri)!
ni!

∑
(i1,...,ik)∈Ir1,n1×···×Irk,nk

h(X1
i1 , . . . ,X

k
ik) (107)

where we used the notations n = (n1, . . . , nk), i` = (i`1, . . . , i
`
r`

) and X`
i`

= (X`
i`1
, . . . , X`

i`r`
) for

` ∈ {1, . . . , k}.

Remark 11. (X1
i )1≤i≤n1 , . . . , (X

k
i )1≤i≤nk need not to be distributed according to the same prob-

ability distribution.

Let us define h by:

h(x, x′, y, y′) = Ksig(x, x′)+Ksig(y, y′)−1

2

(
Ksig(x, y) +Ksig(x, y′) +Ksig(x′, y) +Ksig(x′, y′)

)
.

(108)
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Then, it is straightforward to check that the estimatorMMD2
m,n in equation (19) can be rewrit-

ten as:

MMD2
m,n =

(
m
2

)−1 (
n
2

)−1 ∑
1≤i<j≤m
1≤k<`≤n

h(Xi, Xj , Yk, Y`). (109)

As such, MMD2
m,n is a two-sample U -statistic. We have the following central limit theorem for

two-sample U -statistics (see Theorem 1 of section 3.7.1 in [21] for a proof):

Theorem 12. Let Un1,n2 be a two-sample U -statistic:

Un1,n2 =

(
n1
m1

)−1(
n2
m2

)−1 ∑
1≤i1<···<im1≤n1

∑
1≤j1<...jm2≤n2

h(Xi1 , . . . , Xim1
, Yj1 , . . . , Yjm2

) (110)

where:

• X1, . . . , Xn1 and Y1, . . . , Yn2 are i.i.d. samples from two distributions PX and PY

• h is invariant for permutations of X1, . . . , Xm1 and of Y1, . . . , Ym2

Under the assumptions that

(i) E
[
h(X1, . . . , Xm1 , Y1, . . . , Ym2)2

]
< +∞

(ii) n1/N → ρ ∈ (0, 1) as N = n1 + n2 → +∞

we have:
√
N(Un1,n2 − θ)

L→
N→+∞

N
(

0,
m2

1

ρ
σ21 +

m2
2

1− ρ
σ22

)
(111)

where θ = E[h(X1, . . . , Xm1 , Y1, . . . , Ym2)], σ21 = Var(h1(X1)) and σ22 = Var(h2(Y1)) with
h1(x) = E[h(x,X2, . . . , Xm1 , Y1, . . . , Ym2)] and h2(y) = E[h(X1, X2, . . . , Xm1 , y, Y2, . . . , Ym2)].

Remark 12. This theorem can be stated more generally for k-sample U -statistics but we present
here only the two-sample case for simplicity.

Under H0, we have PX = PY which implies that h1(x) = h2(y) = 0 for all x and y with
h given in equation (108). Thus, the asymptotic variance is zero and a factor growing quicker
to infinity than

√
N is needed to obtain a non-vanishing limit. On the contrary, under H1, we

have PX 6= PY so that the asymptotic variance is not necessarily zero, which makes Theorem 12
interesting.

Appendix E. Technical details on the characterization
of stochastic processes law by the expected
normalized signature

Appendix E.1. Normalization existence
In this subsection, we discuss the existence of tensor normalizations. The following proposition
is proved in Proposition A.2. of [6].

36



Proposition 6. Let ψ : [1,+∞)→ [1,+∞) with ψ(1) = 1. For t ∈ T ∗1 (E), let λ(t) ≥ 0 denote
the unique λ such that: ∑

n≥0
λ2n‖tn‖2E⊗n = ψ(‖t‖) (112)

and define Λ as in Definition 8 with λ(t) as specified above. Denote further ‖ψ‖∞ = supx≥1 ψ(x).
Under the following assumptions on ψ:

(i) ψ is one-to-one,

(ii) ‖ψ‖∞ <∞,

(iii) supx≥1
ψ(x)
x2
≤ 1,

(iv) ψ is K-Lipschitz for some K > 0,

then Λ is a tensor normalization.

Remark 13. Although it is not discussed by Chevyrev and Oberhauser, a solution to equation
(112) a priori doesn’t always exist. Indeed, the left-hand term can be seen as a power series in
λ (with only even terms):

P (λ) =
∑
n≥0

λ2n‖tn‖2E⊗n . (113)

Its radius of convergence is greater or equal to 1 since by definition of T ∗(E), we have ‖t‖ <∞.
Thus, on [0, 1], P is continous and strictly increasing with P (0) = 1 and P (1) = ‖t‖. As such,
if ψ(‖t‖) is greater than ‖t‖, there is a priori no reason for the existence of a solution to (112)
without further assumption on the rate of decay of the sequence (‖tn‖E⊗n)n≥0. However, if we

think t as the signature of some path X, we know that (see [24]) ‖tn‖E⊗n decays as
‖X‖n

1,[0,T ]

n!
if X is of bounded variation. As a consequence, if t is the signature of some path, the radius
of convergence of P is infinite and equation (112) has indeed a unique solution. Anyway, in
practice the power series is truncated and there is always a unique solution belonging to R+.

In their numerical experiments, Chevyrev and Oberhauser consider the following form for
ψ:

ψ(x) =

{
x2 if x ≤

√
M

M +M1+a(M−a − x−2a)/a if x >
√
M

(114)

with M = 4 and a = 1. This function clearly satisfies the hypotheses of Proposition 6 so Λ
constructed from ψ is a tensor normalization.

Appendix E.2. Universality and characteristicness
In this subsection, we define the notions of universality and characteristicness that underlie the
main results of Chevyrev and Oberhauser.

Let X be a topological space and F ⊂ RX a topological vector space (TVS). The space X is
the input space and F is the hypothesis space (in learning problems, it corresponds to the space
in which we are looking for the function we want to learn). For a TVS E, we call any map:

Φ : X → E (115)

a feature map for which E is the feature space.
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Notation: we will denote by E′ the dual of E, that is the space of all continuous linear
forms on E, and by E∗ the algebraic dual of E, that is the space of all linear forms on E (not
necessarily continuous).

Definition 14 (Universality and characteristicness). Suppose that 〈l,Φ(·)〉 ∈ F for all l ∈ E′.
We say that Φ is

• universal to F if the map
ι : E′ → RX

l 7→ 〈l,Φ(·)〉 (116)

has a dense image in F , i.e. ι(E′) = F .

• characteristic to a subset P ⊂ F ′ if the map

κ : P → (E′)∗

D 7→ [l 7→ D(〈l,Φ(·)〉)] (117)

is one-to-one.

These two notions are actually equivalent under mild assumptions. We refer to [28] for a
definition of a locally convex topological vector space.

Theorem 13. Suppose that F is a locally convex TVS. Then, a feature map Φ is universal to
F iff Φ is characteristic to F ′.

Proof. Let us first assume that Φ is universal to F . Let D1, D2 ∈ F ′ such that κ(D1) = κ(D2).
Then, for all l ∈ E′, we have κ(D1)(l) = κ(D2)(l), that is D1(〈l,Φ(·)〉) = D2(〈l,Φ(·)〉), which
rewrites D1(ι(l)) = D2(ι(l)). Therefore, D1 and D2 coincide on ι(E′). Since ι(E′) is dense in F
by hypothesis and D1 and D2 are continuous, we have D1 = D2 on F . Hence, κ is one-to-one
and Φ is characteristic to F ′.
Now assume that Φ is not universal to F , i.e. ι(E′) is not dense in F . By assumption, we have
ι(E′) ⊂ F , ι(E′) 6= F and F is a locally convex TVS. According to a corollary of the Hahn-
Banach theorem (see corollary 3 of theorem 18.1 in [28]), there exists under these assumptions
f ∈ F ′ such that f 6= 0 but f |ι(E′) = 0. As a consequence, κ(f)(l) = f(ι(l)) = 0 for all l ∈ E′,
so we have κ(f) = κ(0) but f 6= 0. Hence, κ is not one-to-one and Φ is not characteristic to
F ′.

The following lemma combined with Theorem 13 is useful to state that measures are char-
acterized by their action against a feature map.

Lemma 5. Under the assumptions:

(i) (E, 〈·, ·〉E) is a Hilbert space,

(ii) F ′ consists of finite measures on X ,

(iii) ‖Φ‖∞ = supx∈X ‖Φ(x)‖E <∞,

then the characteristicness of the feature map Φ (i.e. the injectivity of κ) implies the injectivity
of the mapping κ̃ defined as:

κ̃ : F ′ → E
µ 7→

∫
X Φ(x)µ(dx)

(118)
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Proof. Let µ1 and µ2 in F ′ such that κ̃(µ1) = κ̃(µ2). This can be rewritted:∫
X

Φ(x)µ1(dx) =

∫
X

Φ(x)µ2(dx). (119)

Let l ∈ E′, we have: 〈
l,

∫
X

Φ(x)µ1(dx)

〉
=

〈
l,

∫
X

Φ(x)µ2(dx)

〉
(120)

Identifying l with its Riesz representation, we have:

|〈l,Φ(x)〉E | ≤ ‖l‖E‖Φ(x)‖E ≤ ‖l‖E‖Φ‖∞ (121)

Since µ1 is a finite measure, we deduce that
∫
X |〈l,Φ(x)〉E |µ1(dx) < ∞. Thus, we can inter-

change the integral and the scalar product, which yields:∫
X
〈l,Φ(x)〉µ1(dx) =

∫
X
〈l,Φ(x)〉µ2(dx), (122)

which is exactly κ(µ1)(l) = κ(µ2)(l). Thus µ1 = µ2 by injectivity of κ.

Appendix E.3. General version of Theorem 9
In this section, we present a more general version of Theorem 9.

We recall that C1([0, T ], E) is the set of bounded variation paths from [0, T ] to E and
P1([0, T ], E) is the set of bounded variation paths quotiented by the tree-like equivalence relation.
As there is no ambiguity here, we juste write C1 and P1. We denote by Cb(P1,R) the space of
continuous bounded functions from P1 to R. This space can be equipped with the strict topology
which is for example defined in [14]. With these notations, we have the following theorem due
to Chevyrev and Oberhauser (Theorem 6.1. in [6]).

Theorem 14. Let Λ be a tensor normalization. Then the map

Φ : P1 → T ∗1 (E)
X 7→ Λ ◦ S(X)

(123)

(i) is a continuous injection from P1 into a bounded subset of T ∗1 (E),

(ii) is universal to F := Cb(P1,R) equipped with the strict topology,

(iii) is characteristic to the space of finite regular Borel measures on P1.

The same statement holds when P1 is replaced by C1 and Φ is replaced by Φ̄ := Λ ◦ S(X̄) where
X̄(t) = (X(t), t).

Remark 14. Theorem 9 follows from (iii) and Lemma 5.

Appendix F. Zero odd-order restricted MMD between
centered Gaussian processes

In this section, we justify theoretically why the MMD restricted to odd orders doesn’t allow to
distinguish fBm’s with different Hurst parameters. We first need the following lemma.
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Lemma 6. Let X be a real-valued stochastic process. We consider a vector (Xt0 , Xt1 , . . . , XtN )
of values of X on a partition 0 = t0 < t1 < · · · < tN = T of [0, T ] and we denote by X̂ the lead-
lag transformation of X on this partition. Then, for all k ∈ N, for all I = (i1, . . . , ik) ∈ {1, 2}k
(with the convention I = 1 if k = 0) and for all s ∈ [0, T ], we have:

X̂k
I,[0,s] =

∑
α∈Jk(τ(s)+1)

Pα(s)Xα0
t0
Xα1
t1
. . . X

ατ(s)+1

tτ(s)+1
(124)

where

• X̂k
I,[0,s] is the coefficient at position I of the k-th term of the signature of X̂ on [0, s]

• τ(s) ∈ {0, . . . , N − 1} such that tτ(s) ≤ s < tτ(s)+1

• Jk(l) =
{
α = (α0, . . . , αl) ∈ {0, . . . , k}l |

∑l
i=0 αi = k

}
• Pα(s) is a polynomial that depends on α and t0, . . . , tN but not on X.

Proof. We proceed by induction on k. If k = 0, then by definition of the signature, X̂0
1,[0,s] = 1

for all s ∈ [0, T ] so (124) is verified. Let us assume that (124) is verified for some k ≥ 0. Let
I = (i1, . . . , ik+1) ∈ {1, 2}k+1 and s ∈ [0, T ]. We set I ′ = (i1, . . . , ik). By definition of the
signature, we have:

X̂k+1
I,[0,s] =

∫
0<u1<···<uk+1<s

dX̂i1
u1 × · · · × dX̂

ik+1
uk+1

=

∫ s

0
X̂k
I′,[0,u]dX̂

ik+1
u

=

τ(s)−1∑
i=0

∫ ti+1

ti

X̂k
I′,[0,u]dX̂

ik+1
u +

∫ s

τ(s)
X̂k
I′,[0,u]dX̂

ik+1
u

=

τ(s)−1∑
i=0

∫ ti+1

ti

 ∑
α∈Jk(τ(u)+1)

Pα(u)Xα0
t0
. . . X

ατ(u)+1

τ(u)+1

 dX̂ik+1
u

+

∫ s

τ(s)

 ∑
α∈Jk(τ(u)+1)

Pα(u)Xα0
t0
. . . X

ατ(u)+1

τ(u)+1

 dX̂ik+1
u

=

τ(s)−1∑
i=0

∑
α∈Jk(i+1)

Xα0
t0
. . . X

αi+1

ti+1

∫ ti+1

ti

Pα(u)dX̂ik+1
u

+
∑

α∈Jk(τ(s)+1)

Xα0
t0
. . . X

ατ(s)+1

τ(s)+1

∫ s

τ(s)
Pα(u)dX̂ik+1

u

(125)

Using the definition of the lead-lag transformation, it is easy to see that if ik+1 = 1 (correspond-
ing to the lead component) and u ∈ [ti, ti+1]:

dX̂
ik+1
u =

Xti+1 −Xti

ti+1/2 − ti
1[ti,ti+1/2](u)du (126)

with the notations introduced in subsection 3.1.2. Similarly, if ik+1 = 2 (corresponding to the
lag component) and u ∈ [ti, ti+1]:

dX̂
ik+1
u =

Xti+1 −Xti

ti+1 − ti+1/2
1[ti+1/2,ti+1](u)du. (127)
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Since the integral of a polynomial is still a polynomial and for i ∈ {0, . . . , τ(s) − 1}, Jk(i + 1)
can be seen as a subset of Jk(τ(s) + 1) by adding zero entries, we finally get

X̂k+1
I,[0,s] =

∑
α∈Jk+1(τ(s)+1)

P̃α(s)Xα0
t0
Xα1
t1
. . . X

ατ(s)+1

tτ(s)+1
(128)

We recall that the signature kernel is defined by Ksig(X,Y ) = 〈S(X), S(Y )〉 where 〈·, ·〉 is
the scalar product on T ∗(E) defined by:

〈x,y〉 =
∑
n≥0
〈xn,yn〉E⊗n (129)

for x and y in T ∗(E). We now define the signature kernel restricted at order l as:

Ksig
` (X,Y ) = 〈X`,Y`〉E⊗` (130)

as well as the MMD restricted at order ` as:

MMD`
G(PX ,PY ) = E[Ksig

` (X1, X2)] + E[Ksig
` (Y1, Y2)]− 2E[Ksig

` (X1, Y1)] (131)

where G is the unit ball of the RKHS associated to the signature kernel, X1,X2 are two inde-
pendent random variables of law PX and Y1,Y2 are two independent random variables of law
PY .

Proposition 7. Let X and Y be two independent centered unidimensional Gaussian processes
and let us denote by X̂ and Ŷ the lead-lag transformation of X and Y respectively. Then, if `
is odd:

MMD`
G(PX̂ ,PŶ ) = 0 (132)

Proof. We have:

MMD`
G(PX̂ ,PŶ ) = E[Ksig

` (X̂1, X̂2)] + E[Ksig
` (Ŷ1, Ŷ2)]− 2E[Ksig

` (X̂1, Ŷ1)]

= E[〈X̂`
1, X̂

`
2〉E⊗` ] + E[〈Ŷ`

1, Ŷ
`
2〉E⊗` ]− 2E[〈X̂`

1, Ŷ
`
1〉E⊗` ].

(133)

By definition of the scalar product 〈·, ·〉E⊗` :

〈X̂`
1, X̂

`
2〉E⊗` =

∑
I=(i1,...,i`)∈{1,2}`

X̂`
1,IX̂

`
2,I . (134)

Thus, by independence of X1 and X2, we get:

E[〈X̂`
1, X̂

`
2〉E⊗` ] =

∑
I=(i1,...,i`)∈{1,2}`

E[X̂`
1,I ]E[X̂`

2,I ] (135)

According to Lemma 6, X̂`
1,I is a linear combination of monomials in X1,t0 , . . . , X1,tN of degree

`. Given that ` is odd and X1 is a centered Gaussian process, we obtain that E[X̂`
1,I ] = 0 for

all I ∈ {1, 2}`. So E[〈X̂`
1, X̂

`
2〉E⊗` ] = 0. The same reasoning based on the independence between

Y1 and Y2 and between X1 and Y1 yields E[〈Ŷ`
1, Ŷ

`
2〉E⊗` ] = 0 and E[〈X̂`

1, Ŷ
`
1〉E⊗` ] = 0, so that

MMD`
G(PX̂ ,PŶ ) = 0.
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