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Thermal protection systems experience severe thermal load during atmospheric reentry of hypersonic vehicles.

Inherent to the ablation process, roughness and blowing effects may appear, affecting the performance of the heat

shield. Themodeling and the simulation of these effects in the hypersonic regime are challenging and rarely compared

to experimental data. In this paper, Reynolds-averagedNavier–Stokes simulations of hypersonic turbulent boundary

layers with roughness and blowingwall conditions are performed onHolden’s experimental configurations (“Studies

of Surface Roughness and Blowing Effects on Hypersonic Turbulent Boundary Layers over Slender Cones,” 27th

Aerospace Sciences Meeting, AIAA Paper 1989-0458, 1989). Using the k–ω shear stress transport model. Four

experimental configurations, characterized by different levels of turbulence compressibility, are considered. A

detailed discussion is proposed about the behavior of equivalent sand grain corrections and blowing corrections in

combination with turbulence compressibility corrections. The predictions of skin-friction coefficients and Stanton

numbers are in good agreement with Holden’s experimental data. These results show that the combination of the

Zeman compressibility correction and roughness/blowing wall corrections is promising for the simulation of

hypersonic boundary layers over rough walls with blowing.

Nomenclature

Ap = roughness element projected area
As = windward surface area
Cf = skin-friction coefficient
F = blowing rate
H = enthalpy
k = turbulent kinetic energy; roughness height
ks = equivalent sand grain height
l = averaged element spacing
M = Mach number
Mt = turbulent Mach number
P = pressure
Prt = turbulent Prandtl number
St = Stanton number
Scorr = corrected wetted surface ratio
s = curvilinear abscissa
T = temperature
u = streamwise mean velocity
v = wall-normal mean velocity
y = wall-normal distance
δ = boundary-layer thickness
ε = turbulent kinetic energy dissipation
ρ = density
ω = turbulent kinetic energy specific dissipation rate

Subscripts

e = boundary-layer edge value
w = wall value
∞ = freestream value

Superscript

� = sublayer scaled value

I. Introduction

H YPERSONIC reentry vehicles see most of their surfaces
become rough in the key aerothermal heating areas. On ballistic

and maneuverable reentry vehicles, rough surfaces are formed by the
ablation loss of the heat shield. Roughness effects on the turbulent
boundary-layer flow increase heat transfer at thewall, which in return
accelerates the ablation process. Simultaneously, the ablation process
leads to the thermal decomposition of the materials by pyrolysis
reactions. The pyrolysis products are then outgassed into the boun-
dary layer, resulting in the blowing phenomenon. Unlike surface
roughness, blowing effects on the boundary layer decrease the heat
load undergone by the heat shield. Consequently, it is of critical
concern for designers to be able to predict aerothermal loads in the
presence of roughness and blowing effects.
Efforts were made in the 1970s and 1980s to understand the

fundamental interaction between rough walls and turbulent boun-
dary-layer flows in supersonic [1,2] and hypersonic [3] conditions.
Most of the studies were dedicated to the combined effects of rough-
ness and blowing to reproduce both effects of the transpiration-
cooled and rough ablating surfaces. Few experimental studies [4–
6] are available in the scientific literature to analyze pure roughness
effects in hypersonic conditions. Among the available datasets, very
few give access to the necessary boundary conditions for computa-
tional fluid dynamics (CFD) simulations. From this perspective, the
remarkable works by Holden [3,6] are very important sources of
information for CFD validation and were carefully analyzed in the
present numerical study.
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Threemain types of approacheswere followed tomodel roughness
effects in numerical simulations. Direct approaches considering
resolved roughness geometries require high computational efforts
and are not suitable to industrial requirements for designing reentry
vehicles. Less constraining, the approach based on the discrete
element method (initiated by Robertson [7] and then Finson [8])
was limited to boundary layers’ codes until recent work [9]. Even
though the approach is physically interesting and solidly founded,
Finson’s detailed numerical simulations [8] consistently overpredict
the roughness-enhanced heating levels in high-speed conditions.
Nonetheless, Finson’s work is particularly interesting because, for
his simulations, he derived roughness element specifications from
profilometer traces provided byHolden [6]. These derived roughness
elements can be used to provide the required parameters of roughness
models. At last, the only engineering technique able to account for
roughness effects in an industrial context relies on the equivalent sand
grain concept. The latter dates back to the pioneerworks ofNikuradse
[10,11] and Schlichting [12], who explored the pressure loss increase
due to sand grains in hydraulic pipe flows. From this concept,
corrections applicable to Reynolds-averagedNavier–Stokes (RANS)
turbulence models were derived over the years [13–15]. With this
approach, correlations are used to characterize the surface through an
equivalent sand grain height that, in the experiments by Nikuradse
[10,11], will give the same drag increase in the fully rough regime.
The equivalent sand grain height is then used as a parameter in
turbulence models to artificially enhance momentum transfer at the
wall, and thus reproduce the friction increase due to roughness. One
of the main drawbacks of these models, which do not reproduce the
physics of wall roughness, is that they preserve the Reynolds analogy
and overestimate heat transfers. More recent work by Aupoix
[16,17], in the framework of Menter’s shear stress transport turbu-
lence model [18], proposed amodified set of boundary conditions on
walls for turbulent scalars that reproduce the friction increase due to
roughness while correcting heat transfers.
Since the mid-1950s, extensive studies have been dedicated to the

development of compressible turbulent boundary layers over smooth
porous walls with blowing [19,20]. In most experiments, the presence
of blowing leads to a strong drag and heat transfer reduction deriving
from themeanwall-normal convection. In addition to skin-friction and
heat transfer measurements, many authors [1,21–23] analyzed the
modification of the mean velocity profile by blowing. The law of the
wall in the presence of blowing is characterized by a bilogarithmic
form [23] inwhich the integration constant decreaseswith the blowing
velocity. In most cases, the effects of wall blowing are poorly repro-
duced by standard RANS models. Many RANS blowing corrections
are available in the scientific literature. Most of these corrections are
based on the increase of the turbulent eddy viscosity in the inner region
in order to predict the correct slope of thevelocity profile in the log-law
region. Regarding k–ω-based turbulence models, Wilcox [24] pro-
posed to impose the wall specific dissipation ωw as a function of the
blowing velocity. Recently, Marchenay et al. [25] derived a new
correction to take blowing effects into account in the equivalent sand
grain approach. This correction relies on the characterization of the
velocity profile in the log-law region of turbulent boundary layers over
roughwalls with blowing, and it was successfully applied for subsonic
and supersonic flows. The present paper is dedicated to the application
of this model to hypersonic turbulent boundary layers with roughness
and blowing effects.
The paper is organized as follows. Themodeling strategies of rough-

ness and the blowing effects forRANS turbulencemodels are presented
in Sec. II. In particular, the reader is reminded of the wall corrections
adapted toMenter’s k–ω shear stress transport (SST) turbulence model
[18] in this section. Then, Sec. III is devoted to the behavior of the k–ω
SST turbulence model over Holden’s hypersonic configurations [3,6].
The predicted skin friction and wall heat flux using roughness and
blowing corrections are compared to Holden’s experimental data.

II. Modeling

Heat transfer is a key phenomenon in hypersonic applications
that must be modeled accurately, especially in presence of rough

walls. For this reason, the retained turbulence model should be
able to account for roughness effects on both friction and heat
transfer. As mentioned earlier in this paper, the Reynolds analogy
no longer holds for turbulent boundary-layer flows over rough
walls. A recent turbulent model enabling the capture of dynamic
and thermal effects of roughness in a RANS context is that of
Aupoix [16,17]. The latter relies on the equivalent sand grain
concept ks and is built on the basis of the k–ω SST turbulent model
[18]. The Aupoix roughness model was extended to blowing
effects by Marchenay et al. [25], allowing the combined effects
of blowing and roughness to be considered. In addition, compress-
ible effects due to high Mach numbers must be accounted for to
simulate hypersonic flows. All these model ingredients are pre-
sented thereafter in this section.

A. Compressible Turbulent Flows

The k–ω SST RANS turbulence model is widely used for engi-
neering needs and has grown in popularity over the years. The
model combines the suitability of Wilcox’s k–ω model [24] to
capture the near-wall turbulent flow and the k–ε model properties
for free flows. A blending function F1 ensures a continuous evolu-
tion between the two sets of coefficients. The two turbulent scalar
transport equations read
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where β� � 0.09, and Pk is the production term of the turbulent
kinetic energy k.

Coefficients β, γ, σk, and σω are given by the general relation for
any parameter ϕ:
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with
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p

where κ � 0.41. Table 1 notes the values of coefficients used in
relation (2).
The eddy viscosity νt is given by the following relation:

νt �
a1k

max�a1ω; SF2�
(3)

with a1 � 0.31 and

Table 1 Coefficient values for
the k–ω SST turbulence model

β σk σω

ϕ1 0.075 0.85 0.5
ϕ2 0.0828 1 0.856
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S is the norm of the strain tensor rate.
Associated with Eq. (1), the standard boundary conditions for

smooth walls are written as

8<
:
kw � 0;

ωw � 10
6ν

β�Δy2
(4)

where Δy is half the height of the first cell. As notably pointed out by
Sarkar [26] and Zeman [27], compressibility terms related to pressure
fluctuations and dilatation dissipation are neglected in order to estab-
lish the turbulent kinetic energy equation. Several reasons can be
mentioned. On the one hand, there is a lack of information regarding
compressibility terms for wall-bounded flows. On the other hand, the
existing compressibility corrections are not widely accepted and may
degrade boundary-layer predictions. Moreover, most compressibility
terms are expected to be negligible, even at high Mach numbers.
However, it was noted inmany studies that standard RANS turbulence
models tend to overpredict skin-friction coefficients and Stanton num-
bers for hypersonic cold-wall cases (i.e., Tw∕Tf < 1). Therefore, the
use of compressibility corrections for these configurations can signifi-
cantly improve the boundary-layer predictions: in particular for
Holden experiments. The review by Rumsey [28] summarized the
different existing corrections applicable to the k − ω turbulencemodel
family. The corrections derive from the compressibility terms appear-
ing in the exact transport equation of the turbulent kinetic energy k.
These terms are knownas the pressure diffusion, the pressurework, the
pressure–dilatation, and the dilatation dissipation terms. In turbulent
boundary layers, the first two compressibility terms are presumed to be
small as compared to the pressure–dilatation and the dilatation dis-
sipation terms. The pressure–dilatation term reflects the impact of
pressure fluctuations in the production and the dissipation of the
turbulent kinetic energy k. Sarkar [26] proposed a pressure–dilatation
correlation in the case of a homogeneous shear flow through a correc-
tion of the production and dissipation terms in the turbulent kinetic
energy equation. The correction reads

−α1MtρPk � α2M
2
t ρβ

�kω (5)

whereα1 � 0.15 andα2 � 0.2.Mt � � ������
2k

p
∕a� is the turbulentMach

number, with a designating the speed of sound. The turbulent Mach
number Mt represents an indicator of the compressibility of the
turbulence. As suggested by Sarkar [26] and emphasized by Zhu et al.
[29], this pressure–dilatation correlation is not well adapted to wall-
bounded flows. However, Sarkar’s correction [26] is sometimes
employed for hypersonic boundary-layer simulations. The dilatation
dissipation term reflects an additional dissipation caused by the com-
pressibility of the turbulent eddies. For this reason, the dilatation
dissipation term is modeled as a function of the incompressible dis-
sipation (or solenoidal dissipation εs) given by the turbulence model.
Sarkar et al. [30], Zeman [31], and Wilcox [32] proposed different
formulations of the dilatation dissipation term εd based on the turbulent
Mach number Mt. We retained the Zeman dilatation dissipation cor-
rection adapted to boundary layers, which reads

ρεd � ρξ�F�Mt�εs (6)
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�
1 − exp
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−
1

2
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with ξ� � 3∕4, Λ � 0.66, and Mt0 � 0.25
���������������������
2∕�γ � 1�p

. The imple-
mentation of the Zeman correction in the transport equation of the
turbulent kinetic energy k yields a modification of the dissipation term
as follows:

−β�ρkω�1� ξ�F�Mt�� (8)

As the correction [Eq. (8)] modifies the turbulent kinetic energy k by
adding an additional dissipation, the dissipation term in theω equation
must be altered as well in the following manner:

−ρω2�β − β�ξ�F�Mt�� (9)

The implementation of the Sarkar correction [Eq. (5)] is performed in a
similar way by modifying the production and the dissipation terms in
the ω equation. The effect of the Zeman dilatation dissipation correc-
tion is to enhance the dissipation of the turbulent kinetic energy, and
thus to decrease the turbulent shear stress in the near-wall region (high
turbulentMach number region). Consequently, this correction reduces
the predicted skin-friction coefficients and Stanton numbers.

B. Roughness Effects

Nikuradse [11] showed that the outer region (i.e., the logarithmic
and the wake regions) observed for boundary-layer velocity profiles
over smooth walls was recovered for rough walls but shifted down-
ward. The downward shift ΔU�, also called the roughness function,
characterizes the skin-friction coefficient Cf increase due to the
presence of roughness. Indeed, letting Ue be the external boun-
dary-layer velocity, the shift in the logarithmic regionΔU� imposes
that

ΔU� � U�
es −U�

er �
������
ρe
ρw

r 0
@ ��������

2

Cfs

s
−

��������
2

Cfr

s 1
A (10)

where subscripts s and r stand for smooth and rough, respectively.
Note that relation (10) only holds at the same reduced boundary-layer
thickness δ�.

From his measurements, Nikuradse [10] proposed a relation
between the sand grain height k�s and the roughness function ΔU�:

ΔU� � 1

κ
ln k�s � C − b1 − b2 ln k�s (11)

where κ � 0.4, and C � 5.5 and where

k�s < 3.5∶ b1 � 5.5; b2 � 1∕κ;

3.5 ≤ k�s < 7∶ b1 � 6.59; b2 � 1.52;

7 ≤ k�s < 14∶ b1 � 9.58; b2 � 0;

14 ≤ k�s < 68∶ b1 � 11.5; b2 � −0.7;

68 ≤ k�s ∶ b1 � 8.48; b2 � 0 (12)

The subscript� indicates a wall variable turned dimensionless using
the viscosity ν and the friction velocity uτ. Thus, the dimensionless
sand grain height k�s is defined as

k�s � ρwksuτ
μw

(13)

The relation between ΔU� and k�s is at the core of the roughness
corrections [16] developed in RANS turbulence models.

1. Friction Enhancement

The roughness correction developed by Aupoix [16] aims at
reproducing the roughness functionΔU� observed in the logarithmic
region. For that purpose, an artificial increase of the eddy viscosity νt
at the wall is imposed, providing an increase of the turbulent con-
tribution to the friction. It is important to note that the increase of
friction due to roughness is mainly due to the pressure drag in the
fully rough regime. Imposing a nonzero eddy viscosity at the wall
does not respect the physics but permits us to mimic the effect of
roughness on the friction coefficient.
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To have nonzero values of the eddy viscosity at the wall, the
boundary conditions for k and ω are modified. Expressions depend-
ing on k�s were built so that for a given k�s , the obtained velocity shift
in the logarithmic region is exactly ΔU� � f�k�s �, which is pre-
scribed by relation (11). The final boundary conditions read
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To turn these expressions dimensional, the frictionvelocityuτ and the
kinematic viscosity ν are invoked:

8<
:

kw � k�wu2τ ;

ωw � ω�
wu

2
τ

ν

(15)

This correction was validated [16,17] over a wide variety of boun-
dary-layer flows developing over rough surfaces. However, among
all the experimental data used for validation, none of them cover the
hypersonic regime. Nonetheless, there is no identified limitation to
the use of the roughness correction (14) for high-speed flows.

2. Heat Transfer Correction

To complete the dynamical correction presented earlier in this
paper, Aupoix [17] defined an additional thermal correction in order
to deviate from the Reynolds analogy. Therefore, instead of using a
constant turbulent Prandtl number Prt to evaluate the turbulent
thermal conductivity, a modified form of Prt was introduced by
Aupoix. Three main effects are modeled with this thermal correction
through three different parameters. The modification of the turbulent
Prandtl number reads

Prt � Prts � ΔPrt;

ΔPrt � �AΔU�2 � BΔU��e−y
k;

A � �0.0155 − 0.0035Scorr��1 − e−12�Scorr−1��;
B � −0.08� 0.25e−10�Scorr−1� (16)

with Prts as the constant turbulent Prandtl number used for smooth
walls. First, the turbulent mixing enhancement due to roughness that
promotes heat fluxes is accounted for through k�s .More precisely, the
turbulent mixing increase is represented by the roughness function
ΔU�. Second, the heat transfer over rough surfaces is directly
influenced by thewetted surface, i.e., the surface topology. However,
in dense rough configurations, McClain et al. [33] suggested that
there is a significant part of the flow around the roughness that does
not contribute to heat transfer. The geometry of the roughness ele-
ments with troughs below a reference surfacemust be neglected. This
reference surface is assumed to be the meltdown surface, i.e., the
plane surface that would be obtained when the roughness is melted.
For this reason, the thermal correction is parametrized with the so-
called corrected wetted surface ratio Scorr that only accounts for the
geometry of roughness above the meltdown surface. The last param-
eter that drives the modified Prandtl number is the mean physical
height k of the rough surface. The modification to the turbulent
Prandtl number must not exceed the roughness sublayer, which is
generally estimated to extend up to 3–5k. Above the roughness
sublayer, the velocity and temperature profiles (U� and T�) are
similar to those obtained on a smooth wall once scaled by the proper
friction level. In other words, the turbulent Prandtl number must
recover its constant value above the roughness sublayer.

C. Blowing Effects

A common way to analyze the effects of wall blowing is to
characterize the mean velocity profile in the inertial region. Using
the Couette flow theory, many authors [1,22,23] expressed the law of
the wall for compressible turbulent boundary layers with blowing in
the following form:

u��� �
Z

u�

0

�����������
ρ∕ρw

p
���������������������
1� v�wu�

p du� � 1

κ
ln y� � C�v�w � (17)

with vw as the wall-normal velocity at the wall (i.e., the blowing
velocity). This form reflects the alteration of the slope of the velocity
profile, which does not follow a logarithmic law in the presence of
blowing. Generally, RANS turbulence models in their standard form
poorly reproduce the behavior of the integration constant C, which
decreases with the blowing velocity. To solve this problem, ad hoc
corrections were proposed in order to enhance the turbulent eddy
viscosity in the near-wall region, and thus shift the velocity profile
downward. Based on Andersen et al.’s experimental work [34],
Wilcox [24] modified the specific dissipation rate ω at the wall to
reproduce the dependency of the integration constant C :

ω�
w � 20

v�w �1� 5v�w �
(18)

One may note that Wilcox’s blowing correction is similar to the
roughness corrections by increasing the turbulent contribution to
the skin friction.

D. Combined Effects of Roughness and Blowing

Because roughness and blowing corrections adapted to k–ω-based
models impact the same wall boundary conditions, they cannot be
employed simultaneously to reproduce the combined effects of
roughness and blowing. Recently, Marchenay et al. [25] proposed a
modification of the equivalent sand grain height k�s to take blowing
effects over smooth or rough walls into account. The idea of this
correction is to impose the correct velocity shift ΔU� in the inertial
region, which depends on the roughness parameter k�s and the blow-
ing parameter v�w. By relying on Healzer et al.’s [35], Pimenta et al.’s
[36], and Voisinet’s [2] experiments, Marchenay et al. [25] decom-
posed the velocity shift in the following manner:

ΔU��k�s ; v�w � � ΔU�
r �k�s � � ΔU�

rb�k�s ; v�w � (19)

where ΔU�
r is the velocity shift given by the standard roughness

corrections. For all the roughness regimes, the velocity shift ΔU�
rb is

expressed as

ΔU�
rb�k�s ; v�w � �

1

κ
ln �1� f�k�s �v�w � (20)

with

f�k�s � � 5.9�1� tanh�k�s − 7�� � 4.2 (21)

Finally, to impose the velocity shift ΔU�, the modification of the
equivalent sand grain height k�s based on Nikuradse’s roughness
function [10,11] reads

k�s japp � max�k1; k2� (22)

where

k1 � k�s �1� fv�w � (23)

k2 � exp

�
κ�b1 − C�
1 − κb2

�
�1� fv�w �1∕�1−κb2� (24)

Equation (22) is included directly in theAupoix roughness correction
bymodifying the equivalent sand grain height k�s . The correctionwas
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detailed byMarchenay et al. [25]. The combination of theMarchenay
roughness/blowing correction and the Aupoix roughness model is
retained in this study to reproduce blowing effects over smooth and
rough walls for hypersonic turbulent boundary layers. Furthermore,
Marchenay et al. [25] proposed an extension of the Aupoix turbulent
Prandtl number correction to blowing thermal effects. The roughness
function ΔU�

r is replaced by the total velocity shift ΔU�:

Prt � Prts � ΔPrt
�
ΔU��k�s ; v�w �; Scorr;

y

k

�
(25)

where the transition function f is altered in the following manner to
ensure the recovery of the Reynolds analogy over smooth walls:

f�k�s � � 8�1� tanh�k�s − 7�� (26)

III. Boundary Layers over Rough Walls in Hypersonic
Conditions

A. Holden Experiments

Holden’s publications [3,5] described several experiments on
rough models in the hypersonic regime. We retain four of them with
a 0 deg incidence condition: a 6 deg half-angle slender cone, a
10.5 deg half-angle slender cone, a biconic model, and a hemispheri-
cal model. The studied part of the biconic model is the 45 deg
half-angle cone where the roughness elements are located. These
experiments were conducted in the Calspan hypersonic facility. Two
freestream Mach numbers were considered in these studies. The
experimental freestream conditions are summed up in Table 2. The
wall temperature is fixed at 318.4 K for the 6 deg half-angle slender
cone and the biconic model. According to Holden’s studies, thewall-
to-freestream total temperature ratio is of 0.2 at Mach 11 and 13 for
the 10.5 deg half-angle slender cone and the hemispherical model.
Only measurements of skin-friction coefficients and Stanton num-
bers are available. They are defined, respectively, by

Cf � τw
�1∕2�ρ∞U2

∞
; St �

Φw

ρ∞U∞�Ht −Hw�
(27)

where Ht is the total enthalpy.
Simulations are performed using the French Alternative Energies

and Atomic Energy Commission’s Navier–Stokes code. This code is
a structured mesh code based on a finite volume approach with a
second-order total value diminishing scheme. The following simu-
lations are performed using the k–ω SST model [18] with the Sarkar
[26] or Zeman [31] compressibility correction and blowing/rough-
ness models [25]. The flow topologies are quite simple for all the
configurations. Mesh convergence was systematically checked to
ensure grid independence on the distributions of both coefficients:
Cf and the Stanton number St.
To perform the computations while considering the presence of

roughness, turbulent flow modeling [16] requires the description of
the roughness elements and their distribution. The equivalent sand
grain height ks is estimated by using different roughness correlations:
those of Dirling [37], Sigal and Danberg [38], and van Rij et al. [39].
A roughness element spacing and shape parameterΛ is calculated for
each correlation:

Dirling �37�∶Λ � l

k

�
As

Ap

�
4∕3

;

Sigal andDanberg �38� andVanRij et al:�39�∶Λ � l2

Ap

�
Ap

As

�−1.6
(28)

where l is the averaged element spacing, Ap is the roughness element
projected area, and As is the windward surface area. The equivalent
sand grain height ks derives directly from the estimation of the
roughness parameter Λ. Table 3 sums up the estimated roughness
parameters for all the configurations. The different roughness corre-
lations lead to a moderate discrepancy between the three equivalent
sand grain heights. This reflects the difficulty of estimating the
equivalent sand grain height, even for uniform surface roughness
elements. Because roughness effects have a logarithmic behavior in
the fully rough regime, the observed discrepancy does not yield a
large difference in the prediction of Stanton numbers. The recent
correlation proposed by van Rij et al. [39] is adapted to three-dimen-
sional roughness elements and provides accurate results on irregular
or patterned rough surfaces. For this reason, we retained van Rij
correlation in the present paper for the simulation of Holden’s hyper-
sonic configurations [3,6].

B. Hemispherical Model

Before exploringHolden’s conical configurations, a hemispherical
configuration is analyzed [3,40,41]. Holden [3,40,41] studied the
effects of patterned conical roughness elements on hemispherical
nosetips at Mach 11. The radius of the hemispherical model is
15.24 cm (6 in.). To perform the computations while considering
the presence of roughness, turbulent flow modeling [16] requires the
description of the roughness elements and their distribution. The
retained roughness configuration is a dense arrangement of 37 coni-
cal roughness elements on a hexagonal surface of side 2.65 mm. The
radius of the height and the base of the conical roughness is fixed at
0.3175 mm. The corrected wetted surface is estimated above the
meltdown surface, for which the height hm is given by

hm � 37πk3

3Sref
� 6.8 × 10−5 m (29)

withSref as the surface of the hexagonal surface. Finally, the corrected
wetted surface ratio Scorr is defined by

Scorr �
37π�k − hm�

�����������������������
2�k − hm�2

p
� Sref − 37π�k − hm�2

Sref
� 1.16

(30)

The flow topology is illustrated in Fig. 1a via the distribution of
pressure around the object.Due to high temperatures in the stagnation
region, ideal and nonideal gas simulations were performed using
Hansen’s real gas model [42]. Both simulations provide similar
results. Consequently, an ideal gas assumption is used in the present
simulations. Stanton numbers are presented in Fig. 1b against the
curvilinear abscissa s for smooth and roughwall configurations. Over
a smooth wall, experimental data are well reproduced by the simu-
lations. Because a subsonic region is observed around the nosetip, the
use of compressibility corrections is not required. For instance, the
Sarkar correction (dashed–dotted–dotted lines) slightly decreases
the distribution of the Stanton numbers, but only far from the stag-
nation point. Over a rough wall, simulations are performed without

Table 2 Holden experimental conditions

M∞ U∞, m ⋅ s−1 Tt;∞, K T∞, K Pt;∞, Pa P∞, Pa

11.36 1763.5 1608 60 1.44 × 108 1450

13 1941.5 1932 55.5 1.29 × 108 520

Table 3 Equivalent sand grain height ratio

Case Λ [37] ks∕k [37] Λ [38,39] ks∕k [38] ks∕k [39]
Hemisphere 6.48 3.99 17.92 5.69 1.97
Bicone 9.23 2.04 25.5 3.81 1.99
Cone 6 deg 5.15 6.17 11.22 8 1.94
Cone 10.5 deg 14.25 0.89 61.75 1.39 0.64

5



compressibility corrections. Two sets of experimental data relating to
the same configuration are available and provide an idea of the
scattering of Holden’s data [3,41]. The use of the Dirling correlation
ks∕k � 4 (solid lines) or the van Rij correlation ks∕k � 2 (dashed
lines) to estimate the equivalent sand grain height yields very good
predictions of Stanton numbers along the hemisphere. At maximum
heat transfer (s ≈ 0.08 m), the roughness Reynolds number k�s is
around 1000. The difference between Holden’s data (diamonds) and
the simulation (ks∕k � 4) is around 13% at this position. Because
roughness effects follow a logarithmic behavior in the fully rough
regime, the Dirling correlation and the van Rij correlation lead to
similar results at this high roughness Reynolds number. Moreover,
given the high measurement uncertainties, both correlations seem
efficient. Using the Sigal and Danberg correlation, Stanton numbers
are close to those predicted by the Dirling correlation. Without
thermal corrections [Eq. (16); dashed–dotted lines], the Stanton
numbers are significantly overestimated, which reflect the loss of
the Reynolds analogy for turbulent boundary layers over rough
surfaces. One may note that the Stanton numbers over a rough wall
are well recovered in the stagnation region. Nevertheless, by nature,
the equivalent sand grain approach is not adapted to stagnation point
flows because the streamlines are no longer parallel to the rough
surface. Therefore, its application may lead to poor predictions of the
wall heat flux close to the stagnation point.

C. Bicone

In the experiment conducted with a biconic model, only the 45 deg
half-angle conical part is of interest. Stanton number measurements
are available on the smooth and rough wall cases. Simulations give a
boundary-layer edge withMe � 1.8 and Te � 940 K. Distributions
of the Stanton number St are shown in Fig. 2. The laminar–turbulent
transition is imposed at s � 4.3 cm by a brutal switch on the pro-
duction term of the turbulent kinetic energy. The simulation of the
laminar upstream flow and turbulent downstream flow over a smooth
wall is in good agreement with the experimental data. Because
turbulent Mach numbers are low for this configuration, the Sarkar
compressibility correction induces a weak effect on Stanton numbers
while the Zeman compressibility correction is not activated.
From an analysis of profilometer measurements, Finson [8] pro-

posed a geometrical definition of the representative roughness for
several supersonic/hypersonic configurations: among which, the
present experiment by Holden [6] is considered. It is referenced as
the “4 mils” height element (1 mil � 2.54 × 10−2 mm). The esti-
mated equivalent sand grain height ks is given in Table 3. The corre-
sponding parameters in the simulations are ks � 2.03 × 10−1 mm
using the van Rij et al. correlation [39] and Scorr � 1.11. The

simulations are in very good agreement with the experimental data,
confirming the ability of the roughness modeling [Eqs. (14) and (16)]
to evaluate turbulent flows on roughwalls in the hypersonic regime. In
the present case, the modification of the turbulent Prt number
[Eq. (16)] plays a decisive role in recovering the Stanton number
increase due to roughness effects.Without compressibility corrections,
the roughness Reynolds number k�s is close to 600 at the end of the
cone. Note that by using the Sarkar correction, the Stanton number is
slightly underestimated as compared to the Zeman correction or the
standard k − ω SST model. The difference rises up to around 14% at
the end of the 45 deg conical part.

D. Six-Degree Slender Cone

A laminar–turbulent transition was indicated by Holden [6] in the
case of a smooth wall only, which was related to a junction between
the elements and located 5 in. downstream of the forward tip. The
origin of the curvilinear abscissa s is taken from this location. To
avoid laminar–turbulent transition issues, simulations are performed
by considering a fully turbulent flow. This assumption does not raise

a) Pressure b) Stanton number

s [m]

S
t

0 0.05 0.1 0.15
0

0.004

0.008

0.012

0.016

0.02

Fig. 1 Hemispherical model at Mach 11. Experimental data: smooth wall (circles), rough wall [3] (diamonds), and rough wall [41] (triangles). Full lines

are results obtained using standard k–ω SST model with ks∕k � 0 or 4 (solid), with ks∕k � 2 (dashed), Sarkar correction with ks∕k � 0, and without
thermal roughness correction [Eq. (16); ks∕k � 4] (dashed–dotted).
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Fig. 2 Stanton number St distributions for smooth and rough cases of

biconic configuration at Mach 11: smooth wall (circles), and rough wall
(triangles). Full lines are results obtained using k–ω SST model without
compressibility corrections (solid), with Zeman correction (dashed), with
Sarkar correction (dashed–dotted–dotted).
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significant differences because the majority of the experimental data
is taken far from the nosetip.
Again, on rough walls, the analysis by Finson [8] provided an

averaged rough element referred as the “10 mils” height element.
Different correlations may be used to calculate the equivalent sand
grain ks (see Table 3). The van Rij et al. correlation, which is well
suited for three-dimensional roughness configurations, is adopted
here. Using the van Rij correlation with the roughness description
given by Finson [8], the equivalent sand grain is found to be
ks � 4.93 × 10−1 mm, whereas the corrected wetted surface ratio
is Scorr � 1.17.
Skin-friction coefficients and Stanton numbers are shown, respec-

tively, in Figs. 3a and 3b. Experimental data are compared to simu-
lations with or without compressibility corrections. From the
simulations, the boundary-layer edge conditions correspond toMe �
9.25 and Te � 88 K. Regarding skin-friction predictions over a
smooth wall, the simulations are in good agreement with the Holden
experiments using the Zeman or Sarkar compressibility corrections.
Without corrections, the skin-friction coefficients are clearly over-
estimated, which illustrates the limitations of the standard k–ω SST
turbulence model in the hypersonic regime. Conversely, the interest
of compressibility corrections on Stanton number predictions is not
obvious because Stanton numbers are slightly underestimated using
the Zeman or Sarkar corrections. Furthermore, one may note that the
Zeman and Sarkar corrections are equivalent for the smooth wall
case, whereas their foundations are different. Simulations using the
Aupoix roughness corrections recover the increase of Cf and the
Stanton number St due to roughness effects.Without compressibility
corrections, the roughness Reynolds number k�s is close to 120 at the
end of the cone.With the Sarkar or Zeman corrections, the roughness
Reynolds number is slightly reduced but remains in the fully rough
regime. A reasonable agreement is found between the experimental
data and the simulation results using the Zeman correction. The skin-
friction coefficients Cf seem overestimated by simulations with the
Sarkar correction or without compressibility corrections. However,
the validity of the Stanton number predictions is not clear because the
global shape of the Stanton number distribution is more pronounced
in the experiment. Indeed, the experimental data reach a level as low
as the one obtained on the smooth wall.
We remark that complementary simulations accounting for a

laminar–turbulent transition in the rough configuration provide very
similar results, indicating that the observed discrepancies are not
related to the existence of a possible transition. It is suspected
that compressible near-wall interactions between the roughness and
the boundary layer are responsible for the observation. Indeed, the
external boundary-layer velocity is such that Me � 9.25, and the

flow near the roughness crest may remain supersonic. Equation (11),
relating ΔU� and k�s , does not include compressibility effects
because it is derived from incompressible experiments. In other
words, a variable k�s could help in recovering the observed trend in
Fig. 3. Unfortunately, there is neither experimental data nor any
computation able to provide further information on this point.

E. 10.5-Degree Slender Cone

Holden et al. [3,43,44] conducted a series of three experimental
studies of separate and combined effects of surface roughness and
blowing in hypersonic turbulent boundary layers over a 10.5 deg
sharp slender cone. Natural laminar–turbulent transition occurred
within 15 cmof the nosetip (15%of themodel length).Measurements
obtained along the cone surface are skin-friction coefficients and
Stanton numbers using a shear stress balance and calorimeter gauges.
The range of the blowing coefficients of Bh � F∕St0 varied from
zero to five in all experiments using nitrogen injectant. The blowing
rate F is defined as

F � ρwvw
ρeue

(31)

The first investigation was concerned with the combined effects of
surface roughness and blowing. Patterned hemispherical roughness
elements were used in this experiment. However, only a little infor-
mation is available in Holden’s report [3]. Based on the model
geometry, we estimate the roughness height k at 1.2 mm. The wetted
corrected surface ratio is calculated in view of the roughness density:

Scorr � 1� 2πk2

l2
≈ 1.1 (32)

where l is the calorimeter gauge side (i.e., the spacing between
roughness elements). As noted previously, the different roughness
correlations are used to calculate the equivalent sand grain ks (see
Table 3). A value of 0.77 mm is considered for the equivalent sand
grain height according to the roughness correction of van Rij et al.
[39]. The second experiment provides heat transfer and skin-friction
measurements on a transpired turbulent boundary layer without
roughness effects. The effects of the molecular weight and specific
heat of the cooling injectant were studied in the last experiment but
are not discussed in the present paper. In 2008 and 2011, Holden et al.
[41,45] reviewed their experiments and provided some additional
information and analyses.
First, we consider the smooth wall configuration without blowing

conditions at Mach 11 and Mach 13. The skin-friction coefficients
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Fig. 3 Distributions of skin-friction coefficientsCf andStantonnumbersSt for slender cone atMach 11: smoothwall (circles), and roughwall (triangles).
Full lines are results obtained using k–ω SST model without compressibility corrections (solid), with Zeman correction (dashed), and with Sarkar
correction (dashed–dotted–dotted).
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and Stanton numbers along the cone are presented in Fig. 4. The ratio
s∕c represents the curvilinear abscissa s scaled by the total length
of the cone c. Without compressibility corrections (solid lines), the
skin-friction coefficients and Stanton numbers are overestimated at

Mach 11 and are well reproduced at Mach 13. At Mach 11, the
difference rises up to about 35% for the skin-friction coefficient
and 20% for the Stanton number at the end of the cone. There is no
obvious reason that explains this result because the effects of the
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Fig. 4 Distributions of skin-friction coefficientsCf and StantonnumbersSt. Full lines are results obtained using k–ω SSTmodelwithout compressibility
corrections (solid), with Zeman correction (dashed), and with Sarkar correction (dashed–dotted–dotted).

s/c

C
f

0.2 0.4 0.6 0.8 1
0

0.001

0.002

0.003

0.004

0.005

0.006

a) Skin-friction coefficient
s/c

C
f

0.2 0.4 0.6 0.8 1
0

0.001

0.002

0.003

0.004

0.005

0.006

b) Skin-friction coefficient

s/c

S
t

0.2 0.4 0.6 0.8 1
0

0.0005

0.001

0.0015

0.002

0.0025

0.003

c) Stanton number
s/c

S
t

0.2 0.4 0.6 0.8 1
0

0.0005

0.001

0.0015

0.002

0.0025

0.003

d) Stanton number

F = 0
F = 3.11e-4
F = 3.58e-4
F = 5.50e-4
F = 10.3e-4

F = 0
F = 3.11e-4
F = 3.58e-4
F = 5.50e-4
F = 10.3e-4

F = 0
F = 3.11e-4
F = 3.58e-4
F = 5.50e-4
F = 10.3e-4

F = 0
F = 3.11e-4
F = 3.58e-4
F = 5.50e-4
F = 10.3e-4
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turbulence compressibility are expected to be higher at Mach 13.
With the Zeman or Sarkar corrections, the predictions are in very
good agreement with the experimental data at Mach 11. One may
note that both compressibility corrections provide similar results. In
view of the experimental data behavior at Mach 13, the reliability of
thesemeasurements is questionable. The next configuration concerns
the effects of blowing over a smooth wall at Mach 11. The distribu-
tion of the skin-friction coefficients and Stanton numbers along the
cone for several blowing rates F is illustrated in Fig. 5. To take the
blowing effects into account in the k–ω SSTmodel, simulations were
performed using blowing/roughness corrections [Eqs. (22) and (25)]
with a zero equivalent sand grain height ks. The Sarkar and Zeman
corrections improve boundary-layer predictions by decreasing the
Stanton numbers and skin-friction coefficients. The behavior of the
Stanton numbers is well recovered for all blowing configurations,
proving the efficiency of this strategy. Without compressibility cor-
rections, the k–ω SST model largely overestimates the skin-friction
coefficients and Stanton numbers. For instance, the Stanton numbers
are overestimated by 60% for the blowing rate of F � 5.5 × 10−4 at
the end of the cone. Note that Holden’s [3] measurements of skin
friction are generally lower than numerical predictions, regardless of
the corrections used and the configurations considered. However, in
view of the experimental uncertainties over the skin-friction mea-
surements, the combination of a wall blowing correction and a
compressibility correction is a satisfying choice for hypersonic con-
figurations over a smooth wall with blowing.
The last configuration concerned the combined effects of rough-

ness and blowing at Mach 11 and Mach 13. The distributions of
the Stanton numbers for both Mach numbers are presented in Fig. 6.
The numerical comparison is performed on the predictions of the
combined roughness/blowing correction and the standard roughness
correction in association with the Zeman compressibility correction.
Simulations using the Sarkar compressibility correction or the stan-
dard k–ω SST model were carried out but led to a large overestimate
of the wall heat transfer. In fact, the combination of a roughness
correction and a compressibility correction is very sensitive because
roughness corrections artificially enhance turbulent Mach numbers
in the near-wall region. As illustrated in Fig. 6b, the predictions of the
roughness effects with the Zeman compressibility correction are in
very good agreement with the experimental data for the nonblowing
configuration (i.e., F � 0). Again, the roughness Reynolds number
k�s lies in the fully rough regime (k�s ≈ 150 at the end of the cone).
Unfortunately, the nonblowing configuration at Mach 11 is not
available in Holden’s technical report [40]. Regarding the blowing
configurations, both models yield very good predictions of Stanton
numbers. Although the apparent roughness Reynolds number k�s japp

is significantly higher than the roughness Reynolds number k�s , only
a slight difference is visible between the two corrections. This reflects
the effects of the thermal roughness correction and the compressibil-
ity correction, which mitigate the effects of the roughness/blowing
correction at the high apparent roughness Reynolds number.

IV. Conclusions

RANS simulations of hypersonic turbulent flows with surface
roughness and blowing effects were performed on Holden’s exper-
imental configurations [3,6] using the k–ω SSTmodel. To reproduce
blowing and roughness effects on the mean flow, different wall
corrections of the turbulence model were used and compared. As
the effects of turbulence compressibility grow at highMach numbers,
the Zeman and Sarkar compressibility corrections were applied to
evaluate their relevance in combination with blowing or roughness
wall corrections.
First, the hemispherical model at Mach 11 was considered. Com-

pressibility corrections were not required because a subsonic region
is observed downstream from the shock wave. The use of roughness
corrections led to a very good agreement with experimental data and
proves the efficiency of the equivalent sand grain approach for this
kind of configuration. Nevertheless, particular attention must be paid
to the stagnation region where the equivalent sand grain approach
is not really applicable. Excellent prediction of the turbulence
model were observed on the biconic configuration. The use of the
Zeman correction was very satisfactory, whereas the Sarkar correc-
tion slightly underestimated the Stanton numbers over smooth walls
and rough walls. In fact, for low turbulent Mach numbers, the Sarkar
compressibility correction tends to overestimate the effects of the
turbulence compressibility; whereas the Zeman correction remains
inactive. Then, the 6 deg slender cone configuration at Mach 11 was
considered. The Zeman and Sarkar compressibility corrections
improved the predictions of the skin-friction coefficients and Stanton
numbers by decreasing the turbulent kinetic energy in the inner
region.Over roughwalls, the interest in these correctionswas evident
because the standard k–ω SSTmodel largely overestimated the mass
and heat transfer at the wall. For this configuration, the association
of compressibility corrections with a roughness correction seems
adequate. Lastly, the combined effects of roughness and blowing
were examined on the 10.5 deg slender cone configuration. The
association of the Zeman compressibility correction and roughness
or blowing/roughness wall corrections yielded good predictions of
the Stanton numbers. However, compressibility corrections and
roughness corrections induce an opposite effect on the turbulent
kinetic energy. For this reason, their combination is delicate at high
roughness Reynolds numbers.
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Fig. 6 Distributions of Stanton numbers St for several blowing rates F over rough walls. Full lines are results obtained using k–ω SST model with
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In view of the different configurations, the use of the k–ω SST
model in association with blowing/roughness wall corrections and
the Zeman compressibility correction seems very promising for the
simulation of hypersonic boundary layers over rough walls with
blowing effects.
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