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Sniffer deployment in urban area for human
trajectory reconstruction and contact tracing

Antoine Huchet
L3i, La Rochelle University
La Rochelle, France
antoine.huchet @univ-Ir.fr

Abstract—To study the propagation of information from
individual to individual, we need mobility datasets. Existing
datasets are not satisfactory because they are too small, inaccurate
or target a homogeneous subset of population. To draw valid
conclusions, we need sufficiently large and heterogeneous datasets.
Thus we aim for a passive non-intrusive data collection method,
based on sniffers that are to be deployed at some well-chosen
street intersections. To this end, we need optimization techniques
for efficient placement of sniffers. We introduce a heuristic, based
on graph theory notions like the vertex cover problem along with
graph centrality measures.

Index Terms—Trajectory Reconstruction, Contact Tracing,
Sniffer Placement

I. INTRODUCTION

Understanding the diffusion of information from individual
to individual can provide insights into various fields ranging
from the study of opportunistic networks to the spread of
diseases. The spread of information or diseases occurs when
individuals find themselves in close proximity. We therefore
need to trace such contacts which can be infered from mobility
data. Indeed, if one knows the trajectories of the individuals,
one can infer then contacts between them, that is, a potential
propagation.

The lack of usable mobility dataset makes the study of
propagation difficult. Several active datasets are available
like [9] but the precision provided by the GPS is not sufficient
to infer accurate contacts. Sometimes due to measurements
errors, an individual may be in a different street than what is
reported. Other datasets like [2] only provide small scale data
because the data collection is restricted to indoor environments.
Other are available but they use an intrusive approach. This
implies that only the people that agreed to to be traced can be
monitored, thus creating a bias in the data because the recruted
population is often homogeneous. This usually corresponds to
students at a computer science department or participants at a
conference as in [16]. None of these solutions scale easily so
they yield only small scale data.

In this paper, we choose to study a passive non-intrusive
data collection approach because it can scale easily, provides
sufficiently precise data, and may target a heterogeneous
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population as individuals don’t need to actively report their
location. We choose to work with sniffers that detect an
individual passing within a certain range. We can not get
a full coverage of our target area with our set of sniffers as the
cost would be prohibitive, or the target area too small to be
relevant. We therefore need to develop optimization techniques
to efficiently place such sniffers. To do so, we propose in
this paper, a technique based on graph theory notions like the
vertex cover problem, along with graph centrality measures.
The vertex cover problems allows us to cover each edge, that
is, each street section. Then the graph centralities help us
pick the most relevant street intersections. To evaluate our
solution, we retrieve the road graph of a city for which user
trajectories are known, then compute sniffer locations. Then we
can measure the performance of our solution by computing how
many trajectories are covered. Our experiments show that, on
a realistic dataset, monitoring 20% of the street intersections
of our target area, we are able to “see” about 95% of the
trajectories enough times (i.e. multiple times with regards to
the trajectory). In order to illustrate the targeted size, a possible
deployment is shown in figure 1, where the red dots represents
street intersections where sniffers are deployed.

The remainder of this article is organized as follows: first we
describe our system model in section II, then we give a brief
reminder on the tools in section III that are used in this article,
then we review the related works in section IV. In section V,
we explain our heuristic, then in section VI, we list the results
based on a realistic mobility dataset.

II. SYSTEM MODEL

A. Road Networks and trajectories

A graph G consists of a set of vertices V' and a set of edges
E C V xV. A graph can represent many things, including road
networks: the edges would be street sections and the vertices
would be the street intersections. Figure 2 shows an example
of a road graph drawn next to its corresponding map.

Working with unweighted distances might not always capture
human mobility accurately as an edge can represent either a
long or a short street section. Since our road graph represents
real world data, it’s not difficult to enrich it with additional
information such as the GPS coordinates of our vertices. This
allows us to retrieve the real embedding of our graphs, thus
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Fig. 1: map of downtown Cologne with sniffer deployment
example
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(a) Underlying map (b) A possible vertex cover

Fig. 2: Part of the Cologne road network (left), along with a
road graph that models it (right).

to compute the real world distances as the crow flies between
vertices.

The map of the targeted area can be retrieved from Open-
StreetMap and easily converted into a graph as on figure 2a.
Note that this is a simplified example as more vertices could
be added as well as some self loops. Such a representation is
not unique. Working with a graph representation allows us to
take advantage of a wide range of algorithms and properties
already known about graphs.

A trajectory T is a path in our road graph, i.e., an ordered
list of consecutive edges:

T = {((uo,u1), (u1,u2), ..., (up—1,ur)), Vi, (ui—1,u;) € E}

The length of a trajectory in an unweighted graph is the
number of edges along the trajectory: here the length is k.

B. Problem statement

Our objective is to monitor the least amount of vertices of
a road graph, while maximizing the amount of trajectories
seen by the sniffers, as well as the amount of time they are

seen. Our sniffers have a known range within which it is most
likely that wireless activity will be captured. For this reason,
we choose to work with the distance as the crow flies between
the two endpoints of an edge.

We talk about vertices of a road graph rather than sniffers,
because while we aim at working with sniffers deployment in
the end, the placement of sniffers within a street intersection
is another task in itself as it entails taking into account the
topology of the intersection. An intersection might require
several sniffers if it is too large or if there is too much traffic.
This constraints must be taken into account for a physical
deployment of sniffers. In this article, we restrict ourselves
to the macroscopic view of sniffer deployment by monitoring
vertices in a graph.

III. BACKGROUND: VERTEX COVER AND GRAPH
CENTRALITY

Our objective is to select a subset of vertices that are evenly
spread out in the graph. This can be done using a Vertex
Cover algorithm. Then, to reduce the amount of vertices, we
select some of them based on some metrics called Centralities
measures. It has been shown that these measures allow an
“extended comprehension of the city structure, nicely capturing
the skeleton of most central routes” [11].

A. Vertex Cover

A Vertex Cover is a subset of vertices of a graph that includes
at least one endpoint of every edge of the graph. More formally,
given a graph G = (V, E), a Vertex Cover is a S C V such
that V(u,v) € E, w € S or v € S. A Minimum Vertex Cover
is a set S of minimum size.

Intuitively, if we put sniffers on every vertex of the vertex
cover, then we can monitor the whole graph, as every trajectory
of length at least one has to go through S. Sniffers need to
be put where changes of direction happen, because that’s the
information we need to reconstruct the shape of the trajectory.

White nodes in Figure 2b are an example of a vertex cover:
all edges of this graph have a white end. Note that this vertex
cover might not be minimum since there are edges for which
ends are white. This problem belongs to the 21 problems that
were proven NP-complete by Karp in 1972 [19], therefore we
often use approximation or heuristic algorithms.

In Maximum k-path Vertex Cover problem [22], we are
given s sniffers, and we need to maximize the amount of
paths of length at least k that go through our at least one
sniffer. Formally, given a graph G = (V, E), an integer k
and an integer s, we want to find S C V, such that |S| < s,
maximizing the amount of paths of length at least k covered
by S.

Few properties are known for this problem. It has been
shown [22] that MaxP;V C € NP-HARD for split graphs, and
P for graphs with bounded treewidth, MaxP;V C € XP with
respect to the treewidth (tw), MaxP3V C € FPT with respect
to s and tw. Finally, MaxP3;V C € P for trees.



B. Graph centralities

Centralities are values assigned to each node of a graph.
They represent how important a node is in a network. We
review the main centrality measures from the literature, which
are all used in our solution.

1) Degree centrality is defined as the number of edges that
are adjacent to a given vertex [5].

2) Strength centrality of a vertex w is the sum of the weights
of the adjacent edges of vertex u. This is the weighted
equivalent of the degree centrality and is also known as
the weighted degree centrality [4].

3) Closeness centrality of a vertex v is the inverse of the
average length of the shortest path from vertex u to all
other vertices in the graph [6].

4) Betweenness centrality of a vertex u is the number
of shortest paths which pass through u, divided by
the number of shortest paths between all pairs of
vertices. [12]

5) Katz centrality of a vertex u takes into account the
amount of paths of length k starting from wu, while
favouring short paths [20].

6) Eigenvector centrality sums over the neighbours of a
vertex just like the degree centrality. It goes a step
further by weighting the neighbours based on their own
eigenvector centrality. This way, being adjacent to central
neighbours makes the vertex more central [23].

7) Information centrality is based on the “information”
contained in all possible paths of vertices [25].

8) Accessibility of a vertex u is based on the set of vertices
that are reachable by self-avoiding walks of length h,
starting from u [27].

9) Expected Force aims at modeling the force of infection
of a vertex [21].

IV. RELATED WORK: UNDERSTANDING HUMAN MOBILITY
IN URBAN AREAS THROUGH MOBILE TECHNOLOGIES

There have been different approaches in the literature that
tried to use personal mobile devices in order to understand
human mobility. Below, we outline the main approaches and
their limitation.

Mobility has been studied through an Android application
in [9], or through people carying devices in [16]. Those datasets
are necessarily restricted by the limited number of people
involved in the study, and usually biased as they only target a
homogenous subset of people.

K. Akkaya et al. used existing Wi-Fi networks inside
buildings to determine which rooms were occupied, based on
Received Signal Strength Indication (RSSI) and Media Access
Control (MAC) addresses [2]. This is difficult to generalize to
outdoor settings as we can not leverage existing Wi-Fi networks
in urban areas because public Wi-Fi networks are not broadly
available. Another downside is that this only allows to monitor
devices connected to a particular Wi-Fi network.

[1] presents a pedestrian counting method based on Fresnel
lenses. These lenses leverage the infrared technology to count

the pedestrians. This study only counts users, it does not identify
them so trajectories cannot be reconstructed and contacts
between users cannot be inferred. Plus, the placement strategy
is not discussed.

Sniffer placement has been studied in [18] and [7], at a
small scale only. Those papers study the impact of sniffer
deployment on the localization accuracy, which is computed
based on the RSSI. Other studies like [10] and [13] leverage
the Wi-Fi technology to monitor the speed and density of road
traffic. Those studies are conducted at a large scale, but the
sniffer placement strategy isn’t discussed.

In our work, we aim at monitoring human mobility in urban
areas in order to allow trajectory reconstruction and contact
tracing. Our aim is to avoid any social bias while achieving this.
We thus propose to study what an efficient sniffer placement
approach, i.e. a passive mobility monitoring approach, would
bring to achieve our human mobility monitoring objective.

V. SNIFFER PLACEMENT FOR EFFICIENT TRAJECTORY
RECONSTRUCTION AND CONTACT TRACING

As mentioned earlier, the idea we are following for sniffer
placement is to start by computing a vertex cover which
provides us with a subset of vertices through which all
trajectories must go. Then to use the centralities to select
the most relevant vertices.

A. Vertex Cover

There is a 2-approximation algorithm, which according
to [24], has been discovered independently by F. Gavril and
M. Yannakakis.

In the planar case, that is, when a graph can be embedded
in a plane, without having two edges crossing, the Bar-Yehuda
and Even’s algorithm [3] is a linear time %—approximation
for the Minimum Vertex Cover Problem. Its bound is slightly
better than the 2-approximation algorithm from F. Gavril and
M. Yannakakis [24] that also runs in linear time [3].

Note that in a road graph, there can be bridges and other
constructions that make it non-planar but a road graph can not
be arbitrarily complex because of real world constraints. Even
if our road graphs are not necessarily planar, our tests show
that, on our road graphs, this algorithm outperforms Gavril
and Yannakakis’ 2-approximation algorithm.

B. Sniffer Placement Heuristic

Our heuristic is built on top of the vertex cover computed
with BAR-YEHUDA: we perform sniffer placement decisions
using Algorithm 1. More precisely, BAR-YEHUDA returns a
vertex cover VC and the most central node u of V' C' is kept
while all the vertices close to u are removed from VC.

In the algorithm, CENTRALITY returns a vector of centralities
for all vertices in the graph. That is, each node is assigned
a value going from 0 to 1. Different centralities can be used,
such as the ones presented in subsection III-B.

This heuristic also takes as parameters an integer k that
influences the distance within which the vertices are pruned
from the vertex cover set. Higher values mean more vertices



will be pruned, resulting in less street intersections being
monitored. A balance can be found between the ratio of
uncaught trajectories and the proportion of intersections where
sniffers are deployed. The distance within which the vertices
are pruned not only depends on & but also on the centrality of
u (see line 7 and 8 of the algorithm). The most central vertices
will require less pruning since they probably correspond to
denser zones where many trajectories are likely to be found. Our
experiments show that monitoring more closely areas where
central vertices are found allows us to see more trajectories.

Algorithm 1 Sniffer Placement Heuristic (G, k)

VC < BAR-YEHUDA(G)
cent_vector < CENTRALITY(G)
while VC # () do
Pick the most central node u from V
VCk — U
ce—1— (mdex of u ltllvcent_vector
Remove from V' C, u and all the vertices within distance
ROUND(k X ¢) of u
9: end while
10: return VY,

e o e

The implementation of these two algorithms is available
on [15].

VI. EXPERIMENTS ON REAL DATASETS
A. Datasets

Two datasets are used to analyse the performance of our
sniffer placement strategy.

1) Cologne: This dataset is provided by the TAPAS Cologne
project, which aims at reproducing, with the highest level of
realism possible, car traffic in the greater urban area of the
city of Cologne, Germany. The resulting synthetic trace covers
a region of 400 square kilometers for a period of 24 hours in
a typical working day. It includes 1 538 464 trajectories. [26]
The dataset also includes a map of Cologne.

The map and the trajectories have been extracted with a tool
that converts the map into a graph, and the trajectories into an
ordered list of edges. It is available on [14].

Since the area included in the TAPAS Cologne project is
wider than any realistic deployment, and not homogeneous due
to its different areas (urban, non urban, residential) we restrict
ourselves to downtown Cologne. We therefore shrink the data
to a fourteen square kilometres area, corresponding to what is
shown in figure 1

Our restricted dataset contains a road graph with 1080
vertices and 1615 edges, along with 51 695 trajectories that
never leave the restricted graph. The length distribution is
shown in figure 3.

2) Bologna: The Bologna dataset was developed as part
of the project iTRETRIS [17]. This is a smaller dataset than
Cologne, revolving around two main streets of the city of
Bologna. It simulates dense pedestrian movements as observed
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Fig. 3: Distribution of the lengths, in number of street sections,
of trajectories in downtown Cologne

around football stadiums during big events such as football
games or concerts [8]. The road graph of this dataset contains
159 vertices, 215 edges and 11000 trajectories.

3) Evaluation Methodology: In the future, our goal is to
reconstruct user trajectories from incomplete measurements.
To this end, we need to adapt our deployment of sniffers
in order to maximize the amount of trajectories that we can
reconstruct with enough precision. We consider that a trajectory
can be reconstructed if it is observed “often” enough. In what
follows, we consider that a trajectory is lost and cannot be
reconstructed, using two definitions: (i) when less than z%
of its vertices are monitored or (ii) when it crosses less than
y monitored vertices. In the following we use the following
values: © = 20%, © = 10%, y = 4. These thresholds are purely
arbitrary and their impact shall be studied in the future.

4) Efficiency: Let us now define a measure of efficiency.
The goal is to minimize the number of street intersections that
we monitor, that is, use the least amount of sniffers, along with
minimizing the number of lost trajectories. See equation 1,
where S is the number of sniffers, V' is the number of vertices
in our graph, L is the number of lost trajectories, and T is the
number of trajectories in our dataset. We need to maximize
this function. This function ranges from 0 to 1, with 0 being
the worst and 1 being the best.

VI-1s] 1T =L
V] 7]

The k value influences the distance within which the vertices
are pruned from the vertex cover set. As k grows, the number of
sniffers decreases, thus the number of lost trajectories increases.
k should be chosen in order to maximize the efficiency, as
shown in Figure 4.

Note that table I shows the k value that maximizes the
efficiency, which is easy to do since we have a dataset with the
trajectories. A way to choose k a priori should be developed.

5) Baselines: To put our results into perspective, given that
there is no similar work in the state of the art, we also defined
several more baselines to evaluate the quality of our results.

The first baseline consists in selecting vertices at random. We
choose the number of vertices that gives us the best results on

Efficiency =

ey
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Fig. 4: Efficiency as a function of k, for downtown Cologne,
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Fig. 5: Cologne Downtown, lost = 20%, strength, k =9

average over 10 runs. Because we pick vertices at random, they
should be evenly spread out across our graph. This corresponds
to the line “Random” in table I. We expect this method to
yield poor results.

We used the strength centrality using a priori knowledge
of the trajectories: the weight of each edge is the number of
trajectories that go through that edge. The strength centrality
of a node u is then the sum of the weight of each of the
edges that are adjacent to u. This centrality requires a priori
knowledge of the trajectories and is expected to outperforms
other centralities.

We also implemented four greedy strategies that also use a
priori knowledge of the trajectories. “Greedy Lost” chooses,
at each step, the unmonitored vertex through which the largest
amount of lost trajectories go, until i vertices are chosen. We
pick the h that maximizes our efficiency function. “Greedy
No Lost” does the same but stops when there is no more
lost trajectories. “Greedy Traj” chooses, at each step, the
unmonitored vertex through which the largest amount of
trajectories go, until h vertices are chosen. Finally, “Greedy
No Traj” is the same but stops when 0% of the trajectories are
lost.

B. Results

1) Downtown Cologne dataset: We run our heuristic on
the road graph of downtown Cologne, with different centrality
measures in order to compare their efficiency.

Our results are summarized in table I. The k value is chosen
in order to maximize the efficiency function, as explained in
Section VI-A4.

The first column of table I considers that a trajectory is lost
when less than 20% of the street intersections it crosses are
monitored with sniffers. In this column, with most centralities,
less than 20% of the vertices need to be monitored to catch
more than 95% of the trajectories. This can also be seen on
figure Sa that show how well observed are the trajectories in
terms of monitored nodes.

A deeper inspection shows that the lost trajectories are
mostly short ones. The shorter a trajectory, the more unlikely
it becomes to monitor 20% of its vertices. For instance we
have to put sniffers at every intersection to catch trajectories
of length lower than 5 and we can miss only one intersection
for trajectories of length lower than 10. This is confirmed by
Figure 5b that represents the amount of lost trajectories as a
function of their length. We can see that almost 40% of the
trajectories of length 4 are lost and more generally shorter
trajectories tend to have more lost among them.

2) Impact of Lost: To better understand the impact of the
definition of lost, we also consider a trajectory lost when less
than 10% of the street intersections it crosses are monitored.
The second column of table I shows the results we get when
taking into account this new definition. The value of £ that
maximizes our efficiency function is higher than on table I.
This is not surprising as we need less vertices to consider a
trajectory “seen”. A higher value of k means that there will be
less sniffers. Note that the percentage of “lost” remains in the
same range. With less sniffers and the same amount of lost
trajectories, the efficiency function gives higher values.

Let us now consider a trajectory lost when we have seen less
than 4 of its street intersections. The third column of table I
shows how our results differ according to this definition. As
can be seen in figure 6b, short trajectories are inevitably missed.
This is because we can not see 4 times a trajectory of length
less than 4. Short trajectories are lost most of the time for the
same reason that it’s hard to see 4 times a trajectory of length
close to 4. We see a sharp decrease in percentage of lost as
trajectory length increases. The value of k that maximizes our
efficiency function remains in the same range, with a higher
percentage of lost trajectories, resulting in lower values for our
efficiency function.

Note that our “Greedy No Lost” method picked almost 98%
of the vertices of the dataset because it only picks vertices
through which lost trajectories go. Some vertices aren’t crossed
by a lost trajectory or even a trajectory at all.

3) Bologna dataset: Table II shows the results we got for
the Bologna dataset, where comparable results are obtained.

The first two columns correspond to trajectories being lost
when less than 20%, and 10%, of the street intersections it
crosses are monitored. In these columns, we can see that the
efficiency is similar to that of Cologne, but the optimal values
of k are smaller. This means that we prune less vertices, thus
using proportionally more sniffers. This is probably because of
the size of the dataset: the area is considerably smaller (about
10 times), but it has only 5 times less trajectories. Therefore,
leaving more unmonitored vertices increases the amount of
lost trajectories.



Lost 20% 10% 4

Centrality k  Sniffers Lost  Efficiency k  Sniffers Lost  Efficiency k  Sniffers Lost  Efficiency
Strength 16.14%  4.10% 0.804 17 10.07%  4.14% 0.862 16.14% 8.84% 0.764
Greedy Traj 17.13%  1.77% 0.764 13.89%  5.54% 0.814 17.13%  10.03% 0.746
Greedy No Traj 86.02% 0% 0.140 82.50% 0% 0.172 97.96% 0.60% 0.019
Greedy Lost 16.76%  8.54% 0.761 10.83%  8.84% 0.813 17.41%  10.06% 0.743
Greedy No Lost 85.46% 0% 0.144 82.13% 0% 0.177 97.96% 0.60% 0.019
Degree 5 1648% 4.54% 0.797 7 13.80% 1.31% 0.851 4 20.56% 7.29% 0.736
Katz 8 18.15%  3.00% 0.794 20 954%  4.39% 0.865 8 18.15% 9.21% 0.743
Expected Force 9 17.13% 4.14% 0.794 23 898% 5.00% 0.865 9 17.13% 10.70% 0.740
Accessibility 10 1593%  5.88% 0.791 14 1231%  2.50% 0.856 9 17.31% 9.82% 0.756
Betweenness 7 20.56%  3.88% 0.764 13 1296%  3.26% 0.842 7 20.56% 9.02% 0.723
Information 6 2037% 4.21% 0.763 14 11.02% 4.79% 0.847 10 14.63% 13.52% 0.738
Closeness 4 2333% 7.10% 0.712 9 1361% 8.35% 0.792 4 2333% 10.96% 0.683
Eigenvector 3 2741%  3.39% 0.701 5 1972%  3.19% 0.777 4 2296% 11.32% 0.683
Random | 286 2648%  5.60% 0.696 | 204 18.89%  4.10% 0.780 | 258  23.89% 14.12% 0.654

TABLE I: Results for each centrality, on downtown Cologne, considering different lost thresholds.

In the third column we observe poorer results, which are
due to the size of the dataset. The average trajectory length in
Cologne is 30 (see Fig 3) while it is 11 in Bologna. Thus it is
harder to see 4 of their vertices.

VII. CONCLUSION AND FUTURE WORK

We developed a method for efficient placement of sniffers
in an urban network, for trajectory reconstruction and contact
tracing. This method takes advantage of the Vertex Cover
problem and the notion of graph centralities to pick the most
important vertices. We showed that on our datasets, the Degree,
Katz and Expected Force centralities provide the best results.
Considering that we need to see a trajectory in at least 20% of
the street intersections it crosses, on our Cologne downtown
dataset, we showed that monitoring as little as 16% of the street
intersection, only 5% of the trajectories of the dataset were
lost. To put our results into perspective, we also compared our
method with other methods that take advantage of the solution.
These are used as forms of upper bounds. We also developed
a naive solution to act as a form of lower bound. Our solution
is on average rather close to our upper bounds.

A. Future Work

We could refine our objective: instead of maximizing the
amount of time a trajectory is seen, we could aim at seeing it
just enough to reconstruct it with sufficient accuracy.

We should take into account the topology of each street
intersection, as we might need to place several sniffers at
some intersections in order to get a complete coverage of

the intersection, making them more expensive to monitor.

Our heuristic could therefore take into account the cost of
deployment at each intersection.

The next steps would be to deploy our sniffers, with which
we could gather our own dataset of trajectories. Then we could
reconstruct the users trajectories.

Once a first set of trajectories is obtained, we could then
use these trajectories to weigh our road graph and redeploy
with the knowledge given by these trajectories. Redeployments
should help us converge to a better solution.

normal, ;i=0.13, 0=0.08 100
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Fig. 6: Cologne downtown, lost = 4, strength, k = 9
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