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1. Introduction
To investigate the manifold impacts of future climate changes, numerical simulations from Global and Regional 
Climate Models (GCM and RCM, respectively) remain essential (IPCC WGI,  2021). However, it is now 
well-known that these simulations can have statistical biases with respect to observational references (e.g., from 
measurements at weather stations, or reanalyzes). Therefore, using such simulations directly as input in an impact 
model (e.g., in hydrology or agronomy) is not always relevant without “correcting” those biases (Doblas-Reyes 
et al., 2021). Various “bias correction” (BC) methods have thus been developed and extensively applied over the 
last few decades. Such methods transform the initial simulations to make the corrected data more similar to a 
reference data set in terms of specific statistical criteria such as mean, standard deviation or in terms of proba-
bility distribution. The transformation is defined based on calibration data—usually corresponding to references 
and simulations over a historical period—and is supposed valid for a different period (e.g., the future). It can 
then be applied to climate projections for a period of interest. Due to its coding facility, its speed of calculation 
and the fact that it globally preserves the main trends of the simulations (e.g., A. J. Cannon et al., 2015; Hempel 
et al., 2013), the “quantile-mapping” approach is certainly the most widely used BC method and has multiple 
variants (e.g., Déqué,  2007; Haddad & Rosenfeld,  1997; Kallache et  al.,  2011; Volosciuk et  al.,  2017; Vrac 
et al., 2012, 2016, among many others). However, it only corrects one variable at a time for one location at a 
time. This means that quantile-mapping only corrects the marginal distributions of the climate variables but not 
their copula function, characterizing their dependence structure. Therefore, the inter-variable properties—such 
as the rank correlation—after such a univariate correction are the same as in the initial (raw) simulations. Hence, 
if the dependence structure in the model is biased, the corrections will inherit this biased dependence (see e.g., 
Vrac, 2018). To overcome this issue and correct the inter-variable and/or spatial dependencies of the simulations 
in addition to their marginal distributions, multivariate bias correction (MBC) methods were designed. Three 
MBC categories can be considered, depending on how the corrections are made (François et  al.,  2020): the 
“successive conditional” methods where univariate BC is applied conditionally on previously corrected other 
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variables (e.g., Dekens et  al.,  2017; Piani & Haerter,  2012); the “marginal/dependence” methods correcting 
separately the marginals and the dependence before combining them (e.g., A. Cannon, 2017; Vrac & Thao, 2020; 
François et  al.,  2021); and the “all-in-one” methods correcting marginals and dependencies altogether (e.g., 
Robin et al., 2019; Robin & Vrac, 2021).

In most BC methods, it is common to impose or verify that the climate evolution—from one period to another—
visible in the raw simulations (e.g., changes in mean temperature, or in its statistical moments, or in rainfall occur-
rence probabilities) are mostly kept by the corrected data (e.g., A. J. Cannon et al., 2015; Hempel et al., 2013): 
Even if climate simulations might have biases, the changes in the main properties are supposed to be driven by 
physical processes that are relevant and thus provide key information on climate changes. The climate change 
signal of single variables (such as temperature or precipitation separately) has been extensively investigated 
(e.g., Kendon et al., 2008; Matte et al., 2019, among many others). Climate change signal regarding multivariate 
properties (e.g., correlation or dependence between variables) is much less known, while it can be key for many 
studies. Indeed, it is an essential signal from the climate models, whose the robustness might have significant 
implications on the conclusions from impact studies.

Actually, multivariate properties and their potential future changes are closely related to “compound events,” 
a booming field of research (e.g., Ridder et  al.,  2021; Sadegh et  al.,  2018; Singh et  al.,  2021; Zscheischler 
et al., 2020, 2021, among many others). Such events are characterized by the occurrence of multiple meteorolog-
ical events—either simultaneously or successively, spatially or with multiple variables, or both—whose impacts 
are stronger than those of the separate events (e.g., Zscheischler et  al.,  2020). The notions of dependencies 
and correlations between the events and between the variables are thus key in this context, and their climate 
change signal must then be investigated to understand the potential future changes in compound events (Vrac 
et al., 2021). Indeed, Hillier et al. (2020) showed that accounting for multivariate dependencies can increase or 
decrease the hazards of compound events. Recently, Abatzoglou et al. (2020) showed that, based on TerraClimate 
monthly reanalysis data (Abatzoglou et  al.,  2018), changes in multivariate climate departures have generally 
outpaced univariate departures the in recent decades. Moreover, Ridder et al.  (2021) found that some CMIP6 
models (not all) can be used to examine some compound events. Yet, Vrac et al.  (2021) showed that climate 
models are not able to reproduce inter-variable temperature-precipitation rank correlations visible over Europe 
in the ERA5 reanalysis data (Hersbach et al., 2020), nor their changes in time. Nevertheless, Vrac et al. (2021) 
also showed that both multi-model (CMIP6) and multi-run (CESM) ensembles project significant changes of 
inter-variable rank correlations up to the end of the 21st century. This is in agreement with results from (Singh 
et al., 2021), who used a large ensemble of climate simulations and found that there is a strong non-stationarity in 
the dependence structure of temperature and precipitation under climate change that can play a significant role in 
future compound extremes. However, as these changes might show a strong variability among ensemble members 
and models, different from one season to another (Vrac et al., 2021), it is legitimate to wonder how this variability 
needs to be accounted for in practical applications and uses of climate simulations such as via MBC.

More precisely, the robustness of the multivariate properties from climate simulations can have major implica-
tions on the way MBC methods must be designed and applied. If the signal of change in multivariate dependence 
properties (e.g., in terms of rank correlations) in the raw simulations is trustworthy, MBCs have to respect it and 
generate multivariate corrected data with equivalent changes. If the change in dependence properties provided by 
the raw simulations is not robust enough, MBC data should better take a stationarity assumption regarding the 
dependence structure: the multivariate properties, such as the rank correlations, should not evolve and stay simi-
lar to the reference (and then not reproduce the changes in the raw simulations dependence) to avoid providing 
non-reliable multivariate projections. Either explicitly or implicitly, all MBC methods already incorporate one 
of these two assumptions. For example, the evolution of the multivariate dependencies is (mostly) reproduced by 
methods such as the “MBCn” (A. Cannon, 2017) or “dynamical Optimal Transport Correction” (“dOTC,” Robin 
et al., 2019) methods; while the assumption of stationary rank dependence features is made in the “Rank Resam-
pling for Distribution and Dependency” (“R2D2,” Vrac, 2018) correction method and its extension (“R2D2v2,” 
Vrac & Thao, 2020). Knowing the robustness of the changes in dependencies simulated by climate models is thus 
also crucial to choose the proper assumption (stationarity or non-stationarity) regarding changes in multivariate 
properties, and therefore the proper MBC methods to use in climate change context. A follow up question is to 
know how these stationarity or non-stationarity assumptions compare to the approach consisting in keeping both 
the raw rank correlation values and changes given by the climate simulations. Such an approach is typically what 
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is done when a univariate BC method is applied. Indeed, a 1d-BC method does not adjust the copula function 
(i.e., function containing the dependence linking statistically the different variables of the climate simulations), 
and thus does not modify the rank correlations of the climate model (Vrac, 2018). Moreover, when consider-
ing an ensemble of climate simulations, it is common to average the changes in univariate properties of the 
simulations—via mean-model means or multi-run means—to get the most robust part of the climate change 
signal (see, e.g., Tebaldi & Knutti, 2007; Knutti et al., 2010). Such an approach has not been tested so far for 
changes in rank correlations, while such changes in the dependence structure (e.g., between temperature and 
precipitation) can play a significant role in future compound extremes (Singh et al., 2021).

Therefore, in the present article, we investigate whether or not MBC methods should try reproducing, preserving 
or modifying the change in inter-variable correlations. To do so, we do not perform any (univariate or multivar-
iate) BC per se. Indeed, no time series will be adjusted. Instead, the main idea is to rely only on estimations of 
the evolution of the rank correlations, as proxies of results given by MBCs: these estimations will depend on the 
chosen assumption for accounting of the rank correlation changes. Hence, we do not evaluate specific methods 
and their details, but rather their main underlying philosophies. To perform this evaluation, we propose a “perfect 
model experiment” (PME) setting, using model simulations as pseudo-observations (e.g., de Elía et al., 2002; 
Krinner & Flanner,  2018; Vrac et  al.,  2007). Although our PME setting can be applied to other couples of 
climate variables and other statistical properties, in the present article it will allow us to estimate the biases in 
terms of Temperature (T) versus Precipitation (PR) rank correlations brought by the four different assumptions 
or approaches:

1.  “Non-stationarity” (NSt) assumption: MBC should preserve change in correlations, that is, this approach 
seeks to maintain the signal of the model;

2.  “Stationarity” (St) assumption: MBC should have stationary correlations, which are estimated from the refer-
ence data over the calibration period;

3.  “No correction” (Raw) assumption: BC should not modify correlation values and changes;
4.  “Multi-Model Mean Climate Change” (CC) approach: MBC should account for multi-model mean corre-

lation changes, that is, this approach constrains the corrections to reproduce an ensemble average change in 
correlations.

Hence, we will compare their robustness with respect to the rank correlation change signal provided by current 
state-of-art climate models. Note that, all along this article, the focus is put on the inter-variable rank correlation 
between T and PR and its changes, and not directly on the whole dependence structure that can be characterized 
by the copula function linking T and PR marginal distributions. The correspondence between copula and rank 
correlation is obviously not bijective. For examples: two different copulas can induce the same rank correlation; 
or complicated copula structures representing non-trivial inter-variable dependencies may result in close-to zero 
rank correlations. The later example is however obvious as, in statistics, it is well-known that if independent 
variables induce a zero correlation, the opposite is not true (i.e., a zero correlation does not imply that the two 
variables are independent, they can even have complex relationships). Yet, the Spearman rank correlation remains 
an easily interpretable and useable proxy of the global dependence between two variables of interest, and is thus 
employed in this study as the inter-variable property of level 0.

The rest of this article is structured as follows: Section 2 describes the climate simulations used in this study. 
Then, the various possible (stationarity or non-stationarity) assumptions of the dependence structure are detailed 
in Section 3, as well as our PME to test the consequences of these assumptions on the dependence structure. The 
results are given and described in Section 4. Finally, conclusions and discussions are provided in Section 5.

2. Data
Two ensembles of climate model simulations are considered. The first one is a multi-model ensemble constituted 
of 11 Global Climate Models (GCMs) contributing to the sixth exercise of the “Coupled Models Intercomparison 
Project” (CMIP6, Eyring et al., 2016). The list of the GCMs is provided in Table 1.

The second ensemble is constituted by 40 members (i.e., runs) from a single GCM, the “Community Earth System 
Model” (CESM, Kay et al., 2015) developed by the National Center for Atmospheric Research and the University 
Corporation for Atmospheric Research (NCAR/UCAR, USA), at approximately 1° horizontal resolution. The use 
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of these multi-two ensembles (model or multi-run) allows us to distinguish 
inter-model variability from internal variability in our investigations about 
changes in correlations.

From each of these two ensembles, daily surface temperature (hereafter 
T) and precipitation (PR) time series have been extracted over the western 
Europe domain, defined as [10°W, 30°E] × [30°N, 70°N]. Historical runs 
were used over the 2001–2014 period and the shared socioeconomic path-
ways 585 (SSP585) scenario (Riahi et al., 2017) over the 2015–2100 period. 
Hence, for each run of each ensemble, we consider continuous simulations 
from 2001 to 2100, which we separate into five 20-year periods: 2001–2020 
as historical period and 2021–2040, 2041–2060, 2061–2080, 2081–2100 for 
future periods. To ease comparisons, all temperature and precipitation fields 
have been regridded to a common spatial resolution of 1° × 1°.

3. “Perfect Model Experiment” Design and Evaluation 
Tools
To investigate how changes in T-PR rank correlation should be handled in 
a MBC context, a “perfect model with turning reference” (PMTR) experi-
ment is now set up. The PMTR setting assumes that models are statistically 

indistinguishable from the truth (i.e., real climate). This means that the truth and the models are supposed to be 
generated from the same underlying probability distribution (Ribes et al., 2016; Thao et al., 2021). In particular, 
the distribution of the differences between the truth and the models is supposed to be the same as the distribution 
of the differences among models. Within this paradigm, it is sensible to consider one model as a possible truth 
(i.e., reference) to evaluate the Stationarity (St), non-stationarity (NSt), no-correction (Raw) or multi-model mean 
climate change (CC) assumptions. Hence, our PMTR consists in taking one model (or run) as reference and eval-
uate the four assumptions on the other models (resp. runs) with respect to the reference one. The same procedure 
is repeated for another reference model until all models (resp. runs) have each served once as reference.

For the various tested assumptions, the following common notations are used: For a given grid cell of the domain, 
let ρref,i be the T versus PR Spearman (rank) correlation of this grid cell from the reference (ref) model and for 
the period i, where i = 0 indicates 2001–2020, up to i = 4 corresponding to 2081–2100; ρmod ,i is the Spearman 
correlation from another (i.e., non reference) model or run (belonging to the same ensemble). Our PME setting 
will allow us to compare the relevance of the different assumptions regarding the modification of the rank corre-
lations ρmod ,i of the models.

3.1. No-Correction (Raw) Assumption

First, before applying a modification (correction) of the T versus PR rank correlation present in the climate 
simulations, it is legitimate to wonder whether these model correlations really have to be corrected. Indeed, when 
applying a univariate BC method, the copula function linking statistically the different variables of the climate 
simulations is mostly kept untouched, that is, uncorrected, and thus so is their rank correlation (Vrac, 2018). 
Therefore, the “no-correction” (hereafter “Raw”) assumption does not modify either the initial correlation value 
ρmod ,0 (i.e., over the calibration time period), neither the correlation values ρmod ,i at any other (future) time period i 
(and thus neither the change in correlation from period 0 to period i). This Raw approach can then serve as a proxy 
of the results given in terms of Spearman correlation by a traditional univariate BC, such as a quantile-mapping 
method (Déqué, 2007). Then, the Raw assumption is tested, for each 20-year period i, by computing BRaw, the 
absolute bias of ρmod ,i with respect to ρref,i, the Spearman correlation of the reference model:

𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅(mod, 𝑖𝑖) = |𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑖𝑖 − 𝜌𝜌mod,𝑖𝑖|. (1)

Indeed, the rank correlation of the model to be evaluated is not modified at all and can thus be directly compared 
to the reference correlation.

Simulation name Run
Atmospheric 

resolution Data reference

BCC-CSM2-MR r1i1p1f1 100 km Wu et al. (2018)

CanESM5 r10i1p1f1 500 km Swart et al. (2019)

CNRM-CM6-1-HR r1i1p1f2 100 km Voldoire (2019)

CNRM-CM6-1 r1i1p1f2 250 km Voldoire (2018)

CNRM-ESM2-1 r1i1p1f2 250 km Seferian (2018)

INM-CM4-8 r1i1p1f1 100 km Volodin et al. (2019)

INM-CM5-0 r1i1p1f1 100 km Volodin et al. (2019)

IPSL-CM6A-LR r14i1p1f1 250 km Boucher et al. (2018)

MIROC6 r1i1p1f1 250 km Shiogama et al. (2019)

MRI-ESM2-0 r1i1p1f1 100 km Yukimoto et al. (2019)

UKESM1-0-LL r1i1p1f2 250 km Tang et al. (2019)

Table 1 
List of CMIP6 Simulations Used in This Study, Their Run, Approximate 
Horizontal Resolution and References
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3.2. Stationarity (St) Assumption

The stationarity assumption relies on the hypotheses that (a) a MBC method will correctly adjust the model rank 
correlation ρmod ,0 over the calibration period (i.e., ρmod ,0 is corrected to ρref,0) and (b) that the correlation ρref,0 does 
not change for other time periods. Hence, through the “St” assumption, an estimation of the future rank correla-
tion, 𝐴𝐴 𝐴𝐴𝐴𝑆𝑆𝑆𝑆

mod,𝑖𝑖
 , over period i, is given by:

�̃�𝜌𝑆𝑆𝑆𝑆
mod,𝑖𝑖

= 𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 ,0. (2)

As previously, a bias BSt is then defined to test the stationarity assumption, by computing the absolute bias of 
𝐴𝐴 𝐴𝐴𝐴𝑆𝑆𝑆𝑆

mod,𝑖𝑖
 with respect to ρref,i:

𝐵𝐵𝑆𝑆𝑆𝑆(mod, 𝑖𝑖) = |𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑖𝑖 − �̃�𝜌𝑆𝑆𝑆𝑆
mod,𝑖𝑖

| = |𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑖𝑖 − 𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 ,0|. (3)

3.3. Non-Stationarity (NSt) Assumption

The NSt assumption relies on the hypotheses (a) that an MBC method will correctly adjust the model rank corre-
lation ρmod ,0 to ρref,0 over the calibration period and (b) that the corrected future rank correlation (hereafter 𝐴𝐴 𝐴𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁

mod,𝑖𝑖
 ) 

evolves from ρref,0 in a same manner as ρmod ,i evolves from ρmod ,0. Accounting for the changes in correlation, Δρ,i, 
from model mod means accounting for the difference between ρmod ,i (for i ≥ 1) and ρmod ,0, that is, its change from 
period i = 0 (2001–2020) to the future period i ≥ 1:

Δ𝜌𝜌𝜌𝜌𝜌 = 𝜌𝜌mod𝜌𝜌𝜌 − 𝜌𝜌mod𝜌0. (4)

To get rid of the initial bias in ρmod ,0, this change must start from the “real” reference ρref,0 value. It is then 

needed to calculate the correlation 𝐴𝐴

(

�̃�𝜌𝑁𝑁𝑁𝑁𝑁𝑁

mod,𝑖𝑖

)

 resulting from the appropriate evolution (i.e., from ρmod ,0 to ρmod ,i) but 

starting from ρref,0 instead of ρmod ,0. However, simple additive or multiplicative factors applied to ρref,0—such as 
𝐴𝐴 𝐴𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁

mod,𝑖𝑖
= 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟 ,0 + (𝐴𝐴mod,𝑖𝑖 − 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚,0) , or 𝐴𝐴 𝐴𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁

mod,𝑖𝑖
= 𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟 ,0 × (𝐴𝐴mod,𝑖𝑖∕𝐴𝐴mod,0) respectively, or other similar transformations—

could result in a 𝐴𝐴 𝐴𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁

mod,𝑖𝑖
 value outside the [0, 1] interval and are thus not appropriate. To avoid this issue while 

accounting for the evolution, the 𝐴𝐴 𝐴𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁

mod,𝑖𝑖
 correlation is defined as:

�̃���
mod,� =

{

���� ,0 + (Δ�,�∕ (1 − �mod,0)) × (1 − ���� ,0) , ifΔ�,� > 0,

���� ,0 + (Δ�,�∕ (�mod,0 + 1)) × (���� ,0 + 1) , ifΔ�,� ≤ 0.
 (5)

With this definition, 𝐴𝐴 𝐴𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁

mod,𝑖𝑖
 is constrained to the [− 1, 1] interval and is the result of the evolution of ρref,0 in the 

same manner as ρmod ,i results from the evolution of ρmod ,0. Indeed, when applying this transformation to ρmod ,0 
(instead of ρref,0), the result corresponds exactly to ρmod ,i as expected. Although Equation 5 might not be proper 
from a physical point-of-view, it is statistically more appropriate than the additive or multiplicative approach, 
since the resulting correlations evolve consistently with the model simulations while staying in the [− 1, 1] range. 
Then, the non-stationarity assumption is tested, for each 20-year period i, by computing BNSt, the absolute bias of 

𝐴𝐴 𝐴𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁

mod,𝑖𝑖
 with respect to ρref,i, the Spearman correlation of the reference model:

𝐵𝐵𝑁𝑁𝑁𝑁𝑁𝑁(mod, 𝑖𝑖) =
|
|
|
𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑖𝑖 − �̃�𝜌𝑁𝑁𝑁𝑁𝑁𝑁

mod,𝑖𝑖

|
|
|
. (6)

3.4. Multi-Model Mean Climate Change (CC) Assumption

The CC assumption is specifically designed to handle and bias correct correlations from an ensemble of climate 
simulations. As in the NSt assumption, the MBC procedure is supposed to correctly transform the correlation of 
any simulation over the calibration period. Hence, for any model or run m, its correlation ρmod ,0 is corrected to 
ρref,0. This CC assumption basically works the same way as the Non-stationarity assumption but accounting for 
the multi-model mean changes of correlations provided by the ensemble, instead of the single simulation corre-
lation change. Hence, the change Δρ,i in correlation provided by a model m is not used alone (as in Equation 5 for 
the “Non-stationarity” assumption) to generate a future rank correlation 𝐴𝐴 𝐴𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁

mod,𝑖𝑖
 . Instead, Equation 5 is employed 

with a multi-model mean changes of correlations, 𝐴𝐴 Δ𝜌𝜌𝜌𝜌𝜌 , defined as the mean of the correlation changes (from 
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period 0 to period i, i.e., mean of the Δρ,i for a given i) from all the simulations in the ensemble, except that used 
for reference. As for any model mod the resulting corrected correlation over the calibration period 0 is the same 
(ρref,0) and the same common evolution 𝐴𝐴 Δ𝜌𝜌𝜌𝜌𝜌 is used to generate 𝐴𝐴 𝐴𝐴𝐴𝑐𝑐𝑐𝑐

mod,𝑖𝑖
 , for a given time period i, the consequence 

is that, for a given reference, all simulations end up with the same rank correlations with the CC assumption.

The bias of the correlation 𝐴𝐴 𝐴𝐴𝐴𝑐𝑐𝑐𝑐
mod,𝑖𝑖

 obtained from the “multi-model mean CC” assumption for model mod, over 
period i, is noted as BCC(mod , i) and is defined as:

𝐵𝐵𝐶𝐶𝐶𝐶 (mod, 𝑖𝑖) = |𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 ,𝑖𝑖 − �̃�𝜌𝑐𝑐𝑐𝑐
mod,𝑖𝑖

|. (7)

3.5. Spatial or Temporal Aggregation of the Biases

If N is the total number of models (or runs) in the considered ensemble (CMIP6 or CESM), each bias (BNSt, BSt, 
BCC and BRaw) is then calculated N − 1 times for each grid cell for a given reference model and a given period 
i; and N(N − 1) times for each grid cell and for a given period i, when all models (or runs) have served once as 
reference.

These bias criteria BNSt, BSt, BCC and BRaw are calculated for each grid cell over the four climatological seasons 
(DFJ, MAM, JJA, SON) and then spatially averaged (in order to get N(N − 1) bias values for the whole domain 
and for each season). The obtained spatially averaged values are hereafter referred to as SBNSt, SBSt, SBCC and 
SBRaw.

Moreover, in order to have a spatial visualization of the results, the seasonal bias criteria can also be averaged, for 
each grid cell separately, over the N runs or models of a given ensemble. These locally averaged bias values are 
hereafter referred to as LBNSt, LBSt, LBCC and LBRaw.

4. Results
4.1. Spatially Averaged Biases

First, the spatially averaged SBNSt, SBSt, SBM and SBRaw biases are presented as boxplots in Figure 1 for CESM and 
in Figure 2 for CMIP6, for the four seasons.

For CESM (Figure 1), except for the winter season (1.a) where the BSt values are generally lower than the BNSt 
values whatever the future time period, the biases BSt induced by the stationarity assumption on the three other 
seasons (1.b-d) are lower or equivalent to those induced by the non-stationarity assumption up to about 2060 (i.e., 
the first two 20-year periods) but are larger afterward, for the last two periods, 2061 and on. This means that, for 
CESM runs, after 2060, the change in Spearman correlations becomes larger than the variability of the correla-
tions among the different runs over the reference 2001–2020 period. This can be explained by the fact that all runs 
are made from a single climate model. Therefore, the change in correlations is consistent between the different 
runs and the variability of their time evolution is rather weak. In such a case and for long-term projections, the 
non-stationarity assumption has to be favored over the stationarity one. However, when looking at the CMIP6 
PMTR results (Figure 2), the conclusions are quite different. Here, for all seasons and all periods in the future, 
the biases induced by the stationarity experiment are constantly equivalent to or lower than those induced by 
the non-stationarity test. This is due to the high variability of changes in correlations from one CMIP6 model to 
another. Contrary to the CESM ensemble, here the simulations are not generated by a single model. This implies a 
large inter-model uncertainty in the correlations. In such a case, the use of the non-stationarity assumption, that is, 
accounting for the change in correlations simulated by the different models, is not recommended and the station-
arity assumption (i.e., considering ρref,0 as an approximation for the Spearman correlation in future periods) has 
to be favored as it reduces dependence biases.

When looking at the other assumptions (i.e., “CC” and “Raw”) for CESM (Figure 1), they appear quite equivalent 
from each other, for all the seasons. Unsurprisingly, these two approaches provide low SBCC and SBRaw values, 
indicating good estimates of the future correlations, for all time periods i. This is once more explained by the 
weak variability, among the CESM runs, of the correlation values and correlation changes over time.

The picture is not the same for CC and Raw with the CMIP6 ensemble (Figure 2). Here, the Raw assumption 
induces major biases that are stronger than with any other approach. Indeed, the variability of the correlation 
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values and of the correlation changes over time is much higher within CMIP6 than within CESM. Therefore, not 
performing any initial adjustment of the modeled correlation values preserves this high variability, associated 
with high SBRaw bias values. Yet, the CC approach appears as the most robust one for CMIP6: even with the high 
CMIP6 variability of correlations, accounting for the multi-model mean change of correlations allows to estimate 
the inter-variable dependence evolution in an efficient way, more appropriate than considering evolutions from 
single models separately as in the NSt approach.

Figure 1. Community Earth System Model Results of the perfect model with turning reference (PMTR) experiment presented as boxplots for the four seasons: (a) 
winter, (b) spring, (c) summer and (d) fall. For each season, the biases in rank correlation (no units) from the non-stationarity assumption (in dark blue), the stationarity 
assumption (light blue), the “CC” assumption (pink) and the “Raw” assumption (yellow) are given for 4 future periods (2021–2040, 2041–2060, 2061–2080, 
2081–2100).
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4.2. Locally Averaged Biases

In order to see how the BNSt, BSt, BCC and BRaw values are distributed over the geographical domain, the locally 
averaged LBNSt, LBSt, LBCC and LBRaw values are used. To ease the visual assessment, for each grid cell, season 
and 20-year period, the difference DLB(A)  =  LBA  −  LBNSt is computed, where A corresponds to one of the 
three  assumptions (St, CC or Raw). In other words, the NSt approach is used here as an arbitrary benchmark for 
the spatial evaluation. The resulting DLB maps for 2021–2040 (i = 1) and 2081–2100 (i = 5) and for winter and 
summer are presented in Figure 3 for CESM and Figure 4 for CMIP6. The maps for Spring and Fall are given as 
Supporting Information S1 for CESM and CMIP6 in Figures S1 and S2 in Supporting Information S1, respec-
tively. A positive (yellow or red) difference indicates that the “non-stationarity” assumption implies smaller 
biases than the “A” one, while negative (light or dark blue) differences show locations where the “A” assumption 
implies smaller biases than the “non-stationarity” one.

Figure 2. Same as Figure 1 but for Coupled Models Intercomparison Project6 models.
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Figure 3. Community Earth System Model Maps of the differences of LB values (DLB(A) = LBA − LBNSt, see text for details) computed for each grid cell, where 
assumption A is either “St” (first column), or “CC” (second column), or “Raw” (third column), in Winter (first and second lines) or summer (third and fourth lines), 
over the 2021–2040 period (first and third lines) or the 2081–2100 period (second and fourth lines). The equivalent maps for the other seasons (i.e., spring and fall) are 
provided as Supporting Information S1 in Figure S1 of Supporting Information S1.
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Figure 4. Same as Figure 3 but for Coupled Models Intercomparison Project6. The equivalent maps for the other seasons (i.e., spring and fall) are provided as 
Supporting Information S1 in Figure S2 of Supporting Information S1.
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The DLB(CC) results show very uniform maps of negative values for both CESM (panels 3.b,e,h,k) and CMIP6 
(panels 4.b,e,h,k), all future periods and for all seasons. This indicates that the CC assumption performs uniformly 
better than the NSt approach.

This is also true for CESM DLB(Raw) maps (panels 3.c,f,i,l), showing only very weak spatial structures. However, 
the maps are not uniform for the CMIP6 DLB(Raw) maps, where strongly positive spatial structures also change 
in time, for example, in summer from 2021 to 2040 to 2081–2100.

Regarding the St assumption over the near-future (2021–2040) period, as already shown in Figures 1 and 2, the 
results are rather equivalent for CESM (3.a) and CMIP6 (4.a) maps, with mostly close to 0 or negative DLB(St) 
differences all over the western Europe domain. However, spatial structures appears more and more when going 
through the different periods of the 21st century, as illustrated for CESM in panels 3.b and 3.j, and for CMIP6 
in panels 4.b and 4.j, showing DLB(St) results over 2081–2100. For CESM, except for winter that shows weakly 
positive DLB(St) values over the south-western part of the domain, the other seasons present more pronounced 
positive DLB structures (i.e., yellow and red), especially in summer (Figure  3j) over central eastern Europe. 
For CMIP6, the spatial structures are much less pronounced and the major part of the domain shows only mild 
DLB(St) values, indicating that, even over the 2081–2100 period, the “St” and “NSt” assumptions do not distin-
guish much from each other and that, thus, the “stationarity” assumption remains reasonable up to the end of 
the 21st century. In general, it is interesting noting that, for CESM, the positive DLB(St) values—indicating 
smaller biases of rank correlation from the “NSt” assumption—mostly appear over lands, while negative DLB(St) 
values—that is, smaller biases of rank correlation from the “St” assumption—are over seas. However, although 
with much lower intensities than for CESM, the positive CMIP6 DLB(St) values also mostly appear lands, except 
for summer (Figure 4j) for which most inland Europe presents negative DLB(St) values.

4.3. Inter-Run Biases Versus Inter-Model Biases

To compare the contribution of the biases from the multi-run PM experiment to the biases from the multi-model 
PM experiment, for each period and season, a ratio of bias, RA is calculated for each assumption A, as the median 
bias from CESM (given in Figure 1) divided by the median bias from CMIP6 (Figure 2):

𝑅𝑅𝐴𝐴 = 𝑄𝑄50

(
𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶𝑆𝑆𝐶𝐶

𝐴𝐴

)
∕𝑄𝑄50

(
𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶6

𝐴𝐴

)
 (8)

where Q50 is the function giving the median of a data set, A is one of the four assumptions and ������
�  (respec-

tively 𝐴𝐴 𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶6

𝐴𝐴
 ) is the data set of the SB biases calculated for CESM (respectively CMIP6) from assumption A. 

By assuming that the CESM SBA biases are representative of the SBA biases from any single model multi-run 
ensemble in the CMIP6 ensemble, RA allows to quantify the relative weights of the biases from inter-run or 
inter-model biases, based on assumption A. However, it is not possible to assume such a representativity of 
the CESM ensemble. Hence, more rigorously, RA quantifies the relative weights of the biases from the CESM 
inter-run biases over the CMIP6 inter-model biases from assumption A. The RA values are plotted in function of 
the time period in Figure 5 for the four ssumptions and the four seasons. The 90% confidence interval of each 
ratio is also computed via a bootstrap of 75% of the ������

�  and 𝐴𝐴 𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶6

𝐴𝐴
 values, repeated 100 times. These 

intervals are given as dashed colored lines in Figure 5. Note that the intervals are generally small and relatively 
similar for one period to another and from one assumption to another. Yet, larger intervals are visible for the 
stationarity assumption (light blue) during the transition seasons (i.e., Spring 5.b and Fall 5.d) as well as for the 
Non-Stationarity assumption (dark blue) during Fall (5.d).

For the Raw assumption, RRaw values are constant for all periods, whatever the season, around 0.4, indicating that 
the CESM inter-run biases are always smaller than the CMIP6 inter-model biases. For the Stationarity assump-
tion, the ratio of bias stays mostly constant for spring, summer and fall (RSt between 1 and 1.2) but decreases 
with  time in winter (from 1.2 in 2021–2040 to 0.8 in 2081–2100. However, tendencies to decrease with time are 
visible for RNSt and RCC for all seasons and overall for winter and summer.

For assumptions showing decreasing trends of RA (NSt and CC in all seasons, as well as St in winter), the 
inter-model biases increase with time with respect to the inter-run biases. In this case, the RA values quickly go 
down below 1. This indicates that inter-model correlation biases are rapidly getting predominant with respect to 
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the inter-run biases. For longer term projections, this tends to favor the selection of approaches that minimize the 
biases of the inter-model ensemble based on our PMTR experiment.

5. Conclusions and Discussion
Bias correction (BC) methods are now routinely applied to adjust climate simulations and then drive impact 
models. If univariate BC methods are generally well-understood and have been extensively studied, multivariate 
ones (MBC) are still in an expansion phase that requires to understand their main assumptions, differing from 
univariate BCs. Whereas 1d-BC methods mostly keep the copula dependence function (e.g., its Spearman corre-
lation) of the climate model untouched (see Vrac, 2018, among others), MBCs can rely on various assumptions 
regarding the possible evolutions (i.e., changes over time) of the multivariate dependencies between climate 
variables, such as the inter-variable (rank) correlation. Some MBCs try reproducing—generally implicitly—the 
future correlation changes projected by the climate model (e.g., A. Cannon, 2017; Robin et al., 2019), while 
other MBCs assume a stationary dependence between variables, sticking to the observational copula function 
(e.g., Vrac, 2018; Vrac & Thao, 2020). In this study, without correcting any multivariate simulation, we have 
thus investigated what these “stationarity” and “non-stationarity” assumptions imply in terms of biases of the 
inter-variable Spearman (rank) correlation between temperature and precipitation. To do so, an original PMTR 

Figure 5. Ratio of the median bias from Community Earth System Model internal variability over the median bias from Coupled Models Intercomparison Project6 
inter-model variability for the 4 correlation change assumptions (“NSt,” “St,” “CC,” “Raw”) in winter (a), spring (b), summer (c) and fall (d). The dashed lines give the 
90% confidence intervals of the ratio values for each assumption and period.
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experiment has been set up and applied based on two different climate simulation ensembles: 40 runs from the 
CESM global climate model and 11 runs from the CMIP6 exercise. A run is taken as reference and the St and 
NSt assumptions are tested on the other runs against this reference. In addition to the St and NSt experiments, two 
other assumptions were evaluated: one (“CC”) that makes the correlations evolve according to the multi-model 
change in correlations, hence trying to capture the most robust part of the signal; and one (“Raw”) that does not 
transform at all the correlations and that can be seen as a proxy for a univariate BC method. For each of the four 
assumptions, biases of rank correlations were defined with respect to the reference and averaged either spatially 
or locally. All runs served once as reference, allowing to get a estimation of the variability of the biases. In our 
PMTR setting, the goal was to evaluate the MBC methods and their underlying assumptions about how they 
consider changes in rank correlations. As, for each “turn,” the reference used for training the BC methods is also 
a simulation, it is possible to quantify the bias or quality of the corrections (here, in terms of correlations) in a 
climate change context. Relying on the assumption that the truth (i.e., the real climate) and the models are gener-
ated from the same underlying probability distribution, the conclusions obtained in the PME setting are supposed 
to be also valid, in a practical case, when the BC methods are trained on observations. More precisely, under the 
above assumption, it is not possible to directly infer, from the PMTR results, the performances of the BC meth-
ods when applied to observations as the location of the observations in the underlying probability distribution 
(especially in the future) is not known. However, we can expect that a method that performs well on all references 
in the PMTR setting, would have higher chances to work well with observations. The main results highlight that:

1.  Within a multi-run single GCM ensemble (such as CESM), accounting for changes in correlation (with “NSt” 
or “CC” assumptions) can bring valuable information, especially for long-term projections, if the real climate 
is assumed to be physically part of this multi-run ensemble. However, a stationary (“St”) correlation assump-
tion appears to provide less biased correlation results than the “NSt” one, up to medium-term projections 
(about 2060). This is due to the low variability of correlations and correlation changes among such a multi-run 
single GCM ensemble. It is also worth noting that the use of a multi-run single GCM to investigate climate 
changes (not only in changes of correlations but also for any other aspect) is highly questionable, especially 
in a PMTR experiment. Indeed, as stated in Section 3, a PMTR setting assumes that the truth (i.e., the real 
climate) and the models are generated from the same underlying probability distribution. Given that the inter-
nal variability of a single GCM is usually lower than the variability of a multi-model ensemble, the distribu-
tion (e.g., of correlation or correlation changes) underlying the runs of a single model might thus not contain 
the truth. More generally, based on the same reasoning, the use of a multi-run single GCM for investigating 
climate changes is not recommended, except for analyzing its internal variability and potentially compare it 
to a larger multi-model ensemble.

2.  For multi-model ensembles (such as from CMIPs), as the inter-model uncertainty in the evolution of the corre-
lations is quite large, the use of the non-stationarity (“NSt”) assumption is not recommended and the station-
arity (“St”) assumption (i.e., considering the Spearman correlations of the reference as an approximation for 
the correlations in future periods) has to be favored. This has important consequences for studies relying on 
changes of inter-variable dependence, as well as for MBC methods designed either to keep the dependence 
structures stationary with respect to a reference (e.g., as in Vrac, 2018; Vrac & Thao, 2020) or to make the 
dependencies evolve in agreement with the changes provided by the biased climate model simulations to 
correct (e.g., as in A. Cannon, 2017; Robin et al., 2019). Based on the results of this study, both approaches 
can make sense, but their appropriate use clearly depend on the confidence the MBC user puts on the model 
simulations and on their changes in inter-variable correlations and dependencies.

3.  When an MBC method has to be applied based on a single run, the Stationary approach is preferable, rather 
than a non-stationarity assumption. This is particularly true if the projection period is before 2060. For longer 
term projections, the choice (St or NSt) mostly depends on the confidence put in the climate model used. If 
a high variability in correlation changes is possible (as in the CMIP6 ensemble), the Stationary approach 
appears safer. If the correlation changes are thought to be weakly variable around that provided by the single 
model run, then a non-stationary approach can be more robust. Yet, in practice, if only one single run is used, 
it is difficult to quantify the confidence we can have in this run, as it is not possible to quantify the agreement 
between models and runs. This clearly also underlines the need to investigate the different statistical and 
physical features of the climate model of interest and the degree of trust that can be placed in them. Therefore, 
constraining models by observations to reduce uncertainties in projections, as done in Robin and Ribes (2020) 
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or Ribes et  al.  (2021) for non-stationary univariate extremes, but for correlation/dependence features is a 
relevant and useful perspective.

4.  One can note that some regional differences and variability in the results are visible (Figures 3 and 4) when 
comparing the “St” and “NSt” assumptions. This is the case, for example, within the CMIP6 ensemble in 
winter 2081–2040 (Figure 4d), over South Spain, where the NSt assumption appears locally less biased than 
the St assumption. This implies that the BC strategy to apply might depend on the region and the season of 
interest. However, this is not the case when inserting the “CC” case, which clearly appears to be the most 
appropriate approach, for all regions and seasons. Hence, globally, when an ensemble is available, the best 
and more stable results were obtained from the “CC” approach, that allows accounting for the mean change 
in correlations, computed as the average change from the different models or runs. Thus, when it is possible 
to use an ensemble, the CC approach has to be favored over any of the three other discussed assumptions. 
More generally, this result also pleads for the use of ensemble—instead of a single model run—and the robust 
information about climate change that they can provide.

This study can, of course, be further extended in many ways. First, it is worth reminding that, here, we have not 
performed any (univariate or multivariate) BC per se. Indeed, no time series have been adjusted, as we only relied 
on ways to estimate the evolution of the correlations, as proxies of results given by MBCs. Hence, we did not 
evaluate specific methods and their details, but rather their main underlying philosophies. The consequence is 
that, to get a precise understanding of the suited MBC methods to use, the same PME protocol could be applied 
directly to the MBC methods of interest.

Second, GCM simulations have been used to constitute the ensembles of this study. Yet, ensembles for RCM 
simulations, with higher spatial resolution, could provide different complementary insights and results. This also 
raises the question on the different sources of variability in the correlation values and changes: from large-scale or 
from local-scale simulations? From inter-GCM or from inter-RCM simulations? Our proposed PME would then 
have to be adapted to tackle such questions and to be able to separate the various sources.

Moreover, if this study only looked at the T versus PR correlations, other couples of climate variables (e.g., wind 
and precipitation, or humidity and temperature) or other dependence metrics (e.g., Kendall's tau) can be inves-
tigated in the same way, depending on the specific interest. In the same type of idea, different types of depend-
encies, other than inter-variable, could also benefit from such a framework: spatial dependencies, or temporal 
dependencies, including cross-dependencies. In addition, extending the PME approach developed in this study 
to copula functions instead of rank correlations could help describing better the dependence between variables 
and the consequences from MBC methods. Indeed, as explained in the Introduction section, the correspondence 
between copula and rank correlation is not one-to-one. Hence, the conclusions brought by this study based on 
rank correlations can be deepened with an approach directly working on copulas. Yet this copula-based approach 
still has to be defined and is left for future work. With such systematic evaluations, it would then be possible to 
get clear pictures of the most robust ways to account for changes in various dependence properties with MBC 
methods.
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