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About the asymptotic behaviour of the martingale associated with
the Vertex Reinforced Jump Process on trees and Zd

V. Rapenne

Institut Camille Jordan

Abstract

We study the asymptotic behaviour of the martingale (ψn(o))n∈N associated with the Vertex
Reinforced Jump Process (VRJP). We show that it is bounded in Lp for every p > 1 on trees and
uniformly integrable on Zd in all the transient phase of the VRJP. Moreover, when the VRJP
is recurrent on trees, we have good estimates on the moments of ψn(o) and we can compute
the exact decreasing rate τ such that n−1 ln(ψn(o)) ∼ −τ almost surely where τ is related to
standard quantities for branching random walks. Besides, on trees, at the critical point, we show
that n−1/3 ln(ψn(o)) ∼ −ρc almost surely where ρc can be computed explicitely. Furthermore,
at the critical point, we prove that the discrete process associated with the VRJP is a mixture of
positive recurrent Markov chains. Our proofs use properties of the β-potential associated with
the VRJP and techniques coming from the domain of branching random walks.

1 Introduction and first definitions
Let (V,E) be a locally finite graph. Let W > 0. In [DV04], Davis and Volkov introduced

a continuous self-reinforced random walk (Ys)s≥0 known as the Vertex Reinforced Jump Process
(VRJP) which is defined as follows: the VRJP starts from some vertex i0 ∈ V and conditionally on
the past before time s, it jumps from a vertex i to one of its neighbour j at rate WLj(s) where

Lj(s) = 1 +
∫ s

0
1{Yu = s}du.

In [ST15], Sabot and Tarrès defined the time-change D such that for every s ≥ 0,

D(s) =
∑
i∈V

(
Li(s)2 − 1

)
.

Then, they introduced the time-changed process (Zt)t≥0 = (YD−1(t))t≥0. If V is finite, this process
is easier to analyse than Y because it is a mixture of Markov processes whose mixing field has a
density which is known explicitely. The density of the mixing field of Z was already known as a
hyperbolic supersymmetric sigma model. This supersymmetric model was first studied in [DSZ10]
and [DS10] and Sabot and Tarrès combined these previous works with their own results in order
to make some important progress in the knowledge of the VRJP. However, their formula for the
density of the environment of the VRJP was true only on finite graphs. This difficulty has been
solved in [STZ17] and [SZ19] where Sabot, Tarrès and Zeng introduced a β-potential with some
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distribution νWV which allows to have a representation of the environment of the VRJP on infinite
graphs. Thanks to this β-potential, Sabot and Zeng introduced a positive martingale (ψn(o))n∈N
which converges toward some random variable ψ(o). A remarkable fact is that ψ(o) = 0 if and only
if the VRJP is recurrent. Moreover, they proved a 0-1 law for transitive graphs. On these graphs,
the VRJP is either almost surely recurrent or almost surely transient.

We can study the VRJP on any locally finite graph V . However, in this paper, we will focus
only on the two most important cases:

• First, we can consider the case where V = Zd. In this case, when d ∈ {1, 2}, the VRJP is
always recurrent. (See [SZ19], [Sab21] and [KP21].) On the contrary, when d ≥ 3, Sabot and
Tarrès proved in [ST15] that the time-changed VRJP is recurrent for small W and that it is
transient for large W . Further, in [Pou19], thanks to a clever coupling of ψn(o) for different
weights, Poudevigne proved there is a unique transition point Wc(d) between recurrence and
transience on Zd if d ≥ 3.

• Another interesting case for the VRJP is when V is a tree. In this case, the environment of the
VRJP is easy to describe thanks to independent Inverse Gaussian random variables. Using
this representation of the environment, in [CZ18], Chen and Zeng proved there is a unique
phase transition between recurrence and transience on supercritical Galton-Watson trees for
the time-changed VRJP. (This result was already proved in [BS12] but the proof of [BS12]
was very different and did not use the representation of the VRJP as a mixture of Markov
processes.) Furthermore the transition point Wc(µ) can be computed explicitely and depends
only on the mean of the offspring law µ of the Galton-Watson tree.

Therefore, if V is a Galton-Watson tree or Zd with d ≥ 3, the following dichotomy is known:
there exists Wc ∈ R∗+ (depending on V) such that

If W < Wc, then a.s, ψ(o) = 0, i.e the VRJP is recurrent.
If W > Wc, then a.s, ψ(o) > 0, i.e the VRJP is transient.

The recurrence of the VRJP can be regarded as a form of "strong disorder". Indeed, if W is
small, the reinforcement, i.e the disorder of the system compared to a simple random walk, is very
strong. Therefore, the martingale (ψn(o))n∈N associated with the system vanishes only when there
is strong disorder. This situation is reminiscent of directed polymers in random environment. One
can refer to [Com17] for more information on this topic. In the case of directed polymers, there
is a positive martingale (Mn)n∈N which converges toward a random variable M∞. (Mn)n∈N and
(ψn(o))n∈N play analoguous roles in different contexts. Indeed, M∞ > 0 a.s if and only if the
system exhibits "weak disorder", exactly as for ψ(o). However, on Zd or on trees, this is possible
that M∞ > 0 a.s but (Mn)n∈N is not bounded in L2. (See [CC09] and [BPP93].) Therefore, a
natural question regarding (ψn(o))n∈N is to know when it is bounded in Lp for a fixed value of
p > 1. Moreover, as shown in the proof of Theorem 3 in [SZ19], Lp boundedness of the martingale
(ψn(o))n∈N∗ on Zd for sufficiently large p implies the existence of a diffusive regime for the VRJP,
i.e the VRJP satisfies a central-limit theorem. We would like to know whether this diffusive regime
coincides with the transient regime or not. This gives another good reason to study the moments of
(ψn(o))n∈N. Using [DSZ10], [SZ19] and [Pou19], one can prove that, on Zd with d ≥ 3, for any p > 1,
there exists a threshold W (p)(d) such that (ψn(o))n∈N is bounded in Lp for every W > W (p)(d).
However, we do not know whether W (p)(d) = Wc(d) for every p > 1 or not. In this paper, we will
prove that (ψn(o))n∈N is uniformly integrable on Zd as soon as the VRJP is transient. Moreover,
we will prove that (ψn(o))n∈N is bounded in Lp for any p > 1 as soon as W > Wc(µ) on trees.
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Furthermore, we will also look at the rate of convergence toward 0 of (ψn(o))n∈N on trees when
W < Wc(µ) under mild assumptions. We have a Lp version and an almost sure version of the
estimate of the decay of (ψn(o))n∈N toward 0.

Finally a natural question consists in finding the behaviour of the VRJP at the critical point
Wc. On Galton-Watson trees, it was proved in [CZ18] or [BS12] that the time-changed VRJP is
a mixture of recurrent Markov processes at the critical point. In this paper, we prove that it is
even a mixture of positive recurrent Markov processes. However the asymptotic behaviour of the
VRJP at the critical point on Zd remains unknown. We will also compute the rate of convergence
of (ψn(o))n∈N on trees when W = Wc(µ).

2 Context and statement of the results
2.1 General notation

Let (V,E) be a locally finite countable graph with non oriented edges. We assume that V has
a root o. We write i ∼ j when {i, j} ∈ E. For every n ∈ N, we define Vn := {x ∈ V, d(o, x) ≤ n}
where d is the graph distance on (V,E). For every n ∈ N∗, we denote the boundary of Vn, that is
{i ∈ Vn, ∃j ∈ V c

n such that {i, j} ∈ E}, by ∂Vn. Let us denote by En the set of edges of Vn. If M is
a matrix (or possibly an operator) with indices in a set A×B, then for every A′ ⊂ A and B′ ⊂ B,
the restriction of M to A′ × B′ is denoted by MA′,B′ = (M(i, j))(i,j)∈A′×B′ . If M is a symmetric
matrix, we write M > 0 when M is positive definite.

In this article, we use a lot the Inverse Gaussian distribution. For every (a, λ), recall that an
Inverse Gaussian random variable with parameters (a, λ) ∈ R∗+2 has density:

1{x > 0}
(

λ

2πx3

)1/2
exp

(
−λ(x− a)2

2a2x

)
dx. (2.1)

The law of the Inverse Gaussian distribution with parameters (a, λ) ∈ R∗+2 is denoted by IG(a, λ).
For W > 0 and t ∈ R, if A ∼ IG(1,W ), we write Q(W, t) = E

[
At
]
. A well-known property of the

Inverse Gaussian distribution states that Q(W, t) = Q(W, 1− t).

2.2 The β-potential and the martingale (ψn)n∈N
Let (V,E) be an infinite countable graph with non-oriented edges. In this paper, the graph

(V,E) will always have a special vertex o called the root. Actually, in our results, V is a rooted tree
or Zd with root 0. Let W > 0. In [SZ19], the authors introduced a random potential (βi)i∈V on V
with distribution νWV such that for every finite subset U ⊂ V , for every (λi)i∈U ∈ RU+,∫

exp
(
−
∑
i∈U

λiβi

)
νWV (dβ)

= exp

−1
2
∑
i∼j
i,j∈U

W
(√

1 + λi
√

1 + λj − 1
)
−

∑
i∼j

i∈U,j /∈U

W
(√

1 + λi − 1
) 1∏

i∈U

√
1 + λi

. (2.2)

Looking at the Laplace transform in (2.2), we see that (βi)i∈V is 1-dependent, that is, if U1 and
U2 are finite subsets of V which are not connected by an edge, then (βi)i∈U1 and (βi)i∈U2 are
independent under νWV . Moreover, the restriction of this potential on finite subsets has a density
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which is known explicitely. We give the expression of this density in subsection 3.1. Furthermore,
for every (βi)i∈V , let us introduce the operator Hβ on V which satisfies:

∀(i, j) ∈ V 2, Hβ(i, j) = 2βi1{i = j} −W1{i ∼ j}.

By proposition 1 in [SZ19], the support of νWV is

DWV = {β ∈ RV , (Hβ)U,U is positive definite for all finite subsets U ⊂ V }.

Therefore, under νWV , for every n ∈ N, (Hβ)Vn,Vn is positive definite. In particular, it is invertible.
We denote by Ĝn the inverse of (Hβ)Vn,Vn . Moreover, for n ∈ N and β ∈ DWV , let us define (ψn(i))i∈V
as the unique solution of the equation:{

(Hβψn)(i) = 0 ∀i ∈ Vn
ψn(i) = 1 ∀i ∈ V c

n .
(2.3)

The idea behind the definition of (ψn)n∈N is to create an eigenstate of Hβ when n goes to infinity.
We can make n go to infinity thanks to the following proposition:
Proposition A (Theorem 1 in [SZ19]). For any i, j ∈ V , (Ĝn(i, j))n∈N∗ is increasing νWV -a.s. In
particular there exists a random variable Ĝ(i, j) such that

Ĝn(i, j) −→
n→+∞

Ĝ(i, j), νWV -a.s.

Further, for any i, j ∈ V ,
Ĝ(i, j) < +∞, νWV -a.s.

Moreover, (ψn)n∈N is a vectorial martingale with positive components. In particular, for every i ∈ V
the martingale (ψn(i))n∈N has an almost sure limit which is denoted by ψ(i). Besides, (Ĝn)n∈N is the
bracket of (ψn)n∈N in the sense that for every i, j ∈ V , (ψn(i)ψn(j)− Ĝn(i, j))n∈N is a martingale.

This martingale (ψn)n∈N is crucial in order to study the asymptotic behaviour of the VRJP. One
reason for this is that a representation of the environment of the discrete random walk associated
with the VRJP starting from i0 is given by (WG(i0, j)G(i0, i)){i,j}∈E where for every (i, j) ∈ V 2,

G(i, j) = Ĝ(i, j) + 1
2γψ(i)ψ(j)

where γ is random variable with distribution Γ(1/2, 1) which is independent of the random potential
β. We will say more about the link between the VRJP and (ψn)n∈N in Proposition B. Before this,
let us give some notation.

2.3 Notation associated with the VRJP
2.3.1 General notation for the VRJP

In the previous section, for every deterministic graph (V,E), we introduced the measure νWV
associated with the β-potential. We write EνWV when we integrate with respect to this measure
νWV . Moreover, we defined a martingale (ψn(o))n∈N. For a fixed graph V , we say that (ψn(o))n∈N
is bounded in Lp if sup

n∈N
EνWV [ψn(o)p] < +∞. We say that (ψn(o))n∈N is uniformly integrable if

lim
K→+∞

sup
n∈N

EνWV [ψn(o)1{ψn(o) ≥ K}] = 0.

We denote by (Z̃n)n∈N the discrete time process associated with the VRJP, that is, the VRJP taken
at jump times. We will see that it is a mixture of discrete random walks. Let us introduce the
probability measure PV RJP

V,W under which (Z̃n)n∈N is the discrete time process associated with the
VRJP on a graph V with constant weights W starting from o.
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2.3.2 Notation for the VRJP on trees

If V is a rooted tree, there is a natural genealogical order ≤ on V . For u ∈ V , the parent of
u is denoted by ~u and the generation of u is denoted by |u|. If (x, u) ∈ V 2 such that x ≤ u, then
|u|x = |u|− |x|. If V is a Galton-Watson tree with offspring law µ, let us denote by GWµ the law of
V . Then, let us define the probability measure Pµ,W under which we first choose randomly the graph
V with distribution GWµ and then we choose randomly the potential (βi)i∈V with distribution νWV .
Moreover, we define PV RJP

µ,W under which we first choose randomly the graph V with distribution
GWµ and then we choose randomly a trajectory on V with distribution PV RJP

V,W . We write Eµ,W (·)
and EV RJP

µ,W (·) when we integrate with respect to Pµ,W and PV RJP
V,W respectively.

2.4 The phase transition
The martingale ψ is very important in order to understand the recurrence or transience of the

VRJP as explained by the following proposition:

Proposition B ([ST15], [SZ19], [Pou19] and [CZ18]). Let us assume that (V,E) is Zd. Then there
exists Wc(d) > 0 depending only on d such that:

• If W < Wc(d), νWd -a.s, for every i ∈ Zd, ψ(i) = 0 and the VRJP is recurrent.

• If W > Wc(d), νWd -a.s, for every i ∈ Zd, ψ(i) > 0 and the VRJP is transient.

Moreover, Wc(d) < +∞ if and only if d ≥ 3. Now let us assume that (V,E) is a supercritical Galton
Watson tree with offspring law µ such that µ(0) = 0. Then there exists Wc(µ) ∈ R∗+ depending only
on the mean of µ such that:

• If W ≤Wc(µ), Pµ,W -a.s, for every i ∈ V , ψ(i) = 0 and the VRJP is recurrent.

• If W > Wc(d), Pµ,W -a.s, for every i ∈ V , ψ(i) > 0 and the VRJP is transient.

2.5 Statement of the results
2.5.1 Results on Zd

For now, on Zd, we are not able to estimate the moments of the martingale (ψn(o))n∈N in the
transient phase. However, when d ≥ 3, we can prove uniform integrability of this martingale in the
transient phase.

Theorem 1. We assume that V = Zd with d ≥ 3 and that W > Wc(d). Then the martingale
(ψn(o))n∈N is uniformly integrable.

2.5.2 Results on Galton-Watson trees

Let µ be a probability measure on N. In this paper, we use the following hypotheses for Galton-
Watson trees:

• Hypothesis A1: µ(0) = 0 and m :=
+∞∑
k=1

kµ(k) > 1.

• Hypothesis A2: µ(1) = 0.

• Hypothesis A3: There exists δ > 0 such that
+∞∑
k=1

k1+δµ(k) < +∞.
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Our first theorem on trees states that, if V is a Galton-Watson tree, (ψn(o))n∈N is bounded in Lp
as soon as the VRJP is transient.

Theorem 2. Let V be a Galton-Watson tree with offspring law µ satsifying hypothesis A1. Let
W > Wc(µ). Then, for every p ∈]1,+∞[, the martingale (ψn(o))n∈N is bounded in Lp, GWµ-a.s.

In the recurrent phase, we already know that ψn(o) a.s−−→ 0 on any graph as n goes to infinity.
Thanks to the theory of branching random walks and the representation of the VRJP with the
β-potential, we are able to be much more accurate on trees. Let us introduce some notation related
to branching random walks in order to give the precise asymptotics of (ψn(o))n∈N.

For every m > 1, W > 0, we define

fm,W : R → R
t 7→ ln (mQ(W, t)) .

Moreover, we will prove in the step 1 of the proof of Theorem 3 that there exists a unique t∗(m,W ) >
0 such that

f ′m,W (t∗(m,W )) = fm,W (t∗(m,W ))
t∗(m,W ) . (2.4)

Then, we define τ(m,W ) = −f ′m,W (t∗(m,W )). Thanks to these quantities, we are able to describe
the asympotics of (ψn(o))n∈N in the two following results. First, we can estimate the moments of
(ψn(o))n∈N.

Theorem 3. Let V be a Galton-Watson tree with offspring law µ satsifying hypotheses A1, A2 and
A3. Let W < Wc(µ). Then we have the following moment estimates:

(i) ∀p > 0, Eµ,W [ψn(o)−p] = Eµ,W
[
ψn(o)1+p] = enpτ(m,W )+o(n).

(ii) ∀p ∈]1− t∗(m,W ), 1[, Eµ,W [ψn(o)p] = Eµ,W
[
ψn(o)1−p] ≤ e−n(1−p)τ(m,W )+o(n)

with τ(m,W ) > 0 and 0 < t∗(m,W ) < 1/2.

Remark 2.1. In Theorem 3, remark that we can not estimate all the moments of (ψn(o))n∈N. This is
due to the non-integrability of high moments of some quantities related to branching random walks.
We will be more precise in Proposition K.

The previous theorem gives good estimates of the moments of (ψn(o))n∈N. Moreover, it is also
possible to give the exact almost sure decreasing rate of (ψn(o))n∈N if W < Wc(µ).

Theorem 4. Let V be a Galton-Watson tree with offspring law µ satsifying hypotheses A1 and A3.
Let W < Wc(µ). Then, it holds that, Pµ,W -a.s,

lim
n→+∞

ln(ψn(o))
n

= −τ(m,W )

with τ(m,W ) > 0.

The following proposition gives an estimate of the behaviour of the decreasing rate τ(m,W )
near the critical point Wc(µ).
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Proposition 2.1. Let V be a Galton-Watson tree with offspring law µ satsifying hypothesis A1. In
the neighborhood of the critical point Wc(µ),

τ(m,W ) ∼
W→Wc(µ)

α(m)(Wc(µ)−W )

where α(m) = 2 + 1
Wc(µ) − 2m K1(Wc(µ))

K1/2(Wc(µ)) > 0 where Kα is the modified Bessel function of the

second kind with index α.

Following basically the same lines as in the proofs of the previous estimates on (ψn(o))n∈N, we
deduce information on the asympotic behaviour of the VRJP when W < Wc(µ). More precisely, we
can estimate the probability for the VRJP to touch the generation n before coming back to the root
o when W < Wc(µ). Remind that (Z̃k)k∈N is the discrete-time process associated with the VRJP
on the rooted tree V starting from o. We define τ+

o = inf{k ∈ N∗, Z̃k = o} and for every n ∈ N∗,
we define τn = inf{k ∈ N∗, |Z̃k| = n}. Recall that the probability measure PV RJP

µ,W is defined in the
paragraph 2.3.2.

Proposition 2.2. Let V be a Galton-Watson tree with offspring law µ satsifying hypotheses A1, A2
and A3. Let W < Wc(µ). Then we have the following estimate:

−2τ(m,W ) ≤ lim inf
n→+∞

ln
(
PV RJP
µ,W (τ+

o > τn)
)

n

and

lim sup
n→+∞

ln
(
PV RJP
µ,W (τ+

o > τn)
)

n
≤ −τ(m,W )× t∗(m,W )

where 0 < t∗(m,W ) < 1/2.

Remark 2.2. We suspect that the real decreasing rate in the proposition above is −2τ(m,W ). Indeed,
we only have a problem of integrability of some functionals related to branching random walks. Up
to this technical detail, the upper bound in Proposition 2.2 would be −2τ(m,W ) too.

Now, let us look at the behaviour of the martingale (ψn(o))n∈N at the critical point Wc(µ).

Theorem 5. Let V be a Galton-Watson tree with offspring law µ satsifying hypothesis A1 and A3.
We assume that W = Wc(µ). Then, under Pµ,W ,

ln(ψn(o))
n1/3

a.s−−−−−→
n→+∞

−ρc

where ρc = 1
2

(
3π2σ2

2

)1/3
with σ2 = 16m

∫ +∞

0

√
Wc(µ) ln(x)2
√

2πx
e−

Wc(µ)
2 (x+1/x−2)dx.

Remark 2.3. At the critical point, we are not able to have precise Lp bounds for ψn(o). Indeed, in
the subcritical phase, we have subexponential bounds for some functionals associated with branching
random walks. At the critical point, we would need to be more accurate.

The recurrence of the VRJP on trees at the critical point Wc(µ) was already known. The
following theorem states that the VRJP on trees is even positive recurrent at the critical point.
This result is of a different kind than the previous ones. However, the proof requires the same tools
as before.

Theorem 6. Let V be a Galton-Watson tree with offspring law µ satsifying hypothesis A1 and A3.
We assume that W = Wc(µ). Then, the discrete-time VRJP (Z̃n)n∈N associated with (Zt)t≥0 is a
mixture of positive recurrent Markov chains.
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3 Background
3.1 Marginals and conditional laws of the β-potential

The law νWV introduced in section 1 was originally defined on finite graphs in [STZ17] with
general weights. More precisely, on a finite set S, we can define a β-potential with some law ν̃P,ηS

for every (ηi)i∈S ∈ RS+ and every P = (Wi,j)i,j∈S2 ∈ RS2
+ . One can remark that the weights in the

matrix P are not assumed to be constants anymore. Moreover we allow loops, that is, Wi,i can be
non-zero for every i ∈ S. The term η is a boundary term which represents the weights of some edges
relating S to some virtual vertices which are out of S. The probability measure ν̃P,ηS is defined in
the following way: by Lemma 4 in [SZ19] the function

β 7→ 1{H(S)
β > 0}

( 2
π

)|S|/2
e−

1
2 〈1,H

(S)
β

1〉− 1
2 〈η,(H

(S)
β

)−1η〉+〈η,1〉 1√
detH(S)

β

(3.1)

is a density. H(S)
β is a matrix on S × S defined by

H
(S)
β (i, j) = 2βi1{i = j} −Wi,j1{i ∼ j}

and 1 stands for the vector (1, · · · , 1) in RS in the expression (3.1). Then, we can define a probability
measure with the density (3.1) and we denote it by ν̃P,ηS (dβ). Besides, the Laplace transform of ν̃P,ηS

can be computed and it is very similar to the Laplace transform of νWV . Indeed, for any λ ∈ RS+,∫
e−〈λ,β〉ν̃P,ηS (dβ) = e

−〈η,
√
λ+1−1〉− 1

2
∑

i∼jWi,j

(√
(1+λi)(1+λj)−1

) ∏
i∈S

(1 + λi)−1/2

where
√

1 + λ is the vector (
√

1 + λi)i∈S . Further, the family of distributions of the form ν̃P,ηS

have a very useful behaviour regarding its marginals and conditional laws. Indeed, marginals and
conditional laws are still of the form ν̃P,ηS . The following lemma gives a formula for the law of the
marginals and the conditional laws:

Lemma C (Lemma 5 in [SZ19]). Let S be a finite set. Let U ⊂ S be a subset of S. Let (ηi)i∈S ∈ RS+
and P = (Wi,j)i,j∈S2 ∈ RS2

+ . Under ν̃P,ηS ,

(i) βU has law ν̃
PU,U ,η̂
U , where for every i ∈ U , η̂i = ηi + ∑

j∈Uc
Wi,j.

(ii) Conditionally on βU , βUc has distribution ν̃P̌ ,η̌Uc where P̌ and η̌ are defined in the following
way: For every (i, j) ∈ U c × U c,

P̌ (i, j) = W̌i,j = Wi,j +
∑

k∼i,k∈U

∑
l∼j,l∈U

Wi,kWj,l(Hβ)−1
U,U (k, l).

For every i ∈ U c,
η̌i = ηi +

∑
k∼i,k∈U

∑
l∈U

Wi,k(Hβ)−1
U,U (k, l)ηl.

In [SZ19], the infinite potential νWV is defined thanks to a sequence of potentials of the form
ν̃P,ηVn

on the exhausting sequence (Vn)n∈N which is shown to be compatible. More, precisely, the
restrictions of νWV are given by the following lemma:
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Lemma D. Let n ∈ N∗. Let (βi)i∈V be a random potential following νWV . Then (βi)i∈Vn is distributed
as ν̃P̂

(n),η̂(n)

Vn
where

• For every i, j ∈ Vn, P̂ (n)(i, j) = W1{i ∼ j}.

• For every i ∈ Vn, η̂(n)
i = ∑

j∼i,j /∈Vn
W .

3.2 Warm-up about the VRJP
Recall that (Zt)t≥0 := (YD−1(t))t≥0 is a time-changed version of the VRJP with constant weights

W on the graph V . As explained before, (Zt)t≥0 is easier to analyse than (Yt)t≥0 because it is a
mixture of Markov processes. In the particular case of finite graphs, Sabot and Tarrès gave an
explicit description of the density of a random field associated with the environment.

Proposition E (Theorem 2 in [ST15]). Let (V,E) be a finite graph. Let W > 0. Then, the time-
changed VRJP (Zt)t≥0 on V with constant weights W > 0 starting from i0 ∈ V is a mixture of
Markov processes. Moreover, it jumps from i to j at rate WeUj−Ui where the field (Ui)i∈V has the
following density on the set {(ui)i∈V ∈ RV , ui0 = 0}:

1
√

2π|V |−1 exp

−∑
i∈V

ui −W
∑
{i,j}∈E

((cosh(ui − uj)− 1)

√D(W,u)
∏

i∈V \{i0}
dui

with D(W,u) = ∑
T∈T

∏
{i,j}∈T Weui+uj where T is the set of spanning trees of (V,E).

This density was originally studied in [DSZ10] in order to study random band matrices. Remark
that the distribution of U does not have any obvious property of compatibility. Therefore, this was
not possible to extend the field U on a general infinite graph. However, in [STZ17], Sabot, Zeng and
Tarrès introduced a smart change of variable which relates the field U and the β-potential. More
precisely, if (V,E) is a finite graph, then the field U of Proposition E rooted at i0 is distributed as
(G(V )(i0, i)/G(V )(i0, i0))i∈V where G(V ) is the inverse of H(V )

β which is the operator associated with
the potential β with distribution ν̃P,0V where P (i, j) = W1{i ∼ j}. In order to have a representation
of the environment of the VRJP on infinite graph, Sabot and Zeng extended the β-potential on
infinite graphs thanks to the measure νWV and they proved the following result:

Proposition F (Theorem 1 in [SZ19]). If V is Zd with d ≥ 1 or an infinite tree, then the time-changed
VRJP (Zt)t≥0 on V with constant weights W > 0 is a mixture of Markov processes. Moreover, the
associated random environment can be described in the following way: if the VRJP started from i0,
it jumps from i to j at rate (1/2)WG(i0, j)/G(i0, i) where for every i, j ∈ V ,

G(i, j) = Ĝ(i, j) + 1
2γψ(i)ψ(j)

where γ is a random variable with law Γ(1/2, 1) which is independent from the the β-potential with
distribution νWV .

In [Ger20], Gerard proved that, in the case of trees, in the transient phase, there are infinitely
many different representations of the environment of the VRJP. In this paper, we will often use a
representation which is not the same as the one which is given in Proposition F. Now, let us describe
this other representation.
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3.3 Specificities of the tree
In the density given in Proposition E, if the graph is a tree, one can observe that the random

variables Ui−U ~i are i.i.d and distributed as the logarithm of an Inverse Gaussian random variable.
It comes from the fact that the determinant term in the density becomes a product. Therefore,
when the graph (V,E) is an infinite tree with a root o, this is natural to define an infinite version
of the field U in the following way: for every i ∈ V ,

eUi :=
∏

o<u≤i
Au

where (Ai)i∈V \{o} is a family of independent Inverse Gaussian random variables with parameters
(1,W ). This representation implies directly the following result:

Proposition G (Theorem 3 in [CZ18]). If V is a tree with root o, the discrete-time VRJP (Z̃n)n∈N
which is associated with (Zt)t≥0 is a random walk in random environment whose random conduc-
tances are given by

c(i, ~i) = WeUi+U ~i = WAi
∏

o<u≤ ~i

A2
u

for every i ∈ V \{o}.

This representation of the environment of the VRJP on trees is particularly useful because the
conductances are almost products of i.i.d random variables along a branch of the tree. This situation
is very close from branching random walks. This observation is crucial for the proofs in this paper.
In particular, thanks to this representation and its link with branching random walks, this is much
easier to compute the critical point on Galton-Watson trees.

Proposition H (Theorem 1 in [CZ18] or Theorem 1 in [BS12]). Let V be a Galton-Watson tree with
offspring law µ satisfying hypothesis A1. Then the VRJP on V with constant weights W is recurrent
if and only if

mQ(W, 1/2) ≤ 1

where m is the mean of µ. In particular, the critical point Wc(µ) is the only solution of the equation

mQ(W, 1/2) = 1.

Now, remind that our goal is to study the martingale (ψn(o))n∈N. This martingale is defined
through the potential β. If V is an infinite tree with a special vertex o called the root, we can couple
the field U and the potential β in the following way: for every i ∈ V , we define

β̃i := W

2
∑
i∼j

eUj−Ui = W

2

(∑
~u=i
Au + 1{i 6= o} 1

Ai

)
. (3.2)

For every i ∈ V , β̃i can be interpreted as the total jump rate of the VRJP at i. The potential β̃ is
very important for our purposes. One reason for that is Lemma 4.4 which makes a link between the
effective resistance associated with the VRJP and some quantity defined through (β̃i)i∈V . Now, let
γ be a Gamma distribution with parameter (1/2, 1) which is independent of (Ai)i∈V \{o}. Then, let
us define

β = β̃ + 1{· = o}γ. (3.3)
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Lemma 3.1. Let us assume that V is a tree. Let W > 0. Then, the potential (βi)i∈V defined by
(3.3) has law νWV .

Proof of Lemma 3.1. This is a direct consequence of Theorem 3 in [CZ18] and Corollary 2 in
[STZ17].

From now on, when we work on a tree V , we always assume that, under νWV , the potential
(βi)i∈V is defined by (3.2) and (3.3). This coupling between the field U and the potential (βi)i∈V
is very important in order to relate our questions regarding the martingale (ψn(o))n∈N to tractable
questions about branching random walks. This allows us to apply techniques coming from the area
of branching random walks in order to study (ψn(o))n∈N.

3.4 β-potential and path expansions
In this subsection, we explain how Ĝ can be interpreted as a sum over a set of paths. This

representation of Ĝ will be very useful in the sequel of this paper. A path from i to j in the graph
(V,E) is a finite sequence σ = (σ0, · · · , σm) in V such that σ0 = i and σm = j and σk ∼ σk+1 for
every k ∈ {0, · · ·m−1}. Let us denote by P Vi,j the set of paths from i to j in V . Let us also introduce
P̄ Vi,j the set of paths from i to j which never hit j before the end of the path. More precisely, it is
the set of paths σ = (σ0, · · · , σm) such that σ0 = i, σm = j and σk 6= j for every k ∈ {0, · · · ,m−1}.
For any path σ = (σ0, · · · , σm), we denote its length by |σ| = m. For any path σ in V and for any
β ∈ DWV , let us write,

(2β)σ =
|σ|∏
k=0

(2βσk), (2β)−σ =
|σ|−1∏
k=0

(2βσk).

Then, the following lemma stems directly from Proposition 6 in [SZ19]:

Lemma I (Proposition 6 in [SZ19]). Let (V,E) be any locally finite graph. Let W > 0. Let i, j ∈ V .
For any β ∈ DWV ,

Ĝ(i, j) =
∑
σ∈PVi,j

W |σ|

(2β)σ
,

Ĝ(i, j)
Ĝ(i, i)

=
∑
σ∈P̄Vj,i

W |σ|

(2β)−σ
.

In the special case of trees, we can mix this property with the construction given in subsection
3.3 in order to obtain the following lemma.

Lemma 3.2. Let V be a Galton-Watson tree with a root o and an offspring law µ satisfying hypothesis
A1. Let us assume that W ≤Wc(µ). Then, Pµ,W -a.s, for every i ∈ V ,

Ĝ(o, i)
Ĝ(o, o)

= eUi .

Proof of Lemma 3.2. Let us assume that the β-potential is constructed as in subsection 3.3. Let us
consider the Markov chain (Z̃k)k∈N∗ on V with conductances given by

c(i, ~i) = WA−1
i

∏
o<u≤i

A2
u = WeUi+U ~i

for every i ∈ V . Actually, by Proposition G, Z̃ is the discrete-time process associated with the
VRJP. Let us remark that for every i ∈ V ,

πi :=
∑
j∼i

c(i, j) = e2Ui2β̃i.
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We denote by Pc,i the probability measure associated with this Markov chain Z̃ starting from i with
random conductances c. Let us introduce the stopping time

τo = inf {n ∈ N, Z̃n = o}.

If σ is a path, we write {Z̃ ∼ σ} to mean that Z̃0 = σ0, Z̃1 = σ1, etc. Then, it holds that Pµ,W -a.s,
for every i ∈ V ,

Pc,i(τo < +∞) =
∑
σ∈P̄Vi,o

Pc,i(Z̃ ∼ σ)

=
∑
σ∈P̄Vi,o

|σ|−1∏
k=0

WeUσk+Uσk+1

πσk

=
∑
σ∈P̄Vi,o

|σ|−1∏
k=0

WeUσk+1−Uσk

2β̃σk
. (3.4)

There is a telescoping product in (3.4). Consequently, we deduce that Pµ,W -a.s, for every i ∈ V ,

Pc,i(τo < +∞) = e−Ui
∑
σ∈P̄Vi,o

|σ|−1∏
k=0

W

2β̃σk
. (3.5)

In identity (3.5), remark that σk is always different from o. Therefore, β̃ can be replaced by β and
we obtain that Pµ,W -a.s, for every i ∈ V ,

Pc,i(τo < +∞) = e−Ui
∑
σ∈P̄Vi,o

|σ|−1∏
k=0

W

2βσk
. (3.6)

In (3.6), one can observe the same quantity as in Lemma I. Therefore, Pµ,W -a.s, for every i ∈ V ,

Pc,i(τo < +∞) = e−Ui
Ĝ(o, i)
Ĝ(o, o)

. (3.7)

However, we assumed W ≤Wc(µ). Thus, by Propositions G and B, we know that Pc,i(τo < +∞) =
1, Pµ,W -a.s. Together with (3.7), this concludes the proof.

3.5 Warm-up about branching random walks
In this subsection, we recall the most important facts about one-dimensionnal branching random

walks. Indeed, it is a very important tool in this article. One can refer to [Shi15] for more information
on this topic. We consider a point process L := {ρi, 1 ≤ i ≤ N} such that N takes values in N and
each point ρi is in R. At time 0, there is a unique ancestor called the root o. We define S(o) = 0. At
time n, each individual u generates independently a point process Lu := {ρui , 1 ≤ i ≤ Nu} with the
same law as L. Each point in Lu stands for a child of u. The positions of the children of u are given
by the point process {ρui + S(u), 1 ≤ i ≤ Nu}. The children of individuals of the n-th generation
form the n+ 1-th generation. In this way, we get an underlying genealogical Galton-Watson tree V
with o as a root. For every u ∈ V , we denote the position of u by S(u). The set {(u, S(u)), u ∈ V }
is called a branching random walk. Recall that |u| stands for the generation of u ∈ V .
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Throughout this subsection, we assume there exists δ > 0 such that

E


∑
|u|=1

1

1+δ
 < +∞. (3.8)

Moreover, we assume that for every t ∈ R,

E

∑
|u|=1

etS(u)

 < +∞. (3.9)

Let us introduce the Laplace transform of L which is defined as

f : R → R

t 7→ ln
(
E
[ ∑
|u|=1

e−tS(u)
])

.

Let us also assume that

f(0) > 0, f(1) = f ′(1) = 0. (3.10)

For every n ∈ N and for every β > 1, let us define,

Wn :=
∑
|u|=n

e−S(u), Wn,β =
∑
|u|=n

e−βS(u).

In [HS09], Hu and Shi proved the following results:

Proposition J (Theorem 1.4 of [HS09]). Assume hypotheses (3.8), (3.9) and (3.10) and let β > 1.
Conditionally on the system’s survival, we have

lim sup
n→+∞

ln (Wn,β)
ln(n) = −β2 a.s, (3.11)

lim inf
n→+∞

ln (Wn,β)
ln(n) = −3β

2 a.s. (3.12)

Proposition K (Theorem 1.6 in [HS09]). Assume hypotheses (3.8), (3.9) and (3.10) and let β > 1.
For any r ∈]0, 1/β[,

E
[
Wr
n,β

]
= n−3rβ/2+o(1).

In many situations, hypothesis (3.10) is not satisfied. However, in most cases, we can transform
the branching random walk in order to be reduced to hypothesis (3.10). Indeed, if there exists
t∗ > 0 such that t∗f ′(t∗) = f(t∗), then (S̃(u))u∈V := (t∗S(u) + f(t∗)|u|)u∈V is a branching random
walk satisfying (3.10). However, one still has to check that such a t∗ > 0 does exist.

Proposition L (Proposition 7.2, Chapter 3 in [Jaf10]). Let us assume that for every M ∈ R,

P(L(]−∞,−M ]) 6= ∅) > 0.

Then, there exists t∗ > 0 such that t∗f ′(t∗) = f(t∗).

Remark 3.1. Be careful when you look at reference [Jaf10]. The result is wrongly stated but the
proof (of the corrected statement) is correct.
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Moreover, this is possible to know the sign of f(t∗) and whether t∗ is unique or not.

Proposition 3.3. Let us assume that f(0) > 0 and that there exists t∗ > 0 such that t∗f ′(t∗) = f(t∗).
We assume also that f is strictly convex and that there exists a point tmin such that f is strictly
decreasing on [0, tmin] and strictly increasing on [tmin,+∞[. Then t∗ is the unique solution in R∗+
of the equation tf ′(t) = f(t) and

sgn(f(t∗)) = sgn(f(tmin)).

Moreover, t∗ < tmin if f(tmin) < 0 and t∗ > tmin if f(tmin) > 0.

Proof of Proposition 3.3. Let us introduce the function Φ : t 7→ tf ′(t)−f(t). As f is stricly convex,
for every t ∈ R∗+, Φ′(t) = tf ′′(t) > 0. Therefore, Φ is stricly increasing on R+. Thus, t∗ must
be unique. Moreover, Φ(tmin) = tf ′(tmin) − f(tmin) = −f(tmin). Thus, if f(tmin) < 0, then
Φ(tmin) > 0. Furthermore, Φ(0) = −f(0) < 0. Therefore, as t∗ is the unique zero of Φ, t∗ must be
in ]0, tmin[. In particular, f(t∗) = t∗f ′(t∗) < 0 because f is strictly decreasing on [0, tmin]. The case
where f(tmin) > 0 can be treated in the same way.

4 Preliminary lemmas
4.1 ψn(o) as a mixture of Inverse Gaussian distributions and proof of Theorem 1

In this subsection, V is a deterministic countable graph with constant weightsW > 0. For every
n ∈ N, we introduce the sigma-field Gn := σ

(
(βi)i∈Vn\{o}

)
. (Recall that Vn = {x ∈ V, d(o, x) ≤ n}.)

Moreover, for every n ∈ N, let us introduce

Dn := 1
2
∑
o∼j

W
Ĝn(o, j)
Ĝn(o, o)

.

Then, it is remarkable that ψn(o) has an Inverse Gaussian distribution conditionally on Gn.

Lemma 4.1. For every n ∈ N, under νWV ,

(i)
L(βo|Gn) = Dn + 1

2× IG
(
Ĝn(o,o)
ψn(o) , 1

)
(ii)

L (ψn(o)|Gn) = IG

(
1, ψn(o)
Ĝn(o, o)

)

where we recall that IG(a, λ) stands for an Inverse Gaussian distribution with parameters a and λ.

The computation achieved in the following proof is basically the same as Proposition 3.4 in
[CZ21] but we use it in a different way.

Proof of Lemma 4.1. By Lemma D, (βi)i∈Vn has law ν̃P̂
(n),η̂(n)

Vn
where

η̂
(n)
i =

∑
j∈V cn ,i∼j

W

for every i ∈ Vn and
P̂ (n)(i, j) = W1{i ∼ j}

for every i, j ∈ Vn. Further, by Lemma C, the law of βo conditionally on Gn is ν̃Wo,o,η̌
{o} with:
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• Wo,o = ∑
o∼j

∑
o∼k

W 2ĜVn\{o}(j, k) where ĜVn\{o} is the inverse of (Hβ)Vn\{o},Vn\{o}.

• η̌ = ∑
o∼j

∑
k∈Vn\{o}

WĜVn\{o}(j, k)η̂(n)
k .

Nevertheless, reasonning on path-expansions (see Lemma I), one remarks that for every k ∈ Vn\{o},

∑
o∼j

WĜVn\{o}(j, k) = Ĝn(o, k)
Ĝn(o, o)

. (4.1)

Consequently, by definition of Dn and ψn(o), it holds that

• Wo,o = ∑
o∼k

W Ĝn(o,k)
Ĝn(o,o) = 2Dn.

• η̌ = ∑
k∈Vn\{o}

Ĝn(o,k)
Ĝn(o,o) η̂

(n)
k = 1

Ĝn(o,o) ×
∑

k∈∂Vn
Ĝn(o, k)η̂(n)

k = ψn(o)
Ĝn(o,o) .

Moreover Dn and ψn(o)
Ĝn(o,o) are Gn measurable. Indeed

Dn = 1
2
∑
o∼k

W
Ĝn(o, k)
Ĝn(o, o)

and ψn(o)
Ĝn(o, o)

=
∑
k∈∂Vn

Ĝn(o, k)η̂(n)
k

Ĝn(o, o)
.

Further, for every k ∈ Vn, Ĝn(o,k)
Ĝn(o,o) does not depend on βo by (4.1) and, thus, it is Gn measurable.

Therefore, by (3.1), conditionally on Gn, the law of βo is given by the density

1{β > Dn}
1√

π(β −Dn)
e−(β−Dn)e

− 1
4(β−Dn)

ψn(o)2

Ĝn(o,o)2 e
ψn(o)
Ĝn(o,o) .

We can recognise the reciprocal of an Inverse Gaussian distribution. More precisely,

L (βo|Gn) = Dn + 1

2× IG
(
Ĝn(o,o)
ψn(o) , 1

) .
Besides, as Ĝn is the inverse of (Hβ)Vn,Vn , βo−Dn = 1

2Ĝn(o,o) . Consequently, as Dn is Gn measurable,
this yields

L
(
Ĝn(o, o)|Gn

)
= IG

(
Ĝn(o, o)
ψn(o) , 1

)
.

Moreover for every positive numbers (t, a, b), one can check that tIG(a, b) law= IG(ta, tb). Further-
more Ĝn(o,o)

ψn(o) is Gn measurable. Thus, it holds that

L (ψn(o)|Gn) = IG

(
1, ψn(o)
Ĝn(o, o)

)
.

Moreover, we can pass to the limit in Lemma 4.1. Let us define G∞ := σ
(
(βi)i∈Zd\{o}

)
. Let us

recall that (Ĝn(i, j))n∈N converges toward some finite limit Ĝ(i, j) for every (i, j) ∈ V 2. Then, we
introduce D = 1

2
∑
o∼j

W Ĝ(o,j)
Ĝ(o,o) .
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Lemma 4.2. We assume that ψ(o) > 0, νWV -a.s. Then, under νWV ,

(i)
L (βo|G∞) = D + 1

2× IG
(
Ĝ(o,o)
ψ(o) , 1

) .
(ii)

L (ψ(o)|G∞) = IG

(
1, ψ(o)
Ĝ(o, o)

)
.

Proof of Lemma 4.2. Let Λ be a finite subset of V including o. Let us define Λ̃ = Λ\{o}. Let A
be a borelian set of RΛ̃. Let F be a bounded continuous function of Rd. Then, by Lemma 4.1, for
every n large enough,

EνWV
[
F (βo)1{(βi)i∈Λ̃ ∈ A}

]
= EνWV

∫ +∞

0
F (β +Dn) 1√

πβ
e
− 1

4β

(
ψn(o)
Ĝn(o,o)

−2β
)2

dβ1{(βi)i∈Λ̃ ∈ A}

 . (4.2)

Moreover, the function
(x, y) 7→

∫ +∞

0
F (β + x) 1√

πβ
e
− 1

4β (y−2β)2
dβ

is clearly continuous and uniformly bounded on (R∗+)2. Therefore, as(
Dn,

ψn(o)
Ĝn(o, o)

)
a.s−−−−−→

n→+∞

(
D,

ψ(o)
Ĝ(o, o)

)
,

by means of the dominated convergence theorem, we can take the limit in (4.2) which implies the
first point of our lemma. Then, the second point of Lemma 4.2 stems from the first point, exactly
in the same way as in the proof of Lemma 4.1.

Now we are able to prove Theorem 1.

Proof of Theorem 1. By Lemma 4.2, we know that

L (ψ(o)|G∞) = IG

(
1, ψ(o)
Ĝ(o, o)

)
.

In particular,

EνWV [ψ(o)] = EνWV

[
IG

(
1, ψ(o)
Ĝ(o, o)

)]
= 1 (4.3)

Thus for every n ∈ N∗, EνWV [ψn(o)] = EνWV [ψ(o)] = 1. Moreover, ψn(o) a.s−−−−−→
n→+∞

ψ(o). Thus, by
Scheffé’s lemma,

ψn(o) L1−−−−−→
n→+∞

ψ(o).

Therefore (ψn(o))n∈N is uniformly integrable.

Besides, Lemma 4.1 implies the following useful result:
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Lemma 4.3. Let p ∈ R. For every n ∈ N,

EνWV [ψn(o)p] = EνWV
[
ψn(o)1−p

]
.

Proof of Lemma 4.3. Let us define Yn = ψn(o)
Ĝn(o,o) . Then, by Lemma 4.1,

EνWV [ψn(o)p] = EνWV

[∫
Y 1/2
n (2π)−1/2xp−3/2 exp

(
− Yn(x− 1)2/(2x)

)
dx

]
= EνWV

[∫
Y 1/2
n (2π)−1/2x−p+3/2x−2 exp

(
− Ynx(1/x− 1)2/2

)
dx

]
= EνWV

[∫
Y 1/2
n (2π)−1/2x(−p+1)−3/2 exp

(
− Yn(x− 1)2/(2x)

)
dx

]
= EνWV

[
ψn(o)1−p] .

4.2 Resistance formula on a tree
In this subsection we assume that V is a tree. Let n ∈ N. Let us define the matrix H̃n on

Vn × Vn such that for every (i, j) ∈ Vn × Vn, H̃n(i, j) = 2β̃i1{i = j} −W1{i ∼ j}. We assume that
the potentials β̃ and β are constructed as in (3.2) and (3.3). We also introduce D(n)

U which is the
diagonal matrix on Vn × Vn with diagonal entries D(n)

U (i, i) = eUi for every i ∈ Vn. We can observe
that D(n)

U H̃nD
(n)
U = Mn where for every (i, j) ∈ Vn × Vn,

Mn(i, j) =
∑
k∼i

WeUi+Uk1{i = j} −WeUi+Uj1{i ∼ j}.

Mn is almost a conductance matrix with conductances WeUi+Uj between two neighbouring vertices
i and j. However, if i ∈ ∂Vn,

Mn(i, i) =
∑
k∼i

WeUi+Uk >
∑

k∼i,k∈Vn
WeUi+Uk .

Therefore, Mn is strictly larger than a conductance matrix (for the order between symmetric matri-
ces). Moreover conductance matrices are non-negative. Thus, Mn and H̃n are symmetric positive
definite matrices. Then, we are allowed to define the inverse G̃n of H̃n. Moreover, for every n ∈ N,
we construct a wired version (Ṽn, Ẽn) of (Vn, En) in the following way:{

Ṽn = Vn ∪ {δn}
Ẽn = En ∪ {(δn, i), i ∈ ∂Vn}

where δn is a new vertex. For every (i, j) ∈ E, recall from the notation of Proposition G that
c(i, j) = WeUi+Uj . The conductances c are the environment of the VRJP. Now, let us introduce a
family of conductances cn on Ẽn. ∀(i, j) ∈ En, cn(i, j) = c(i, j)

∀i ∈ ∂Vn, cn(δn, i) = ∑
j∼i,j∈V cn

c(i, j)

We denote by R(o←→ δn) the effective resistance between o and δn in (Ṽn, Ẽn, cn). Then, we have
the following key identity:
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Lemma 4.4. If V is a tree, then, for every n ∈ N∗, G̃n(o, o) = R(o←→ δn).

Proof of Lemma 4.4. For every i ∈ Vn, one defines h(i) = G̃n(o,i)e−Ui
G̃n(o,o) and h(δn) = 0. We are going

to prove that h is harmonic everywhere excepted at o and δn where h(o) = 1 and h(δn) = 0. Let
i ∈ Vn\{o}. Then, it holds that,∑

i∼j
cn(i, j)h(j) =

∑
i∼j,j∈Vn

WeUi+Uj × G̃n(o, j)e−Uj
G̃n(o, o)

= eUi

G̃n(o, o)
∑

i∼j,j∈Vn
WG̃n(o, j). (4.4)

By definition G̃n = H̃−1
n . Together with (4.4), this yields

∑
i∼j

cn(i, j)h(j) = eUi

G̃n(o, o)
× 2β̃iG̃n(o, i). (4.5)

Then, by definition of Ui and β̃i, we infer that

∑
i∼j

cn(i, j)h(j) = G̃n(o, i)
G̃n(o, o)

×
∑
i∼j

WeUj

= G̃n(o, i)e−Ui
G̃n(o, o)

×

cn(i, δn) +
∑

i∼j,j∈Vn
cn(i, j)


= h(i)×

∑
i∼j

cn(i, j).

Consequently, h is harmonic. Therefore, by identity (2.3) in [LP16],

R(o←→ δn) = 1∑
o∼j

cn(o, j)(1− h(j)) . (4.6)

Besides, it holds that,

∑
o∼j

cn(o, j)(1− h(j)) =
∑
o∼j

WeUj ×
(

1− G̃n(o, j)e−Uj
G̃n(o, o)

)

= G̃n(o, o)−1∑
o∼j

W
(
eUj G̃n(o, o)− G̃n(o, j)

)
(4.7)

However G̃n is the inverse of H̃n. Therefore, ∑
o∼j

WG̃n(o, j) = −1 + 2β̃0G̃n(o, o). Moreover,∑
o∼j

WeUj = 2β̃0. Together with (4.7), this yields

∑
o∼j

cn(o, j)(1− h(j)) = G̃n(o, o)−1
(
2β̃0G̃n(o, o)−

(
−1 + 2β̃0G̃n(0, 0)

))
= G̃n(o, o)−1. (4.8)

Combining (4.6) and (4.8) concludes the proof.

By means of Lemma 4.4, one can prove the following lemma which shall be useful later in this
paper.
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Lemma 4.5. Let V be a Galton-Watson tree whose offspring law satisfies hypothesis A1.

(i) ∀W ∈]0,Wc(µ)], lim
n→+∞

G̃n(o, o) = +∞, Pµ,W − a.s.

(ii) ∀W ∈]Wc(µ),+∞[, lim
n→+∞

G̃n(o, o) := G̃(o, o) < +∞, Pµ,W − a.s.

Proof of Lemma 4.5. By Propositions G and H, W ≤ Wc(µ) if and only if the random walk with
conductances (ci,j)(i,j)∈E is recurrent almost surely. By Theorem 2.3 in [LP16], this is equivalent to
say that

lim
n→+∞

R(o←→ δn) = +∞.

Therefore, Lemma 4.4 concludes the proof.

4.3 Burkholder-Davis-Gundy inequality
As (ψn(o))n∈N is a martingale, there is a relation between its moments and the moments of its

bracket (Ĝn(o, o))n∈N under mild assumptions. This relation is known as the BDG inequality. This
inequality is not always true for discrete martingales. (See [BG70].) However, this is always true
for continuous martingales. Fortunately, by [SZ20], for every n ∈ N, ψn(o) can be obtained as the
limit of some continuous martingale. That is why we can prove the following lemma:

Lemma 4.6. Let V be a locally finite graph. Let W > 0. Let p > 1. Then, there exist positive
constants C1,p and C2,p which do not depend on V and W such that for every n ∈ N,

C1,pEνWV
[
Ĝn(o, o)p/2

]
≤ EνWV [|ψn(o)− 1|p] ≤ C2,pEνWV

[
Ĝn(o, o)p/2

]
.

Proof of Lemma 4.6. By [SZ20], for every n ∈ N, there exists a continuous non-negative martingale
(ψn(o, t))t≥0 such that,

ψn(o, t) a.s−−−−→
t→+∞

ψn(o) and 〈ψn(o, t), ψn(o, t)〉 a.s−−−−→
t→+∞

Ĝn(o, o) (4.9)

where 〈· · · , · · · 〉 is the bracket for semimartingales. For t ≥ 0, let us introduce ψ∗n(o, t) = sup
s≤t
|ψn(o, s)−

1|. Then, if p > 1, by BDG inequality for continuous martingales (see Theorem 4.1 in [RY98]), there
exist positive constants κ1,p and κ2,p such that for every n ∈ N, for every t ≥ 0,

κ1,pEνWV
[
〈ψn(o, t), ψn(o, t)〉p/2

]
≤ EνWV [ψ∗n(o, t)p] ≤ κ2,pEνWV

[
〈ψn(o, t), ψn(o, t)〉p/2

]
. (4.10)

As p > 1, by Doob’s martingale inequality, there exist C1,p > 0 and C2,p > 0 such that for every
n ∈ N, for every t ≥ 0,

C1,pEνWV
[
〈ψn(o, t), ψn(o, t)〉p/2

]
≤ EνWV [|ψn(o, t)− 1|p] ≤ C2,pEνWV

[
〈ψn(o, t), ψn(o, t)〉p/2

]
. (4.11)

Let us define ψ∗n(o) as the increasing limit of ψ∗n(o, t) when t goes toward infinity. By monotone
convergence theorem in (4.10), for every n ∈ N,

EνWV [ψ∗n(o)p] ≤ κ2,pEνWV
[
Ĝn(o, o)p

]
< +∞. (4.12)

Moreover, for any fixed value of n, (|ψn(o, t)−1|p)t≥0 is dominated by ψ∗n(o)p which is integrable by
(4.12). Therefore, by dominated convergence theorem, we can make t go to infinity in (4.11) which
concludes the proof.
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4.4 Link between Ĝn and G̃n

Let us recall that (Ĝn(o, o))n∈N is the bracket of the martingale (ψn(o))n∈N whose moments we
are seeking an upper bound for. Therefore, it would be very interesting for our purpose to be able to
control the moments of Ĝn(o, o) for n ∈ N. The following lemma shows there is a relation between
the moments of Ĝn(o, o) and the moments of G̃n(o, o) for n ∈ N. Remind that G̃n(o, o) has been
defined in subsection 4.2. For every x > 0, let us define

Fp(x) =
∫ +∞

0

xp

(1 + 2yx)p
e−y
√
πy
dy.

Lemma 4.7. We assume that V is a deterministic graph. Then, for every n ∈ N∗ and for every
p > 1/2,

EνWV
[
Ĝn(o, o)p

]
= EνWV

[
Fp(G̃n(o, o))

]
.

Moreover,
Fp(x) ∼

x→+∞
apx

p−1/2 with ap =
∫ +∞

0

dy

(πy)1/2(1 + 2y)p
.

Proof of Lemma 4.7. Let n ∈ N. Recall that (Hβ)Vn,Vn = H̃n + 2γEo,o where Eo,o is the matrix
which has only null coefficients, excepted at (o, o) where it has coefficient 1. Then, by Cramer’s
formula, we have the following key-equality:

Ĝn(o, o) = G̃n(o, o)
1 + 2γG̃n(o, o)

. (4.13)

Remind that γ is a Gamma random variable with parameters (1/2,1) which is independent of β̃.
Together with (4.13), this implies directly the link between the moments of Ĝn(o, o) and G̃n(o, o).
We only have to look at the asymptotic behaviour of Fp. By a change of variable, for every x > 0,

Fp(x) = xp−1/2
∫ +∞

0

e−y/x

(1 + 2y)p(πy)1/2dy. (4.14)

Then, by dominated convergence theorem, if p > 1/2,∫ +∞

0

e−y/x

(1 + 2y)p(πy)1/2dy −−−−→x→+∞
ap. (4.15)

5 The transient phase
We are now ready to prove Theorem 2. Let us explain quickly the strategy of the proof.

Strategy of the proof: The idea is to find an upper bound for the moments of Ĝn(o, o). Indeed, it
is enough for us because (Ĝn(o, o))n∈N is the bracket of (ψn(o))n∈N. Consequently, by Lemma 4.7,
this is enough to find an upper bound for G̃n(o, o) which is also the effective resistance until level
n associated with the environment of the VRJP according to Lemma 4.4. Thus, we only need to
show that the global effective resistance R(o ←→ ∞) has moments of order p for every p > 0. By
standard computations, the effective resistance of the VRJP on a tree satisfies the equation in law

R(x) = 1∑
~i=x

A2
iW

Ai+WR(i)
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where the random variables R(i) for ~i = x are i.i.d copies of R(x). We will analyse this equation in
law in order to bound the moments of the effective resistance.

Proof of Theorem 2. Step 1: The potential (βi)i∈V on V is constructed as in (3.2). For every x ∈ V ,
recall that eUx = ∏

o<u≤xAu. For every x ∈ V , let us define the subtree V x := {u ∈ V, x ≤ u}.
Moreover, for any neighbouring i, j ∈ V x, let us define cx(i, j) = WeUi+Uj−2Ux . Then, for every
x ∈ V , let R(x) be the electrical resistance between 0 and ∞ in the tree V x with conductances
cx. Remark that, under Pµ,W , (R(x))x∈V is a family of identically distributed random variables.
Furthermore, by Proposition G, as W > Wc(µ), R(x) is finite for every x ∈ V , Pµ,W -a.s. The figure
1 bellow explains the situation from an electrical point of view.

Figure 1: Electrical network on a subtree. In this situation, the vertex x has three children, u1, u2,
u3. On each edge the resistance in V x is written.

By standard computations on electrical networks we infer that for every x ∈ V ,

R(x) = 1∑
~i=x

A2
iW

Ai+WR(i)

.

For sake of convenience, we define R̃(x) = WR(x) for every x ∈ V . Therefore, it holds that for
every x ∈ V ,

R̃(x) = 1∑
~i=x

A2
i

Ai+R̃(i)

. (5.1)

Step 2: The following lines are inspired by the proof of Lemma 2.2 in [Aid10]. For every n ∈ N,
the leftest vertex in generation n of V is denoted by vn. We denote by B(vn) the set of "brothers"
of vn. Remark that this set is possibly empty if µ(1) 6= 0. Let C > 0. Let α > 0. We define
cα = 1 if α ≤ 1 and cα = 2α−1 otherwise. For every n ∈ N∗, let us introduce the event En = {∀k ∈
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{1, · · · , n}, ∀u ∈ B(vk), cαAαu + cαR̃(u)α
A2α
u

> C}. By convention we write 1{E0} := 1. Now, let us prove
the following key-inequality: for every n ∈ N∗, Pµ,W -a.s,

R̃(o)α ≤ C
n−1∑
k=0

1{Ek}
k∏
i=1

(
cα
A2α
vi

)
+

n∑
k=1

1{Ek}Aαvk
k∏
i=1

(
cα
A2α
vi

)
+ 1{En}

n∏
i=1

(
cα
A2α
vi

)
R̃(vn)α. (5.2)

Let us prove it for n = 1. By (5.1), we can observe that for every child u of o,

R̃(o)α ≤
(

1
Au

+ R̃(u)
A2
u

)α
≤ cα
Aαu

+ cα
A2α
u

R̃(u)α. (5.3)

If E1 is satisfied, then we can apply (5.3) with u = v1 which implies

R̃(o)α ≤ 1{E1}
(
cα
Aαv1

+ cα
A2α
v1

R̃(v1)α
)
. (5.4)

If E1 is not satisfied, then we can apply (5.3) with a brother of v1 which implies

R̃(o)α ≤ C. (5.5)

Therefore, combining (5.4) and (5.5), we infer

R̃(o)α ≤ C + 1{E1}
(
cα
Aαv1

+ cα
A2α
v1

R̃(v1)α
)

(5.6)

which is inequality (5.2) with n = 1. Remark, that the inequality (5.6) is true even if v1 is the only
child of o. The proof of (5.2) for any n is obtained by induction by iterating the inequality (5.6).
Moreover, by construction, the events({

∀u ∈ B(vk),
cα
Aαu

+ cαR̃(u)α
A2α
u

> C

})
k∈N∗

are Pµ,W -independent. In addition, the probability of each of these events is the same and it is
strictly less than 1 because R̃(u) < +∞ for every u ∈ V as W > Wc(µ). Therefore, Pµ,W -a.s, there
exists N ∈ N∗ such that 1{En} = 0 for every n ≥ N . That is why we can make n go to infinity in
(5.2) which implies, Pµ,W -a.s,

R̃(o)α ≤ C
+∞∑
k=0

1{Ek}
k∏
i=1

(
cα
A2α
vi

)
+
∞∑
k=1

1{Ek}Aαvk
k∏
i=1

(
cα
A2α
vi

)
. (5.7)

Now, let us introduce the random set A = {i ∈ N∗, B(vi) 6= ∅} and for every k ∈ N∗ the random
variable Γk = |A∩{1, · · · k}|. Under GWµ, the sequence (Γk)k∈N is a random walk whose increments
are independent Bernoulli random variables with parameter 1 − µ(1). Further, A can be written
as {J1 ≤ J2 ≤ J3 ≤ · · · }. For every i ∈ N∗, there exists a brother Li of vJi . The situation is
summarized by the figure 2 bellow.
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Figure 2

By construction, conditionally on the underlying Galton-Watson tree, the random variables(
1{∀u ∈ B(vk), cαAαu + cαR̃(u)α

A2α
u

> C}
)
k∈N∗

and (Avk)k∈N∗ are mutually independent. Therefore, to-
gether with (5.7), this implies that, GWµ-a.s,

EνWV
[
R̃(o)α

]
≤ C +

(
C + Q(W,−α)

Q(W,−2α)

) +∞∑
k=1

(cαQ(W,−2α))k
Γk∏
i=1

νWV

(
cα
AαLi

+ cαR̃(Li)α
A2α
Li

> C

)
(5.8)

where we recall that Q(W, t) is the moment of order t of an Inverse Gaussian random variable with
parameters (1,W ). Remark that, under GWµ, conditionally on (Γk)k∈N∗ ,

(Pk)k∈N∗ :=
(
νWV

(
cα
AαLk

+ cαR̃(Lk)α
A2α
Lk

> C

))
k∈N∗

is an i.i.d sequence. Therefore, by the strong law of large numbers, GWµ-a.s,

Γk∏
i=1

Pi = exp
(

(Γk + o(Γk))EGWµ [ln (P1)]
)
.

Moreover, by the strong law of large numbers applied with (Γk)k∈N∗ , GWµ-a.s,

Γk∏
i=1

Pi = exp
(

(1− µ(1))(k + o(k))EGWµ [ln (P1)]
)
. (5.9)

Besides, as W > Wc(µ), we know that R̃(u) < +∞ for every u ∈ V , Pµ,W a.s. Consequently, by
monotone convergence theorem,

−EGWµ [ln(P1)] = −EGWµ

[
ln
(
νWV

(
cα
AαL1

+ cαR̃(L1)α
A2α
L1

> C

))]

can be made as large as we want by making C go toward infinity. Therefore, there exists C(α) > 0
such that

ln (cαQ(W,−2α)) + (1− µ(1))EGWµ [ln(P1)] < 0. (5.10)
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Hence, for every α > 0, using (5.10) and (5.9) in (5.8) with C = C(α) implies that, GWµ-a.s,

Iα := EνWV
[
R̃(o)α

]
< +∞. (5.11)

Step 3: By (5.11), we can control any moment of R̃(o). Together with Lemma 4.4, this implies that
for every α > 0, for every n ∈ N∗, GWµ-a.s,

EνWV
[
G̃n(o, o)α

]
= EνWV [R(0←→ δn)α] ≤WαEνWV

[
R̃(o)α

]
= WαIα < +∞. (5.12)

Let p > 1. By Lemma 4.7, for every n ∈ N∗, GWµ-a.s,

EνWV
[
Ĝn(o, o)p/2

]
= EνWV

[
Fp/2(G̃n(o, o))

]
where Fp/2(x) ∼ ap/2x

p/2−1/2. Therefore, together with (5.12), this shows there exists positive
constants K1 and K2 such that for every n ∈ N∗, GWµ-a.s,

EνWV
[
Ĝn(o, o)p/2

]
≤ K1 +K2EνWV

[
G̃n(o, o)(p−1)/2

]
≤ K1 +K2WI(p−1)/2. (5.13)

By Lemma 4.6, it implies that, GWµ-a.s,

sup
n∈N∗

EνWV [ψn(o)p] < +∞.

Remark 5.1. In the proof of Theorem 2, identity (5.1) shows that the distribution of Ĝ(o, o) is
directly linked to the solution of the equation in law

R̃(o) = 1∑
~i=o

A2
i

Ai+R̃(i)

.

A non-trivial solution to this equation must exist in the transient phase. However, we do not know
how to express this solution with standard distributions and if it is even possible.

6 The subcritical phase
6.1 Proof of Theorem 3

In the study of the transient phase, we used the fact that the asymptotic behaviour of (ψn(o))n∈N
is related to the effective resistance associated with the environment of the VRJP. We will also use
this crucial property in the recurrent phase. In order to study the effective resistance of the VRJP
between o and the level n, we will use techniques coming from the area of branching random
walks. Indeed the fact that the environment of the VRJP on trees can be expressed as products
of independent Inverse Gaussian random variables along branches of the tree makes our situation
very similar to branching random walks.

Proof of Theorem 3. Step 1: For every vertex x in the Galton-Watson tree V , let us define

S(x) = −
∑

o<u≤x
ln(Au).
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We recall that fm,W (t) = ln (mQ(W, t)) for every t ∈ R. fm,W is the Laplace transform associated
with the branching random walk {(x, S(x)), x ∈ V }. In particular, remark that {(x, S(x)), x ∈ V }
satisfies (3.9). By assumption A3, it satisfies also (3.8). Remark that fm,W (0) = ln(m) > 0 because
m > 1 by assumption A1. Moreover, this is easy to check that fm,W is stricly convex, strictly
decreasing on [0, 1/2] and strictly increasing on [1/2,+∞[. In addition, the support of the point
process L which is associated with {(x, S(x)), x ∈ V } is R because the support of an Inverse Gaussian
distribution is R∗+. Therefore, by Lemma L and Lemma 3.3, there exists a unique t∗(m,W ) > 0
such that

−τ(m,W ) := f ′m,W (t∗(m,W )) = fm,W (t∗(m,W ))
t∗(m,W ) .

For every x ∈ V , we define

S̃(x) := t∗(m,W )S(x) + fm,W (t∗(m,W ))|x| = t∗(m,W )
(
S(x)− τ(m,W )|x|

)
.

By definition of t∗(m,W ), the branching random walk {(x, S̃(x)), x ∈ V } satisfies (3.10). Conse-
quently, with the branching random walk S̃, we are allowed to use the results of Hu and Shi, that
is, Propositions J and K. Moreover W < Wc(µ). By Proposition H, this is equivalent to say that
Q(W, 1/2) < 1/m. Therefore, fm,W (1/2) < 0. Thus, by Proposition 3.3, t∗(m,W ) < 1/2 and
τ(m,W ) > 0. Now, we are ready to estimate the moments of (ψn(o))n∈N. By Lemma 4.3, we only
have to control Eµ,W [ψn(o)p] when p > 1 or p ∈]0, τ(m,W )[.
Step 2: lower bound in (i). By Lemma 4.4, we know that for every n ∈ N,

G̃n(o, o) = R(o←→ δn)

where R(o←→ δn) is the effective resistance between o and δn with conductances c. Recall that if
i ∈ V \{o}, then

c(i, ~i) = WA−1
i

∏
o<u≤i

A2
u.

By the Nash-Williams inequality (see 2.15 in [LP16]), for every n ∈ N∗, Pµ,W -a.s,

G̃n(o, o) ≥ 1
W

∑
|x|=n

A−1
x

∏
o<y≤x

A2
y

. (6.1)

Let p > 0. It holds that, for every n ∈ N∗

Eµ,W
[
G̃n(o, o)p/2

]
≥ 1
W p/2Eµ,W


 ∑
|x|=n

A−1
x

∏
o<y≤x

A2
y

−p/2


≥ 1
W p/2Eµ,W

min
|x|=n

Ap/2x ×

∑
|x|=n

∏
o<y≤x

A2
y

−p/2


= 1
W p/2Eµ,W

min
|x|=n

Ap/2x ×

∑
|x|=n

e−2S(x)

−p/2


= 1
W p/2 e

pτ(m,W )nEµ,W

[
min
|x|=n

Ap/2x ×W−p/2n,2/t∗(m,W )

]
(6.2)
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where for every β > 1,
Wn,β =

∑
|x|=n

e−βS̃(x).

By (3.12) in Lemma J, as 2/t∗(m,W ) > 4 > 1, we know that, Pµ,W -a.s,

lim sup
n→+∞

ln
(
Wn,2/t∗(m,W )

)
ln(n) = −1/t∗(m,W ).

Therefore, Pµ,W -a.s,

W−p/2n,2/t∗(m,W ) ≥ n
p/(2t∗(m,W ))+o(1). (6.3)

Moreover, for every n ∈ N∗,

Pµ,W

(
min
|x|=n

Ax < n−2
)

= Pµ,W

 ⋃
|x|=n
{Ax < n−2}


≤ EGWµ

[
Znν

W
V

(
A < n−2

)]
where A has an Inverse Gaussian distribution with parameter (1,W ) and Zn = ∑

|x|=n
1. In addition,

the cumulative distribution function of an Inverse Gaussian random variable decreases exponentially
fast at 0. Therefore there exists λ > 0 such that for every n ∈ N∗,

Pµ,W

(
min
|x|=n

Ax < n−2
)
≤ e−λn2

EGWµ [Zn]

≤ mne−λn
2 (6.4)

which is summable. Therefore, by Borel-Cantelli lemma, Pµ,W -a.s,

min
|x|=n

Ap/2x ≥ n−p+o(1). (6.5)

Consequently, using (6.5) and (6.3) and Fatou’s lemma, we infer that

Eµ,W

[
min
|x|=n

Ap/2x ×W−p/2n,2/t∗(m,W )

]
≥ np/(2t∗(m,W ))−p+o(1). (6.6)

Then (6.6) and (6.2) imply that,

Eµ,W
[
G̃n(o, o)p/2

]
≥ epτ(m,W )n+o(n). (6.7)

Together with Lemma 4.6 and Lemma 4.7, this yields

Eµ,W
[
ψn(o)1+p

]
≥ epτ(m,W )n+o(n). (6.8)

Step 3: upper bound in (i). This part of the proof is partially inspired from [FHS12]. For every
n ∈ N∗, let us denote by C(o ←→ δn) the effective conductance between o and δn with respect to
conductances cn. (See subsection 4.2 for the definition of the conductances c and cn.) By Lemma
4.4, for every n ∈ N∗,

C(o←→ δn) = G̃n(o, o)−1. (6.9)
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Now, we introduce (Z̃k)k∈N∗ a Markov chain on V with conductances c starting from o (which is
actually the discrete-time process associated with the VRJP). When we want to integrate only with
respect to this Markov chain, we use the notations Pc,o and Ec,o. By definition of the effective
conductance, we know that

C(o←→ δn) = W
∑
~i=o

Ai × Pc,o(τn < τ+
o ) ≥W

∑
~i=o

Ai × max
|x|=n

Pc,o(τx < τ+
o ) (6.10)

where τn = inf{k ∈ N, |Z̃k| = n}, τx = inf{k ∈ N, Z̃k = x} and τ+
o = inf{k ∈ N∗, Z̃k = o}. For every

x ∈ V \{o}, we define x1 the unique child of o which is an ancestor of x. By standard computations,
for every n ∈ N∗, for every x such that |x| = n,

W
∑
~i=o

Ai × Pc,o
(
τx < τ+

0

)
=

∑
~i=o
AiA

−1
x1∑

o<u≤x
c(u, ~u)−1

≥ 1∑
o<u≤x

c(u, ~u)−1 . (6.11)

By (6.11) and the expression of c, we infer that

W
∑
~i=o

Ai × Pc,o
(
τx < τ+

0 )
)
≥ W∑

o<u≤x
Au

∏
o<v≤u

A−2
v

≥ W∑
o<u≤x

Aue2S(u)

≥W e−2Sm(x)

n
× min
|z|≤n

A−1
z (6.12)

where Sm(x) = max
o<u≤x

S(u). Therefore, combining identities (6.12), (6.10) and (6.9), we get for
every n ∈ N∗, Pµ,W -a.s,

G̃n(o, o) ≤ n

W
×max
|z|≤n

Az × e
2 min
|x|=n

Sm(x)
. (6.13)

Moreover, as τ(m,W ) > 0, it holds that for every x ∈ V ,

Sm(x) = max
o<u≤x

S(u)

= max
o<u≤x

S̃(u)/t∗(m,W ) + τ(m,W )|u|

≤ τ(m,W )|x|+ (1/t∗(m,W )) max
o<u≤x

S̃(u)

= τ(m,W )|x|+ (1/t∗(m,W ))S̃m(x) (6.14)

where S̃m(x) = max
o<u≤x

S̃(u). Combining (6.13) and (6.14), it holds that for every n ∈ N∗, Pµ,W -a.s,

G̃n(o, o) ≤ n

W
×max
|z|≤n

Az × e2τ(m,W )n × e
2/t∗(m,W ) min

|x|=n
S̃m(x)

. (6.15)
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Let p > 0. By (6.15) and Cauchy-Schwarz inequality, for every n ∈ N∗,

Eµ,W
[
G̃n(o, o)p/2

]
≤ np/2

W p/2 e
pτ(m,W )nEµ,W

[
max
|z|≤n

Ap/2z × e
p/t∗(m,W ) min

|x|=n
S̃m(x)

]

≤ np/2

W p/2 e
pτ(m,W )n Eµ,W

[
max
|z|≤n

Apz

]1/2

︸ ︷︷ ︸
(a)

Eµ,W

[
e

2p/t∗(m,W ) min
|x|=n

S̃m(x)
]1/2

︸ ︷︷ ︸
(b)

. (6.16)

If we show that (a) and (b) have a subexponential growth, it gives the good upper bound for
Eµ,W

[
G̃n(o, o)p/2

]
. In order to majorize (a), let us introduce a function hp on R+ which is increasing,

convex, bijective and such that there exists γp > 0 such that hp(x) = e(W/4)x1/p for every x > γp.
Such a function does clearly exist. By Jensen’s inequality, for every n ∈ N∗, it holds that

hp

(
Eµ,W

[
max
|z|≤n

Apz

])
≤ Eµ,W

[
max
|z|≤n

hp(Apz)
]

≤ hp(γp) + Eµ,W

[
max
|z|≤n

e(W/4)Az

]

≤ hp(γp) + Eµ,W

 ∑
|z|≤n

e(W/4)Az


≤ hp(γp) + (m− 1)−1mn+1Eµ,W

[
e(W/4)A

]
where A is an Inverse Gaussian distribution with parameters (1,W ). Remark that Eµ,W

[
e(W/4)A

]
<

+∞. Thus, there exist positive constants C1 and C2 such that for every n big enough,

Eµ,W

[
max
|z|≤n

Apz

]
≤ h−1

p (C1 + C2m
n)

≤
( 4
W

ln (C1 + C2m
n)
)p
. (6.17)

Consequently, (a) in (6.16) has a subexponential growth. Now, let us look at (b) in (6.16). Let us
define a∗ := 2p/t∗(m,W ). Let ε > 0. Then, remark that for every n ∈ N∗,

(b) ≤ ena∗ε + Eµ,W

[
e
a∗ min
|x|=n

max
o<u≤x

S̃(u)
1
{

min
|x|=n

max
o<u≤x

S̃(u) ≥ εn
}]

≤ ena∗ε + Pµ,W

(
min
|x|=n

max
o<u≤x

S̃(u) ≥ εn
)1/2

︸ ︷︷ ︸
(c)

Eµ,W

 n∑
k=1

∑
|x|=k

e2a∗S̃(x)

1/2

. (6.18)

However the term

Eµ,W

 n∑
k=1

∑
|x|=k

e2a∗S̃(x)

 =
n∑
k=1

Eµ,W

∑
|x|=1

e2a∗S̃(x)

k

grows exponentially fast when n goes toward infinity. Therefore we only have to prove that (c)
decreases faster than any exponential function. Let δ > 0. The crucial point is to remark that for
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every n ∈ N∗,

Pµ,W

(
min
|x|=n

max
o<u≤x

S̃(u) ≥ εn
)

≤ Pµ,W

(
max
|z|=bδnc

max
o<u≤z

S̃(u) ≥ εn/2
)

+ Pµ,W

(
∀z, |z| = bδnc, min

|x|z=b(1−δ)nc
max
z<u≤x

S̃z(u) + S̃(z) ≥ εn ∩ S̃(z) ≤ εn/2
)

where S̃z(u) = S̃(u)− S̃(z). Therefore, for every n ∈ N∗,

Pµ,W

(
min
|x|=n

max
o<u≤x

S̃(u) ≥ εn
)
≤ Pµ,W

(
max
|z|=bδnc

max
o<u≤z

S̃(u) ≥ εn/2
)

+ Pµ,W

(
∀z, |z| = bδnc, min

|x|z=b(1−δ)nc
max
z<u≤x

S̃z(u) ≥ εn/2
)
. (6.19)

By the branching property, for every n ∈ N∗ and hypothesis A2,

Pµ,W

(
∀z, |z| = bδnc, min

|x|z=b(1−δ)nc
max
z<u≤x

S̃z(u) ≥ εn/2
)

≤ Pµ,W

(
min

|x|=b(1−δ)nc
max
o<u≤x

S̃(u) ≥ εn/2
)2bδnc

.

Therefore, using inequality (2.12) in [FHS12], there exists η > 0 such that for every integer n which
is large enough,

Pµ,W

(
∀z, |z| = bδnc, min

|x|z=b(1−δ)nc
max
z<u≤x

S̃z(u) ≥ εn/2
)
≤
(
1− e−ηn1/3)2bδnc

(6.20)

which decreases faster than any exponential function. Now, let t > 0. By Markov inequality, for
every n ∈ N∗,

Pµ,W

(
max
|z|=bδnc

max
o<u≤z

S̃(u) ≥ εn/2
)
≤ e−nεt/2

δn∑
k=1

Eµ,W

∑
|x|=k

etS̃(x)


= e−nεt/2

δn∑
k=1

r(t)k

where r(t) = Eµ,W

[ ∑
|x|=1

etS̃(x)
]
. Consequently, there exists a constant C > 0 such that for every

n ∈ N∗,

Pµ,W

(
max
|z|=bδnc

max
o<u≤z

S̃(u) ≥ εn/2
)
≤ C exp (n (δ ln(r(t))− tε/2)) . (6.21)

If we take t large enough and δ small enough, we get an exponential decay with a decreasing
rate which is as large as we want. Therefore, combining (6.21), (6.20) and (6.19), we know that
(c) in (6.18) decreases faster than any exponential function. Consequently, by (6.18), (b) has a
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subexponential growth. Moreover, we also proved that (a) has subexponential growth. By (6.16),
this yields

E
[
G̃n(o, o)p/2

]
≤ epτ(m,W )n+o(n). (6.22)

Together with Lemma 4.6 and Lemma 4.7, this yields

Eµ,W
[
ψn(o)1+p

]
≤ epτ(m,W )n+o(n). (6.23)

Step 4: upper bound in (ii). For every x ∈ V , let us denote by νx the number of children of x. For
every n ∈ N∗, by definition of ψn(o) we know that

ψn(o) = W
∑
|x|=n

Ĝn(o, x)νx.

Moreover, for every x ∈ V , for every n ∈ N∗, Ĝn(o, x) ≤ Ĝ(o, x). This can be proved thanks to
path expansions. (See Lemma I.) Consequently, for every n ∈ N∗,

ψn(o) ≤W
∑
|x|=n

Ĝ(o, x)νx. (6.24)

As W < Wc(µ), by Lemma 3.2, for every n ∈ N∗, Pµ,W -a.s, it holds that

ψn(o) ≤WĜ(o, o)
∑
|x|=n

eUxνx

= WĜ(o, o)
∑
|x|=n

∏
o<u≤x

Auνx. (6.25)

Together with the notation introduced in step 1 of this proof, we get that for every n ∈ N∗, Pµ,W -a.s,

ψn(o) ≤WĜ(o, o)e−τ(m,W )n ∑
|x|=n

e−S̃(x)/t∗(m,W )νx (6.26)

By identity (4.13) and Lemma 4.5, as W < Wc(µ), it holds that Ĝ(o, o) = 1
2γ . Together with (6.26)

this implies that for every n ∈ N∗, Pµ,W -a.s,

ψn(o) ≤W 1
2γ e

−τ(m,W )n ∑
|x|=n

e−S̃(x)/t∗(m,W )νx. (6.27)

Nevertheless, by the construction of the β-potential introduced in subsection 3.1, we know that γ,
(S̃(x))|x|=n and (νx)|x|=n are independent and γ has a Gamma distribution with parameters (1/2, 1).
Consequently, for every p ∈]0, t∗(m,W )[, for every n ∈ N∗, it holds that

Eµ,W [ψn(o)p] ≤W pe−pτ(m,W )n
∫ +∞

0

x−p−1/2
√

4pπ
e−xdx× Eµ,W

 ∑
|x|=n

e−S̃(x)/t∗(m,W )νx

p . (6.28)

For every p ∈]0, 1/2[, we denote

κp = W p
∫ +∞

0

x−p−1/2
√

4pπ
e−xdx < +∞.
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As t∗(m,W ) < 1/2 < 1, we are allowed to use concavity in (6.28) which implies that for every
p ∈]0, t∗(m,W )[, for every n ∈ N∗,

Eµ,W [ψn(o)p] ≤ κpe−pτ(m,W )n × Eµ,W


 ∑
|x|=n

e−S̃(x)/t∗(m,W )νx

t∗(m,W )

p/t∗(m,W )

≤ κpe−pτ(m,W )n × Eµ,W

 ∑
|x|=n

e−S̃(x)νt
∗(m,W )
x

p/t∗(m,W )

. (6.29)

However (S̃(x))|x|=n and (νx)|x|=n are independent. Therefore, for every n ∈ N∗ and for every
p ∈]0, t∗(m,W )[,

Eµ,W [ψn(o)p] ≤ κpe−pτ(m,W )n × Eµ,W [Wn]p/t
∗(m,W ) × Eµ,W

[
νt
∗(m,W )

]p/t∗(m,W )
(6.30)

where ν has distribution µ and Wn = ∑
|x|=n e

−S̃(x). Therefore, as Wn is a martingale with mean
1, we get that for every n ∈ N∗ and for every p ∈]0, t∗(m,W )[,

Eµ,W [ψn(o)p] ≤ κp × Eµ,W
[
νt
∗(m,W )

]p/t∗(m,W )
× e−pτ(m,W )n

In order to conclude the proof, we need the same estimate for p ∈]1− t∗(m,W ), 1[. This stems from
Lemma 4.3.

6.2 Proof of Theorem 4
First, we need the following lemma which establishes a link "in law" between ψn(o) and the

effective resistance associated with the VRJP.

Lemma 6.1. Let V be a rooted tree with root o. Let W > 0. Then, under νWV , it holds that for every
n ∈ N∗,

ψn(o)2 × 2γ × (1 + 2γR(o←→ δn)) law= 2Γ(1/2, 1)

where γ is the Γ(1/2, 1) random variable which was used to define the potential β on a tree (see iden-
tity (3.3)) and R(o←→ δn) is the effective resistance from o to δn associated with the conductances
c defined in Proposition G.

Proof of Lemma 6.1. Let n ∈ N. The proof is based on a coupling with a potential on the wired
graph Ṽn. (See subsection 4.2 for the definition of the wired graph.) Recall that, under νWV , thanks
to (3.3), the potential β can be decomposed as β = β̃ + 1{· = o}γ where γ and β̃ are independent.
For every i ∈ Vn, we write η̂(n)

i = ∑
j∼i,j /∈VnW . Then, recall that ψn(o) = Ĝnη̂

(n). In particular,
there exists a deterministic function Fn from R|Vn|+1 into R3 such that

(ψn(o), G̃n(o), 2γ) = Fn(β̃Vn , γ). (6.31)

Now, let us define a potential β′ on the wired graph Ṽn with distribution ν̃P̃n,0
Ṽn

where P̃n is the
adjacency matrix of the weighted graph Ṽn. We can associate a matrix Hβ′ with the potential
β′ in the usual way and the inverse of Hβ′ is denoted by G′. We define γ′ = 1/(2G′(o, o)) and
β̃′ = β′ − 1{· = o}γ′. By Theorem 3 in [STZ17], γ′ is distributed as Γ(1/2, 1) and is independent
of β̃′. Let us define the matrix H̃β′ in the same way as Hβ′ but we replace 2β′o by 2β̃′o. Moreover,
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we define Ĝ′n and G̃′n as the inverse of (Hβ′)Vn,Vn and (H̃β′)Vn,Vn respectively. Further, let us write
ψ′n = Ĝ′nη̂

(n). Then, by Proposition 8 in [SZ19], it holds that

1
2γ′ = G′(o, o) = Ĝ′n(o, o) +G′(δn, δn)ψ′n(o)2. (6.32)

The equality (6.32) can be proved by means of the results about path expansions given by Lemma
I. By (6.32), we get

ψ′n(o)2

1/(2γ′)− Ĝ′n(o, o)
= 1
G′(δn, δn) . (6.33)

Besides, by Cramer’s formula,

1
2γ′ − Ĝ

′
n(o, o) = 1

2γ′ −
G̃′n(o, o)

1 + 2γ′G̃′n(o, o)
= 1

2γ′(1 + 2γ′G̃′n(o, o))
.

Together with (6.33), this yields

ψ′n(o)2 × 2γ′ × (1 + 2γ′G̃′n(o, o)) = 1
G′(δn, δn) . (6.34)

Further, with the same function Fn as in (6.31), it holds that

(ψ′n(o), G̃′n(o), 2γ′) = Fn(β̃′Vn , γ
′). (6.35)

Moreover, the joint law of (β̃′Vn , γ
′) is the same as the joint law of (β̃Vn , γ). It stems from the

restriction properties in Lemma C and Lemma D. Therefore, combining this with (6.31), (6.35) and
(6.34), we obtain that

ψn(o)2 × 2γ × (1 + 2γG̃n(o, o)) law= ψ′n(o)2 × 2γ′ × (1 + 2γ′G̃′n(o, o)) = 1
G′(δn, δn) .

By Theorem 3 in [STZ17], 1/G′(δn, δn) law= 2Γ(1/2, 1) and by Proposition 4.4, G̃n(o, o) = R(o ←→
δn). This concludes the proof.

Now, we are ready to prove Theorem 4.

Proof of Theorem 4. For every n ∈ N, it holds that

ψn(o)2 = 1
2γ(1 + 2γR(0←→ δn)) × Φn (6.36)

where Φn = ψn(o)2 × 2γ(1 + 2γR(o ←→ δn)). By Lemma 6.1, we know that for every n ∈ N,
Φn

law= 2Γ(1/2, 1). Therefore for every n ∈ N,

Pµ,W (Φn < 2/n4) =
∫ 1/n4

0

e−y
√
πy
dy

≤ 1√
π

∫ 1/n4

0

dy
√
y

= 2√
πn2
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which is summable. Moreover, for every n ∈ N,

Pµ,W (Φn > 2n) =
∫ +∞

n

e−y
√
πy
dy

≤ 1√
πn

e−n

which is summable. Consequently, by Borel-Cantelli lemma, Pµ,W -a.s, for n large enough,

2
n4 ≤ Φn ≤ 2n. (6.37)

That is why, in order to conclude, we only have to prove that, Pµ,W -a.s,

R(o←→ δn) = e2τ(m,W )n+o(n).

Remark that the identity (6.2) is also true without the expectation and remember from Lemma 4.4
that R(o←→ δn) = G̃n(0, 0). Therefore, for every n ∈ N.

R(o←→ δn) ≥ 1
W
e2τ(m,W )n × min

|x|=n
Ax ×W−1

n,2/t∗(m,W ). (6.38)

First, min
|x|=n

Ax has at most polynomial decay Pµ,W -a.s. This can be shown exactly as in (6.5).

Furthermore, by Proposition J, W−1
n,2/t∗(m,W ) has also polynomial asymptotics. Consequently, this

proves the lower bound of R(o←→ δn). More precisely, Pµ,W almost surely,

R(o←→ δn) ≥ e2τ(m,W )n+o(n).

Now, let us prove the upper bound. By (6.15), it holds that

R(0←→ δn) ≤ n

W
×max
|z|≤n

Az × e2τ(m,W )n × e
2/t∗(m,W ) min

|x|=n
S̃m(x)

. (6.39)

In the same way as in (6.5), max {Az : |z| ≤ n} has at most polynomial growth Pµ,W -a.s. Moreover,
by Theorem 1.4 in [FHS12], there exists some constant c > 0 such that min {S̃m(x) : |x| = n} ∼
cn1/3 Pµ,W -a.s. This concludes the proof.

6.3 Proof of Proposition 2.1
Proof of Proposition 2.1. Let m > 1. For every W > 0 and for every t > 0, let us define

F (W, t) = ln(mQ(W, t)).

Obviously, F ∈ C∞
(
R∗+ × R∗+

)
. We introduce another function G defined by

G(W, t) = F (W, t)− t∂F
∂t

(W, t)

for every (t,W ) ∈ R∗+ × R∗+. Moreover, by step 1 in the proof of Theorem 3, we know that for
every W > 0, there exists a unique t∗(m,W ) > 0 such that G(W, t∗(m,W )) = 0. Further, for every
(t,W ) ∈ R∗+ × R∗+,

∂G

∂t
(W, t) = −t∂

2F

∂t2
(W, t) = −tEµ,W

[
At
]
Eµ,W

[
ln(A)2At

]
− Eµ,W

[
ln(A)At

]2
Eµ,W [At]2

(6.40)
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where A is an Inverse Gaussian distribution with parameters (1,W ). From (6.40) and Cauchy-
Schwarz inequality, we deduce that for every (t,W ) ∈ R∗+ × R∗+,

∂G

∂t
(W, t) < 0. (6.41)

Therefore, we can apply the implicit function theorem which implies thatW 7→ t∗(m,W ) is smooth.
By Proposition H, Wc(µ) is the unique W > 0 such that mQ(W, 1/2) = 1. Moreover, for every
W ∈ R∗+,

∂F

∂t
(W, 1/2) = 0 (6.42)

because the minimum of t 7→ Q(W, t) is achieved for t = 1/2. Consequently,

G(Wc(µ), 1/2) = F (Wc(µ), 1/2)− (1/2)∂F
∂t

(Wc(µ), 1/2)

= ln (mQ(Wc(µ), 1/2))
= 0.

Therefore,

t∗(m,Wc(µ)) = 1/2. (6.43)

Thus, by Taylor expansion in a neighborhood of Wc(µ), it holds that,

F (W, t∗(m,W )) = F (Wc(µ), 1/2) + (W −Wc(µ)) ∂F
∂W

(Wc(µ), 1/2)

+ (t∗(m,W )− 1/2)∂F
∂t

(Wc(µ), 1/2) + o

(
Wc(µ)−W, t∗(m,W )− 1/2

)
= (W −Wc(µ)) ∂F

∂W
(Wc(µ), 1/2) + o(Wc(µ)−W ) (6.44)

where in the last equality, we used the fact that F (Wc(µ), 1/2) = 0 and (6.42). Moreover o(Wc(µ)−
W, t∗(m,W )− 1/2) becomes o(Wc(µ)−W ) in the last equality because

t∗(m,W )− 1/2 = t∗(m,W )− t∗(m,Wc(µ)) = O(Wc(µ)−W )

as t∗(m, ·) is a smooth function. Besides,

τ(m,W ) = −F (W, t∗(m,W ))/t∗(m,W ) ∼ −2F (W, t∗(m,W ))

in the neighborhood of Wc(µ) because t∗(m,Wc(µ)) = 1/2. Together with (6.44), it yields

τ(m,W ) ∼
W→Wc(µ)

2
(
∂F

∂W
(Wc(µ), 1/2)

)
(Wc(µ)−W ) (6.45)

Therefore, we only have to compute ∂F
∂W (Wc(µ), 1/2) in order to conclude the proof. Let us recall

that for every W > 0,

F (W, 1/2) = ln(m) + 1
2 ln(W ) + ln

(∫ +∞

0

e−(W/2)(x+1/x−2)
√

2πx
dx

)
. (6.46)
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Differentiating (6.46), we get

∂F

∂W
(W, 1/2) = 1

2W − 1
2

∫ +∞

0
(x+ 1/x− 2)(2π)−1/2x−1e−(W/2)(x+1/x−2)dx∫ +∞

0
(2π)−1/2x−1e−(W/2)(x+1/x−2)dx

= 1
2W − 1

2
Q(W, 3/2) +Q(W,−1/2)− 2Q(W, 1/2)

Q(W, 1/2)

= 1 + 1
2W − Q(W, 3/2)

Q(W, 1/2) . (6.47)

In the last equality, we used the fact that Q(W, 3/2) = Q(W,−1/2). Moreover, remark that for
every W > 0,

Q(W, 3/2) =
∫ +∞

1

√
W

2π
(x+ 1/x)

x
e−(W/2)(x+1/x−2)dx

=
√

2W
π

∫ +∞

0
cosh(u)e−W (cosh(u)−1)du

=
√

2W
π
eWK1(W )

= K1(W )
K1/2(W ) (6.48)

where Kα is the modified Bessel function of the second kind with index α. Besides, recall that
mQ(Wc(µ), 1/2) = 1. Now, let us evaluate (6.47) at W = Wc(µ). Together with (6.48), this implies

∂F

∂W
(Wc(µ), 1/2) = 1 + 1

2Wc(µ) −m
K1(Wc(µ))
K1/2(Wc(µ)) . (6.49)

Moreover, we still have to prove that ∂F
∂W (Wc(µ), 1/2) > 0. Actually, it is enough to prove that for

every W > 0,
1 + 1

2W − Q(W, 3/2)
Q(W, 1/2) > 0.

Exactly as in (6.48), one can prove that

Q(W, 1/2) = K0(W )
K1/2(W ) .

Therefore, we have to prove that for every W > 0,

1 + 1
2W >

K1(W )
K0(W ) .

Nevertheless, it is exactly Corollary 3.3 in [CY17].

6.4 Proof of Proposition 2.2
Proof of Proposition 2.2. Recall from Proposition G that the measure PV RJP

µ,W is defined as follows:

• First, under measure Pµ,W , we choose randomly a Galton-Watson tree V and the random
conductances c on V which are given by Proposition G.
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• Secondly, we choose randomly a trajectory on V for the discrete-time process (Z̃n)n∈N with
distribution Pc,o where Pc,o is the law of a random walk on the tree (V,E) starting from o
with conductances c.

Step 1: proof of the lower bound. Let n ∈ N∗. By Jensen’s inequality, it holds that

1
PV RJP
µ,W (τ+

o > τn)
= 1

Eµ,W
[
Pc,o(τ+

o > τn)
]

≤ Eµ,W

[
1

Pc,o(τ+
o > τn)

]
. (6.50)

However, by definition of the effective resistance, we know that

1
Pc,o(τ+

o > τn)
= W

∑
~i=o

Ai

×R(o←→ δn).

Therefore, by Proposition 4.4

1
Pc,o(τ+

o > τn)
= W

∑
~i=o

Ai

× G̃n(o, o).

Combining this with (6.50) and Cauchy-Schwarz inequality, there exists a positive constant C such
that

1
PV RJP
µ,W (τ+

o > τn)
≤ C

√
Eµ,W

[
G̃n(o, o)2

]
. (6.51)

Combining (6.22) and (6.51), we obtain

1
PV RJP
µ,W (τ+

o > τn)
≤ e2τ(m,W )n+o(n).

This is exactly the lower bound in Proposition 2.2.
Step 2: proof of the upper bound. Let α ∈]0, t∗(m,W )/2[. Remark that t∗(m,W )/2 < 1/4 because
W < Wc(µ). Let n ∈ N∗. It holds that

PV RJP
µ,W (τ+

o > τn) = Eµ,W
[
Pc,o(τ+

o > τn)
]

≤ Eµ,W
[
Pc,o(τ+

o > τn)α
]
. (6.52)

Furthermore, by definition of the effective conductance C(o ←→ δn) between o and level n of the
tree, we know that

Pc,o(τ+
o > τn) = C(o←→ δn)

W
∑
~i=o
Ai

. (6.53)

Let ε > 0 such that (1 + 2ε)α < t∗(m,W )/2. Combining Hölder inequality, (6.52) and (6.53), there
exists C > 0 such that

PV RJP
µ,W (τ+

o > τn) ≤ CEµ,W
[
C(o←→ δn)(1+ε)α

]1/(1+ε)
. (6.54)
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However, G̃n(o, o)−1 = C(o←→ δn). Consequently, following exactly the same lines as in (6.2), we
get

C(o←→ δn) ≤We−2τ(m,W )n × max
|x|=n

A−1
x ×Wn,2/t∗(m,W ).

Combining this with (6.54), it yields

PV RJP
µ,W (τ+

o > τn) ≤ Ce−2ατ(m,W )nEµ,W

[
max
|x|=n

A−(1+ε)α
x ×W(1+ε)α

n,2/t∗(m,W )

]1/(1+ε)

. (6.55)

Moreover, by Hölder inequality, we get

Eµ,W

[
max
|x|=n

A−(1+ε)α
x ×W(1+ε)α

n,2/t∗(m,W )

]

≤ Eµ,W

[
max
|x|=n

A−α(1+ε)(1+2ε)/ε
x

]ε/(1+2ε)

× Eµ,W
[
W(1+2ε)α
n,2/t∗(m,W )

]1/(1+2ε)
(6.56)

One can prove that the first term in (6.56) has at most polynomial growth by following exactly
the same lines as for the proof of (6.17). Moreover, the second term in (6.56) decreases with a
polynomial decay by Proposition K because α(1 + 2ε) < t∗(m,W )/2. Together with (6.55), as α
can be taken as close from t∗(m,W )/2 as we want, this concludes the proof.

7 The critical point
7.1 Proof of Theorem 5

Now, we are going to prove Theorem 5 which describes the asymptotic behaviour of (ψn(o))n∈N
at the critical point.

Proof of Theorem 5. For simplicity of notation, we write W = Wc(µ) in the entirety of this proof.
Exactly as in the proof of Theorem 4, by using Lemma 6.1, we only need to find the almost sure
behaviour of C(o←→ δn), the effective conductance associated with the VRJP, in order to get the
asymptotics of ψn(o)2. Remember that the local conductance from any vertex x ∈ V \{o} to ~x is

WA−1
x

 ∏
o<u≤x

A2
u


which is not exactly the effective conductance associated with a branching random walk. Remark
that for every n ∈ N,

W min
|z|≤n

A−1
z %n ≤ C(o←→ δn) ≤Wmax

|z|≤n
A−1
z %n (7.1)

where %n is the effective conductance from o to level n when the local conductance from any vertex
x ∈ V \{o} to ~x is given by  ∏

o<u≤x
A2
u

 .
As usual, min

|z|≤n
A−1
z and max

|z|≤n
A−1
z have polynomial asymptotics almost surely. Thus, we only need

to focus on the behaviour of (%n)n∈N. For every x ∈ V , let us denote

Ŝ(x) = −2
∑

o<u≤x
ln(Au).
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We write ψ̂(t) = ln
(
Eµ,W

[ ∑
|x|=1

e−tŜ(x)
])

= ln
(
Eµ,W

[ ∑
|x|=1

A2t
x

])
.

As we are at the critical point and thanks to Proposition H, ψ̂ strictly decreases on [0, 1/4] and
increases strictly on [1/4, 1], ψ̂(1/4) = 0 and ψ̂′(1/4) = 0. Our %n is exactly the same as the one
defined in [FHS12] with the branching random walk Ŝ. By the proof of Theorem 1.2 in [FHS12],
we get that, Pµ,W -a.s,

lim
n→+∞

ln(%n)
n1/3 = −

(
3π2

2 × 4× ψ̂′(1/4)
)1/3

= −

24π2Eµ,W

∑
|x|=1

A1/2
x ln(Ax)2

1/3

.

This concludes the proof.

7.2 Positive recurrence at the critical point
Now, let us prove Theorem 6.

Proof of Theorem 6. We want to prove the positive recurrence of the discrete process (Z̃n)n∈N as-
sociated with (Zt)t≥0. By Proposition G, (Z̃n)n∈N is a Markov chain in random conductances with
conductances given by

c(x, ~x) = WeUx+U ~x = WAx
∏

o<u≤ ~x

A2
u

for every x ∈ V \{o}. For every x ∈ V , let us define

S̃(x) = −1
2
∑

o<y≤x
ln(Au).

We assumed thatW = Wc(µ), that is, mQ(W, 1/2) = 1 by Proposition H. Therefore, {(x, S̃(x)), x ∈
V } is a branching random walk which satisfies hypothesis (3.10). This is easily checked that it
satisfies also (3.9). Moreover it satisfies hypothesis (3.8) by hypothesis A3. Therefore, we are
allowed to use the results of Hu and Shi (Propositions K and J.) with this branching random walk.
Following the notations of Hu and Shi, we define

Wn,4 :=
∑
|x|=n

e−4S̃(x) =
∑
|x|=n

∏
o<u≤x

A2
u

and
Wn :=

∑
|x|=n

e−S̃(x) =
∑
|x|=n

∏
o<u≤x

A1/2
u .

Further, for every n ∈ N∗, let us define

Λn :=
∑
|x|=n

c(x, ~x).

In order to prove Theorem 6, this is enough to prove that for some r ∈]0, 1[,

+∞∑
n=1

Eµ,W [Λrn] < +∞. (7.2)
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Let n ∈ N∗ and r ∈]0, 1[. r shall be made precise later in the proof. First, let us remark that,

Eµ,W [Λrn] ≤ Eµ,W

 ∑
|x|=n

 ∏
o<u≤x

A2
u

A−1
x 1Ax≥1

r
+ Eµ,W

 ∑
|x|=n

 ∏
o<u≤x

A2
u

A−1
x 1Ax≤1

r
≤ Eµ,W

[
Wr
n,4

]
+ Eµ,W

 ∑
|x|=n

 ∏
o<u≤x

A2
u

A−1
x 1Ax≤1

r
︸ ︷︷ ︸

(a)

. (7.3)

For every y ∈ V , let us define the random variable

νy =
∑
~x=y

1

which is the number of children of y. Then, it holds that,

(a) = Eµ,W

 ∑
|y|=n−1

 ∏
o<u≤y

A2
u

∑
~x=y
Ax1Ax≤1

r
≤ Eµ,W

 ∑
|y|=n−1

 ∏
o<u≤y

A2
u

 νy
r

≤ n3r/2Eµ,W [Wr
n−1,4] + Eµ,W

 ∑
|y|=n−1

 ∏
o<u≤y

A2
u

 νy1νy≥n3/2

r
︸ ︷︷ ︸

(b)

. (7.4)

Moreover, by Jensen’s inequality, if r < 1/4, we get,

(b) ≤ Eµ,W


 ∑
|y|=n−1

 ∏
o<u≤y

A2
u

 νy1νy≥n3/2

1/4


4r

≤ Eµ,W

 ∑
|y|=n−1

 ∏
o<u≤y

A1/2
u

4r

Eµ,W
[
ν1/41ν≥n3/2

]4r
= Eµ,W [Wn−1]4r Eµ,W

[
ν1/41ν≥n3/2

]4r
= Eµ,W

[
ν1/41ν≥n3/2

]4r
(7.5)

where ν has the same distribution as νy for any y ∈ V . The last equality comes from the fact
that (Wn)n∈N is a martingale because the branching random walk S̃ satisfies hypothesis (3.10).
Combining identities (7.3), (7.4) and (7.5), in order to make Eµ,W [Λrn] summable, we need

n3r/2Eµ,W
[
Wr
n,4

]
and Eµ,W

[
ν1/41ν≥n3/2

]4r
to be summable. Moreover, recall we assumed that r < 1/4. By Proposition K, we know that

n3r/2Eµ,W
[
Wr
n,4

]
= n3r/2 × n−6r+o(1) = n−9r/2+o(1).
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Moreover by Hölder’s inequality with p = 4,

Eµ,W
[
ν1/41ν≥n3/2

]4r
≤ n−9r/2.

In order to conclude, we only need to choose r between 2/9 and 1/4 which is possible because
2/9 < 1/4.
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