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ABSTRACT

Context. The extended ROentgen Survey with an Imaging Telescope Array (eROSITA) on board the Spectrum-Roentgen-Gamma
(SRG) observatory is revolutionizing X-ray astronomy. The mission provides unprecedented samples of active galactic nuclei (AGN)
and clusters of galaxies, with the potential of studying astrophysical properties of X-ray sources and measuring cosmological param-
eters using X-ray-selected samples with higher precision than ever before.
Aims. We aim to study the detection, and the selection of AGN and clusters of galaxies in the first eROSITA all-sky survey, and to
characterize the properties of the source catalog.
Methods. We produced a half-sky simulation at the depth of the first eROSITA survey (eRASS1), by combining models that truthfully
represent the population of clusters and AGN. In total, we simulated 1 116 758 clusters and 225 583 320 AGN. We ran the standard
eROSITA detection algorithm, optimized for extragalactic sources. We matched the input and the source catalogs with a photon-based
matching algorithm.
Results. We perfectly recovered the bright AGN and clusters. We detected half of the simulated AGN with flux larger than
2× 10−14 erg s−1 cm−2 as point sources and half of the simulated clusters with flux larger than 3× 10−13 erg s−1 cm−2 as extended
sources in the 0.5–2.0 keV band. We quantified the detection performance in terms of completeness, false detection rate, and con-
tamination. We studied the population in the source catalog according to multiple cuts of source detection and extension likelihood.
We find that the latter is suitable for removing contamination, and the former is very efficient in minimizing the false detection rate.
We find that the detection of clusters of galaxies is mainly driven by flux and exposure time. It additionally depends on secondary
effects, such as the size of the clusters on the sky plane and their dynamical state. The cool core bias mostly affects faint clusters
classified as point sources, while its impact on the extent-selected sample is small. We measured the fraction of the area covered by
our simulation as a function of limiting flux. We measured the X-ray luminosity of the detected clusters and find that it is compatible
with the simulated values.
Conclusions. We discuss how to best build samples of galaxy clusters for cosmological purposes, accounting for the nonuniform
depth of eROSITA. This simulation provides a digital twin of the real eRASS1.

Key words. surveys – catalogs – X-rays: galaxies: clusters – galaxies: active – methods: data analysis –
large-scale structure of Universe

1. Introduction

Our knowledge of the large-scale structure (LSS) of the Universe
has dramatically improved in the past decades thanks to a vari-
ety of surveys at different wavelengths. A wealth of information
about the matter distribution on cosmological scales is obtained
by optical data from galaxy clustering, measured by the Two-
degree-Field Galaxy Redshift Survey (2dFGRS, Colless et al.
2001), the Galaxy and Mass Assembly (GAMA) Survey
(Driver et al. 2009), the VIMOS Public Extragalactic Redshift
Survey (VIPERS, de la Torre et al. 2013), the Dark Energy Sur-
vey (DES, Abbott et al. 2018), the Kilo-Degree Survey (KiDS,
Joudaki et al. 2018), the Hyper Suprime-Cam Subaru Strategic

? Full Tables A.1–A.3 are only available at the CDS via anony-
mous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http:
//cdsarc.u-strasbg.fr/viz-bin/cat/J/A+A/665/A78

Program (HSC-SSP, Hikage et al. 2019), and the Sloan Digital
Sky Survey (SDSS, Alam et al. 2021). Complementary data in
the millimeter range trace the large-scale distribution of mat-
ter thanks to the lensing of the cosmic microwave background
(CMB, Sherwin et al. 2012; Planck Collaboration XVII 2014).
In addition, large samples of extragalactic sources are provided
by X-ray surveys, such as ROSAT (Boller et al. 2016) and the
extended ROentgen Survey with an Imaging Telescope Array
(eROSITA, Merloni et al. 2012; Predehl et al. 2021). It is impor-
tant to consider both galaxy clusters and active galactic nuclei
(AGN) in this context: they both trace the LSS. They are fun-
damental to shedding light on the hot and energetic large-scale
structure of the Universe.

Clusters of galaxies populate the most massive bound dark
matter haloes in the Universe. They are the largest known
virialized structures (Kravtsov & Borgani 2012; Pratt et al.
2019). In the context of hierarchical structure formation
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(White & Frenk 1991), they assemble at late times and reside
in the nodes of the cosmic large-scale structure (Lacey & Cole
1993; Springel et al. 2005; Angulo et al. 2012; Klypin et al.
2016; Ishiyama et al. 2021). Their abundance as a function of
mass and redshift (i.e., the measure of the halo mass function)
is dependent on cosmological parameters (Tinker et al. 2008;
Allen et al. 2011; Lesci et al. 2022; Clerc & Finoguenov 2022).
This makes them a great tool for cosmological studies. Galaxy
clusters are observed in optical data as an over-density of red
galaxies (e.g., Rykoff et al. 2014; Abbott et al. 2020) or as peaks
in weak-lensing convergence maps (e.g., Miyazaki et al. 2018),
by distortion of the CMB due to the Sunyaev-Zel’dovich (SZ)
effect in the millimeter band (e.g., Staniszewski et al. 2009;
Planck Collaboration XXVII 2016) and by extended emission in
the X-ray band (e.g., Böhringer et al. 2004; Adami et al. 2018;
Finoguenov et al. 2020; Liu et al. 2022a). The combination of
multiwavelength data is key for a complete description of galaxy
clusters. On the one hand, optical surveys have the highest
source density, which provides the largest samples of clusters
using photometric data (Oguri 2014; Bleem et al. 2015a). On
the other hand, pointed observations with interferometers in the
radio and millimeter bands provide observations with extremely
high angular resolution (Pasini et al. 2021). In addition, SZ sur-
veys with telescopes such as Planck (Planck Collaboration XI
2014), the South Pole Telescope (SPT, Bleem et al. 2015b), or
the Atacama Cosmology Telescope (ACT, Hilton et al. 2021) are
effective in detecting high-redshift objects, thanks to the redshift-
independent SZ signal. X-ray observations are particularly suit-
able to study clusters of galaxies. Clusters are the brightest
extragalactic extended sources in the X-ray band (Rosati et al.
2002), they emit mainly due to thermal bremsstrahlung from
the hot intra-cluster medium (Cavaliere & Fusco-Femiano 1976)
and their emissivity depends on the radial density profile.

Active galactic nuclei (AGN) are very luminous objects,
powered by the accretion of rich gas reservoirs onto super-
massive black holes, and constitute the majority of the extra-
galactic sources detected in X-ray surveys (see Padovani et al.
2017, for a review). A large sample of AGN enables stud-
ies of the general evolution of supermassive black holes
(Kauffmann & Haehnelt 2000), the properties of the host galaxy
(Ferrarese & Merritt 2000), the AGN clustering properties
(Koutoulidis et al. 2013; Viitanen et al. 2019), and their link to
the underlying dark matter large-scale structure (Fanidakis et al.
2011; Georgakakis et al. 2019), as well as different chan-
nels through which these objects are formed (Mayer & Bonoli
2019), and the mechanisms triggering bursts of X-ray radiation
(Arcodia et al. 2021).

With eROSITA onboard Spectrum-Roentgen-Gamma
(SRG), a new era in X-ray astronomy is now unfolding
(Merloni et al. 2012; Predehl et al. 2021). It has seven telescope
modules with 54 nested mirror shells each. The Half Energy
Width (HEW) of the point spread function (PSF) is about 15′′
for each module. eROSITA will scan the full X-ray sky eight
times in four years, resulting in a set of eight all-sky surveys.
The sensitivity of the final cumulative all-sky survey (eRASS:8)
will be 25 times higher than its predecessor the ROSAT all-
sky survey (Voges et al. 1999; Boller et al. 2016). During its
performance verification phase, SRG-eROSITA successfully
completed a mini-survey in the ∼140 square degrees eROSITA
Final Equatorial Depth Survey (eFEDS, Brunner et al. 2022).
Since December 2019, eROSITA is performing all-sky surveys.
The sky is split in half between the German (eROSITA_DE) and
Russian consortium (eROSITA_RU). The eROSITA_DE area
is split into 2447 tiles with a small overlap for data processing

purposes. Of these, 2248 are uniquely owned by the German
consortium, and the additional 199 are shared. Each tile covers
a unique area of ∼8.7 square degrees.

eROSITA is predicted to ultimately detect a total of about
105 clusters of galaxies after the final cumulative all-sky sur-
vey (eRASS:8), the largest sample of X-ray-selected galaxy
clusters to date. This will allow a variety of studies involv-
ing the cluster X-ray luminosity function (Mullis et al. 2004;
Koens et al. 2013; Finoguenov et al. 2015; Adami et al. 2018;
Clerc et al. 2020; Liu et al. 2022a), the clustering of galaxy
clusters (Veropalumbo et al. 2014; Marulli et al. 2018, 2021;
Lindholm et al. 2021), and provide powerful constraints on cos-
mological parameters such as the normalization of the power
spectrum σ8 and the matter content of the Universe ΩM (Borgani
2008; Vikhlinin et al. 2009; Mantz et al. 2015; Pierre et al.
2016; Schellenberger & Reiprich 2017b; Pacaud et al. 2018;
Ider Chitham et al. 2020; Garrel et al. 2021). A prediction of the
eROSITA cluster count cosmology capabilities is studied by
Pillepich et al. (2012, 2018). A total number of about three mil-
lion sources, most of which are AGN, are expected to be detected
in eRASS:8, a factor of 20 better than ROSAT.

An efficient and accurate detection of extragalactic sources is
key to properly sampling the cosmic web and making the most
out of the large samples provided by eROSITA.

The identification of galaxy clusters in X-ray surveys like
eROSITA is affected by Poisson count noise in the low photon
count regime and by the redshift-dimming effect on the clus-
ter surface brightness. Cluster samples selected from X-ray sur-
veys are primarily flux-limited (e.g., REFLEX, Böhringer et al.
2004). The detection of clusters also depends on secondary
effects, such as their extent on the sky, or the low surface bright-
ness of very extended objects (Pacaud et al. 2006; Burenin et al.
2007; Finoguenov et al. 2020). In this context, the cool core
bias and the dynamical state of galaxy clusters have also been
studied in recent years (Hudson et al. 2010; Eckert et al. 2011;
Rossetti et al. 2016; Andrade-Santos et al. 2017; Käfer et al.
2019; Ghirardini et al. 2021a). Relaxed clusters develop an effi-
cient cooling toward their center, which enhances the X-ray
emission in the inner region. Such peaked surface brightness pro-
files possibly bias the detection toward relaxed structures. This
has an impact on cosmological studies using the halo mass func-
tion (Seppi et al. 2021).

The cross-correlation between clusters and AGN in the LSS
creates an interplay between point and extended sources in the
detection process. A detailed understanding of the point sources
is fundamental to investigate not only the X-ray background
and the completeness of the observed sample (Georgakakis et al.
2008), but also the fraction of clusters that are misclassified as
a point source (Pacaud et al. 2006; Burenin et al. 2007). This
happens because of the small size of high redshift clusters, the
peaked emission from compact nearby groups, or the presence
of a central AGN in the cluster, which can boost the detection
of high redshift clusters (McDonald et al. 2012; Trudeau et al.
2020). This misclassification is mitigated by multiwavelength
follow-up observations. For instance, Salvato et al. (2022) found
346 cluster candidates in the eFEDS point-source catalog by the
identification of the red sequence using optical data. An exten-
sive study of these objects is provided by Bulbul et al. (2022).

An effective way of investigating the detection and selec-
tion effects in surveys is to simulate the observational pro-
cess in its greatest detail. This approach has been explored
using mocks in different wavelengths, from the optical band
(Jimeno et al. 2017; Oguri et al. 2018), to the X-rays (Liu et al.
2013; Pierre et al. 2016; Clerc et al. 2018), and the microwave

A78, page 2 of 34



R. Seppi et al.: Detecting clusters of galaxies and active galactic nuclei in an eROSITA all-sky survey digital twin

sky (Sehgal et al. 2010), or injecting simulated sources into
real images (Suchyta et al. 2016; Everett et al. 2022). It allows
accounting for instrumental effects and the observing strategy.
Studying and quantifying effects that have an impact on the
detection is then possible, comparing catalogs of simulated
sources and the population that is detected in the simulation.
Constant improvements in computational power and efficiency
provide more detailed mocks. Recent progress in dark mat-
ter simulations allows to minimize the impact of cosmic vari-
ance thanks to the ability to simulate large volumes, but also
resolve galaxy-like halos because of the small resolution (e.g.,
Klypin et al. 2016; Chuang et al. 2019; Ishiyama et al. 2021).

We study the eROSITA capabilities in the detection of extra-
galactic sources following this approach. Our goal is to under-
stand the details of AGN and cluster detection and selection
effects. These are two important subsequent steps. First, the
detection should be optimized to maximize the ability to iden-
tify clusters and AGN, and make sure that the algorithm in ques-
tion is detecting as many real sources as possible. After that, one
can focus on selection criteria to clean the catalog of detected
sources and obtain a certain sample according to the scientific
goal.

In this paper, we use realistic end-to-end simulations to
predict the population of objects observed by eROSITA, with
a particular interest in extended sources, that are clusters of
galaxies, and AGN. We focus on the eROSITA_DE sky area.
We start from the simulations described by Comparat et al.
(2019, 2020). We generate a half-sky simulation at the depth
of the first eROSITA all-sky survey (eRASS1), the one reached
after six months of operations. We follow the eROSITA scan-
ning strategy. Photons are generated for 2438 eROSITA_DE
tiles. The background is directly resampled from the eRASS1
observations. We extend the cluster model from Comparat et al.
(2020) to galaxy groups down to 2× 1013 M� using the rela-
tion between X-ray luminosity and stellar mass (Anderson et al.
2015). Comparat et al. (2022) showed that such correction
allows matching the relation between projected luminosity
around eFEDS central galaxies and their stellar mass remarkably
well. We run the eSASS (extended Science Analysis Software
System) detection algorithm described by Brunner et al. (2022).
We build a one-to-one association between simulated objects and
the source catalog using the source ID of each simulated pho-
ton (Liu et al. 2022b), properly linked to a cluster, AGN, star,
or the background. We assess the performance of the detection
in terms of completeness (fraction of simulated objects that are
recovered in the source catalog) and purity (fraction of entries
in the source catalogs that are assigned to the correct simulated
object). Our study follows up on the work of Liu et al. (2022b)
on the eFEDS simulations. We take one step further, account-
ing for the larger variations of exposure and background level in
eRASS1.

This paper is organized as follows. We summarize the main
features of the simulation and the X-ray model in Sect. 2.
We describe the detection process, the handling of the cata-
logs, and the classification of the sources in Sect. 3. We pro-
vide our results in Sect. 4. We study the population in the
source catalog, the cumulative number density of AGN and
clusters as a function of flux, the completeness of these sam-
ples, their relation with purity and contamination, and mea-
sure the X-ray luminosity of clusters. We further discuss our
results in Sect. 5, including the best strategy to build samples
of clusters detected by eROSITA, accounting for the different
exposure across the sky. Finally, we summarize our findings in
Sect. 6.

2. Simulated data

We follow the approach described by Comparat et al. (2020) and
create all-sky simulations. A dark matter light cone is built with
snapshots at different redshifts. Cluster and AGN models are
used to predict X-ray emission (Comparat et al. 2019, 2020).
We upgrade the cluster model to the galaxy groups regime. In
this section, we review the main features of the simulations
and models that are relevant for this analysis. The simulated
data is released along with the article, see the description in
Appendix A.

2.1. Light cones from N-body dark matter simulations

A light cone is created with the UNIT1i N-body simulations
(Chuang et al. 2019). These are computed in a Flat ΛCDM cos-
mology (Planck Collaboration XXIV 2016). The fiducial param-
eters are H0 = 67.74 km s−1 Mpc−1, Ωm0 = 0.308900, Ωb0 =
0.048206. The size of the simulation box is 1 Gpc h−11 and the
mass resolution is 1.2 × 109 M� h−1. It allows a detailed model-
ing of both clusters and AGN. It is suited for studying low mass
structures down to 1011 M�, AGN up to z ∼ 6, and the eROSITA
selection function (Liu et al. 2022b).

2.2. X-ray model components

These simulations combine different source and X-ray back-
ground components. We describe each one of them in the fol-
lowing section.

2.2.1. Galaxy clusters

Comparat et al. (2020) introduce a new method to simulate
the X-ray emission from galaxy clusters. The principle is
to build mock observations using real data as a starting
point (e.g., Kong et al. 2020; Everett et al. 2022). A total sam-
ple of 326 clusters is obtained by combining XMM-XXL
(Pierre et al. 2016), HIFLUGCS (Reiprich & Böhringer 2002),
X-COP (Eckert et al. 2019) and SPT-Chandra (Sanders et al.
2018). Their combination constitutes a relatively fair benchmark
for eROSITA observations. Their X-ray properties are well mea-
sured inside R500c, the radius encompassing an average density
that is 500 times the critical density of the Universe at the red-
shift of the cluster ρc = 3H2/8πG, where H is the Hubble
parameter and G is the universal gravitational constant. From
these clusters, a covariance matrix between redshift, tempera-
ture, hydrostatic masses, and emissivity is constructed. Simu-
lated emissivity profiles are drawn from the covariance matrix
by a Gaussian random process. These profiles are assigned to
dark matter haloes by a nearest neighbor process, considering
mass and redshift. The brightness of the cluster core is linked to
the dynamical state of the dark matter halo. The initial model is
constructed using clusters with high counts and signal-to-noise
ratio, making it reliable down to masses of M500c ∼ 5× 1013 M�.

In this article, we extend this model to galaxy groups for the
eRASS1 simulation as follows. We use the relation between stel-
lar mass and X-ray luminosity from Anderson et al. (2015) as a
reference. The stellar mass is assigned to halos by an abundance
matching scheme (see Comparat et al. 2019, and Sect. 2.2.2). We
infer an average correction as a function of mass to align the scal-
ing relation of the simulation to that of Anderson et al. (2015).
The goal scaling relation between X-ray luminosity and the stel-

1 h is the dimensionless Hubble constant, equal to the value of H0/100.
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lar mass of the central galaxy in each halo reads

log10 Lx,(0.5−2.0keV) = 3 log10 M∗ + 7.8. (1)

This average correction bends the scaling relation predicted
by Comparat et al. (2020) at low mass to predict lower lumi-
nosities for lower mass haloes. Importantly, it preserves the
scatter in the LX–mass scaling relation. These values sub-
stitute the ones obtained by integrating the emissivity pro-
files from the original covariance matrix. For haloes with a
mass larger than M500c > 1014 M� the correction is neg-
ligible, but it becomes very important in the mass range
1013–5×1013 M�. Both panels in Fig. B.1 highlight the improve-
ment of the model after applying the correction. The num-
ber density of sources as a function of X-ray flux (logN–logS)
predicted for masses above log10 M/M� > 13 is in excel-
lent agreement with observations (Finoguenov et al. 2007, 2015,
2020; Liu et al. 2022a; Chiu et al. 2021; Bahar et al. 2021).
With the eFEDS sample, the method is further validated. It
offers a more complete picture of the cluster population. The
relation between X-ray luminosity and M500c in the second
panel of Fig. B.1 shows the impact of the correction, espe-
cially for groups. The predicted values of log10 Lx reach rea-
sonable values of ∼41 (and below) at log10 M/M� ∼ 13.
The improved model is in line with different sets of observa-
tions, considering that these are flux-limited samples, whereas
the orange curve is built with the complete simulated clus-
ters population (Lovisari et al. 2015; Schellenberger & Reiprich
2017a; Bulbul et al. 2019; Lovisari et al. 2020; Chiu et al. 2021;
Bahar et al. 2021). In general, our correction provides an excel-
lent agreement between the new model and eFEDS clusters
sample. We provide further details in Appendix B. In total, we
simulate 1 116 758 clusters.

2.2.2. Active galactic nuclei

Active galactic nuclei are simulated by an empirical model
that reliably reproduces their number density as a function of
X-ray luminosity, clustering, and redshift (Georgakakis et al.
2019; Comparat et al. 2019). It is based on stellar mass to halo
mass relations (Moster et al. 2013) and abundance matching to
reproduce the hard X-ray AGN luminosity function (Aird et al.
2015; Buchner et al. 2015) and their number density as a func-
tion of flux up to z = 6. It matches the observed AGN
duty cycle (fraction of galaxies hosting an active nucleus) by
construction (Georgakakis et al. 2019). The model extends to
very low X-ray fluxes ∼1× 10−17 erg s−1 cm−2, well under the
eROSITA flux limit, which enable a prediction of the X-ray
background due to faint AGN. For the construction of the
AGN population in the eRASS1 simulation, the sky is first
divided into 768 HEALPix2 fields, which ensures faster pro-
cessing, but also a smaller volume, sampling the luminosity
function down to about 10−7 sources per Mpc3. This prevents
the simulation of extremely bright sources. The model of the
AGN spectra is an absorbed power-law with Compton reflec-
tion and a soft scattered component by cold matter (in Xspec
tbabs*(plcabs+pexrav)+zpowerlw)*tbabs). The spectral
index of the power-law is equal to Γ = 1.9. Finally, a fine-grained
K-correction is applied to the AGN population (Hogg et al.
2002). The simulation accounts for a cross-correlation between
clusters and AGN since they are both generated from the same
N-body simulation. We neglect secondary effects regarding the

2 https://healpix.sourceforge.io/

population of halos hosting AGN in cluster environments. Fur-
ther observational studies involving the fraction of active galax-
ies in clusters as a function of redshift and a comparison to field
galaxies are required to develop such a model (see Martini et al.
2013; Koulouridis et al. 2014; Noordeh et al. 2020). In total, we
simulate 225 583 320 AGN, about 200 times more than the clus-
ters. Among them, 93 311 810 produce at least one count within
60′′ from the center.

2.2.3. Stars

Fluxes to be assigned to stars are drawn from the eFEDS logN–
logS. We assign them to Gaia DR2 (Gaia Collaboration 2018)
true positions randomly. The spectrum is a 0.8 keV APEC model
at redshift 0. This model is simple, but nonetheless sufficient
to mimic the increase of stellar density toward the Milky Way
for this simulation at the eRASS1 depth (Schneider et al. 2021;
Salvato et al. 2022). In total, we simulate 373 316 stars.

2.2.4. Background

Our approach is similar to the one detailed by Liu et al. (2022b),
who decompose and re-simulate the eFEDS background, sub-
tracting the contribution from the simulated faint AGN, that
partially contribute to the cosmic X-ray background (CXB).
However, this is not feasible in eRASS1, due to the nonuni-
form coverage of the sky and background emission. We update
such a method for the eRASS1 simulation. Background pho-
tons are obtained by resampling the observed eROSITA back-
ground maps, masking identified point and extended sources.
This allows the introduction of spatially varying background,
that closely follows real data. We start from the eROSITA_DE
eRASS1 event lists and source catalogs. Following the mask-
ing scheme devised by Comparat et al. (in prep.), the photons
are split into two groups. First, we consider source photons:
events located within 1.4 times the source radius of a detected
source (see Sect. 3 for a definition of the source radius). Sec-
ondly, we select background photons: events located further than
1.4 times the source radius of any detected source. These thresh-
olds guarantee conservative masking of the sources in the event
list to obtain a background event list. The complementary set
of events constitutes the source event list. The whole dataset
is mirrored in the eROSITA_RU sky, to obtain an all-sky map.
This is divided into 49 125 HEALPix regions, each of them cov-
ering ∼0.84 deg2. The X-ray spectrum and the images of the
background events are extracted from these regions. All the
spectra are merged into a single mean background spectrum.
These inputs are combined to generate a specific SIMPUT3 file
for the mock background, that provides by construction a faithful
reproduction of the observed eRASS1 background.

2.3. Mock observation

Photons are simulated with the sixte4 software (Dauser et al.
2019), a dedicated end-to-end X-ray simulator. sixte is the
official simulator for eROSITA. The result is a list of events
with energy, position, and arrival time. This approach allows
accounting for instrumental effects because the simulator relies
on vignetting, energy-dependent PSF, ancillary response file

3 https://www.sternwarte.uni-erlangen.de/sixte/
sources/, v-2.4.7.
4 https://www.sternwarte.uni-erlangen.de/research/
sixte, v-2.6.0.
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(ARF), and redistribution matrix file (RMF) as input from cal-
ibration data. The setup follows the eROSITA all-sky scan strat-
egy (Merloni et al. 2012; Predehl et al. 2021).

We use the same attitude file from the real observations for
the eRASS1 simulation. The attitude file specifies the details of
the scanning by the spacecraft. It follows the planned observing
strategy, scanning one full great circle every four hours. In addi-
tion, we use the same good time intervals (gti) of the real survey.
This allows us to account for details such as orbit corrections,
when the cameras are switched off, or camera failures, making
the simulation an ideal digital twin of the real eRASS1. The total
number of events in the simulation, covering about 20 618 square
degrees, with energy of 0.2–10 keV is 187 486 754. There are
118 905 555 photons in the soft band (0.2–2.3 keV). These num-
bers are indeed very similar to the real data, respectively equal to
194 350 024 and 118 815 616 counts. The ratios between these
numbers are 0.965 and 1.001 respectively.

3. Data analysis method

In this section, we describe how the simulated event files are
processed and analyzed. The final result is a catalog of sources
identified by the detection algorithm. We refer to the latter as the
source catalog in the rest of this work. Only event files in the
eROSITA_DE sky are processed. We first generate the photons
on the sky plane divided into 768 HEALPix regions and then
create specific catalogs for each field. This way we do not sim-
ulate the same photons twice in the overlapping regions of dif-
ferent eROSITA tiles. Given our interest in cluster detection, we
focus on a single band detection in the soft X-rays (0.2–2.3 keV),
where the eROSITA effective area is the highest (Predehl et al.
2021).

3.1. eSASS detection

Each simulated tile is processed with the eROSITA Stan-
dard Analysis Software System (eSASS, version eSAS-
Susers_201009; Brunner et al. 2022). Starting from the
calibrated event file, we produce 3.6◦ × 3.6◦ images for the
eRASS1 simulation and the corresponding exposure maps, using
all 7 telescope modules, in the soft X-ray band 0.2–2.3 keV.
The detection relies on a sliding box algorithm, that looks for
overdensities of photons over the background map. It follows
the subsequent steps.
1. erbox: the image is scanned by a sliding cell, which marks

potential sources if the signal-to-noise ratio is higher than a
given threshold. This initial list of potential sources contains
a large number of false detection, but maximizes the com-
pleteness.

2. erbackmap: the potential sources are masked by construct-
ing a detection mask and the image is interpolated to create
an adaptively smoothed background image. This process is
iterated three times, to converge toward a more robust back-
ground map (Brunner et al. 2022; Liu et al. 2022b).

3. ermldet: each box marked as a potential source is ana-
lyzed by a maximum likelihood PSF-fitting algorithm,
based on the position, count rate, and extent of the
source. It compares the distribution of counts to a β
model (Cavaliere & Fusco-Femiano 1976) convolved with
the eROSITA PSF. It allows a simultaneous fitting of mul-
tiple sources. Different choices of the minimum likelihood
threshold control the purity of the sample, decreasing the
false detection rate when increasing the threshold. This task
produces a catalog of sources and a source map.

Sources are assigned a significance of the detection (detection
likelihood), extension of the best fitting βmodel (extent) and sig-
nificance of the extended model over the point-like one (exten-
sion likelihood). These parameters are computed by minimizing
the C-statistic (Cash 1979) in Eq. (2):

C = 2
N∑

i=1

(ei − nilnei), (2)

where ni is the measured number of events in each pixel and
ei is the expected value from the model. The significance of
each source is computed by comparing the best fitting model
to the zero count case ∆C = Cnull − Cfit (see Brunner et al.
2022, Sect. A.5). The probability that a source arises from a ran-
dom background fluctuation is computed using the regularized
incomplete Gamma function PΓ.

P = 1 − PΓ

(
ν

2
,
∆C
2

)
, (3)

where ν is the number of degrees of freedom in the model. This is
equal to three (four) for point (extended) sources, corresponding
to positions on the pixels X and Y, count rate (and core radius of
the β model) for our study, which only uses one detection band.
The likelihood for each source is finally related to the natural
logarithm of such probability:

Ldet = −lnP. (4)

This gives a set of two fundamental parameters for each detec-
tion: DET_LIKE (LDET), and EXT_LIKE (LEXT). The first
(second) one is related to the probability of identifying a spu-
rious point (extended) source, exponentially proportional to
−DET_LIKE (−EXT_LIKE). The core radius of the best-fitting
extended beta model is also provided. It is set to zero for point
sources, its minimum and maximum values are 8′′ and 60′′.
A constant β= 2/3 is assumed for the model so that the slope
of the profile is equal to −35. We show that on average our
model generates profiles that are compatible with this assump-
tion in Appendix B. The minimum thresholds of DET_LIKE and
EXT_LIKE are extremely important in this step. They have a
significant impact on the completeness and purity of the source
catalog, see Sect. 4.4. We follow the same task processing as
the eFEDS data, choosing values of detlikemin = 5 and ext-
likemin = 6 (Brunner et al. 2022). The values of detection and
extension likelihood are correlated to the number of events from
a given source and from the local background by construc-
tion. AGN producing five counts on average are detected with
DET_LIKE = 10. Clusters of galaxies require a larger amount of
events to be detected. A value of DET_LIKE = 5 is measured
for clusters with nine source counts and ten background counts
inside half R500c. Classifying the clusters as extended sources
requires a larger number of events. A value of EXT_LIKE = 6
is measured for clusters with about 30 counts inside half
R500c. When the ratio between source and background photons
increases, the detection and extension likelihood rise as well. A
value of EXT_LIKE (DET_LIKE) of 25 is measured on average
for clusters with 91 (37) counts against 42 (24) events generated
by the background. We provide a summary in Table 1. It shows
the average number of counts generated by all sources, including
clusters, agn, stars, and background, and the ones only generated
by clusters (AGN) and background in the top left (right) panels at
fixed values of detection likelihood. The bottom panel displays
the counts at given extension likelihood value.

5 S (r) = S 0[1 + (r/rc)2]−3β+1/2.
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Table 1. Number of counts by sources detected with given values of
detection and extension likelihood.

Clusters AGN

DET_LIKE N events< 0.5 × R500c N events< 30′′
ALL CLU BG ALL AGN BG

5 21.3 8.7 10.1 5.1 3.7 1.3
8 25.8 11.4 11.4 6.6 5.0 1.5
10 30.4 13.8 13.0 7.7 6.0 1.6
15 42.6 21.3 16.9 10.1 8.4 1.7
20 48.8 25.4 17.9 12.5 10.6 1.7
25 74.4 36.6 23.6 14.6 12.7 1.8
50 100.8 62.3 29.8 25.2 22.6 2.4
75 152.4 96.3 42.5 35.6 32.3 3.0
100 209.0 127.2 61.5 46.5 42.1 3.7

Clusters
EXT_LIKE N events< 0.5 × R500c

ALL CLU BG
6 69.4 31.4 31.2
8 78.5 42.7 27.2
10 89.7 46.9 33.2
15 103.9 59.1 34.0
20 139.9 67.5 32.5
25 144.7 90.9 42.3
50 275.9 168.6 77.8
75 405.9 284.2 95.6
100 530.1 376.5 119.1

Notes. The first column in the upper (lower) table reports the value of
detection (extent) likelihood measured on a source. For clusters, the
other columns show the total number of counts generated by all sources
(ALL, includes photons from clusters, AGN, stars, and the background)
inside half R500c, the ones only generated by clusters (CLU) and the
ones produced by the background (BG). For AGN, we report the total
number of events within 30′′, the ones generated by AGN and by the
background.

4. apetool: we perform source aperture photometry and com-
pute the sensitivity map for each simulated tile. This gives
the minimum number of counts necessary to detect a point-
like source as a function of position in the sky, and at a given
Poisson false detection probability threshold.

5. srctool: we measure the radius that maximizes the signal-
to-noise ratio for each source. We refer to this parameter as
source radius (srcRAD).

6. ersenmap: we compute the sensitivity map for extended
sources. This gives the minimum flux necessary for a source
to be detected at a given DET_LIKE threshold.

7. apetool: we perform again source aperture photometry
focusing on the extended sources and different apertures of
60, 90, 120, 150, 180, 240, 300, and 600′′.

We perform the source detection in the soft (0.2–2.3 keV)
X-ray band. In principle, one could choose specific detection
and extension likelihood threshold according to different needs.
We choose to characterize the extended sources without addi-
tional selections, using detlikemin = 5 and extlikemin = 6. This
keeps our cluster catalog reasonably complete (down to some
flux limit), without rejecting faint sources that are potentially
interesting. Fig. 1 shows an example of this whole process. It
displays a wedge of the simulated light cone in the top panel,
showing galaxies that trace the large-scale structure in grey and
how this is populated by AGN in blue, and clusters and groups
in red. The bottom panel shows the projection on the sky plane

of the events emitted by the sources in the wedge. It displays
simulated photons in the soft X-ray band (black dots), the sim-
ulated stars (green circles), AGN (blue circles), clusters (red
circles), extended detections (magenta squares), and point-like
detections (cyan squares). This tile gives a typical view of differ-
ent possible cases. Red circles within a magenta square iden-
tify simulated clusters that are detected as extended, whereas
red circles within a cyan square denote clusters detected as
point sources. Similarly, input AGN and stars detected as point
sources are shown by blue and green circles within cyan squares.
Every circle (red, blue, or green) without a corresponding square
denotes a simulated object that has not been detected. We
show clusters and AGN respectively down to low flux limits of
3× 10−14 erg s−1 cm−2 and 8× 10−15 erg s−1 cm−2. This explains
the undetected objects in Fig. 1. Finally, background fluctuations
that are detected as spurious sources are identified by squares
without any circle.

The X-ray background drives the detection process, espe-
cially for faint sources. We compare the background maps com-
puted on the simulation and on the real eRASS1 data. We find
that the simulated background is overestimated by ∼10% com-
pared to the observations. This is expected, because the cos-
mic X-ray background due to faint AGN is present both in
the real eRASS1 background maps used to generate the back-
ground model, and as the simulated population of low-flux
AGN.

We evaluate the impact of this 10% over-estimate of the
background on the measured values of detection likelihood. We
consider a wide range of counts per pixel values generated by a
source (between 0.04 and 0.4) and by the background (between
0.001 and 0.009). These intervals are compatible with the source
maps and background maps produced by eSASS. We expand
these counts on a grid of 5 × 5 pixels, covering an area slightly
larger than the eROSITA PSF. We compute the analytical value
of detection likelihood by plugging these values into Eqs. (2)–
(4). We repeat the process by increasing the background by 10%,
computing the new value of Ldet, and comparing it to the initial
result with the unbiased background. We find that an overestima-
tion of the background biases the detection likelihood to lower
values. We measure a ∼4% negative impact on the calculation of
detection likelihood for faint sources with DET_LIKE∼ 5 and
a 2.5% negative impact on more clear sources with DET_LIKE
∼20 due to a 10% overestimation of the background. We con-
clude that these effects have a minimal impact on the detection
and characterization of faint sources around the detection limit,
and do not significantly affect the study of more secure detec-
tions and the overall analysis of the population in the catalog.
We provide further details and figures in Appendix C.

3.2. Catalog description

We summarize the simulations and source catalog statistics in
Table 2. The catalogs described above have been further cleaned
because of the following reasons. The generation of event files
was not completed correctly because of numerical issues in 6
HEALPix fields in the simulation, covering about 320 square
degrees. These have not been considered in the analysis pre-
sented in the rest of this work. In addition, an area of about
260 square degrees around the southern ecliptic pole (RA∼ 93◦,
Dec∼−66◦, where the exposure is maximal due to the survey
scan mode) has been masked in the eRASS1 simulation. The
generation of cluster events was not successful.

We focus on the extragalactic sky, masking the areas
with galactic latitude |glat|< 10 deg. The final area taken into
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Fig. 1. Large-scale distribution of extragalactic sources and their X-ray view in the simulation. Top panel: light cone of the UNIT1i-eRASS1
simulation. The wedge shows the fraction of the sky enclosed by the same RA and Dec of the bottom panel as a function of redshift and lookback
time. The galaxies tracing the large-scale structure are shown in grey. The AGN are denoted in blue. The red circles show clusters and groups.
The size of the circle is proportional to the mass of the object. Bottom panel: central regions of tile 202105 of the eRASS1 simulation. This is the
projection on the plane of the sky of light cone shown in the top panel. Photons with energies between 0.2 to 2.3 keV are shown by black dots,
simulated stars by green circles, simulated AGN by blue circles, simulated clusters by red circles, eSASS extended detections by magenta squares,
and eSASS point-like detections by cyan squares.

consideration corresponds to 17 703.4 square degrees for the
eRASS1 simulations.

Following the example of Liu et al. (2022b), we merge simu-
lated catalogs and source catalogs according to the integer iden-
tifier (ID) of each photon. Every simulated count has an ID that
links it to the source that produced it. This method is more reli-
able than simply matching the catalogs (input and output) with
coordinates, because it uses the origin of each simulated pho-
ton: a cluster, AGN, star, or the background. We summarize the
algorithm in the following paragraph.

First of all, we assess whether a detected source has a sim-
ulated counterpart or not. For point (extended) sources detected
by eSASS, we study the photons within aperture radii of 20′′
(60′′). Their origin is stored in each photon ID. The entry in the
source catalog is associated with the simulated source that issued
the largest number of photons in the aperture radius. This assigns
the ID of the simulated counterpart to the entry in the source cat-
alog. We call this ID_Any. One caveat is that the simulation con-
tains a large number of objects fainter than the eROSITA detec-

tion limit. Therefore, we only consider input sources that have at
least two photons emitted during the mock observation. In addi-
tion, we set a lower counts threshold related to the local back-
ground counts, given by the counts corresponding to the 0.8 per-
centile point of the Poisson distribution, whose mean is equal
to the number of background photons inside the given aperture
radius.

Secondly, if an additional simulated counterpart is found,
the one emitting the highest number of photons is assigned to
ID_Any. The secondary counterpart is saved as ID_Any2.

Finally, a simulated source can be split into multiple detected
sources. This results in copies of the same ID_Any. We select
the detection where the simulated object provides the highest
photons count and consider a unique matching between the two
(ID_Uniq). If ID_Any does not refer to a unique counterpart,
in cases where there are multiple entries in the source catalog
pointing to the same ID_Any, we use ID_Any2 if it is avail-
able. A one-to-one matching between the simulated objects and
the source catalog can be obtained with ID_Uniq. We divide the
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Table 2. Summary statistics of eSASS catalog for the eRASS1 simulation.

eRASS1 simulation

AREA Class Full Clean
20 617.8 deg2 17 703.4 deg2

CLUSTER EXT 44 440 38 636
EXT, LEXT > 6 5204 4220

EXT2 8117 7300
EXT2, LEXT > 6 177 148

AGN PNT 708 735 574 733
PNT, LEXT > 6 1653 1017

PNT2 2296 1843
PNT2, LEXT > 6 9 3

STAR PNT 85 004 49 380
PNT, LEXT > 6 313 178

PNT2 561 361
PNT2, LEXT > 6 1 1

BACKGROUND BKG 284 654 229 559
BKG, LEXT > 6 374 48

TOTAL All 1 133 807 901 812
LEXT > 6 7731 5615

Notes. The table reports the number of eSASS entries that are matched to a certain class of simulated objects (cluster, AGN, star, background).
The catalog contains all sources with DET_LIKE>= 5. Each line shows different sources identified in the eSASS catalogs: the number of all
matches (point-like and extended), their subsample with EXT_LIKE>= 6 (Extended), the ones relative to secondary matches (i.e., split sources,
see EXT2 and PNT2), and the secondary matches that are classified as extended (EXT_LIKE>= 6). The values in the second column include all
the simulated tiles, the values in the third one account for the additionally cleaning (see Sect. 3.2).

source catalog into five classes using the IDs just assigned, fol-
lowing the example of Liu et al. (2022b).
1. Primary counterpart of a simulated point source (PNT):

detected source assigned to an ID_Uniq of an AGN or star.
This is a secure point source detection.

2. Primary counterpart of a simulated extended source (EXT):
detected source assigned to an ID_Uniq of a cluster. This is
a secure cluster detection.

3. Secondary counterpart of a simulated point source (PNT2):
detected source without an ID_Uniq, but assigned to an
ID_Any of an AGN or star. This is a detection that corre-
sponds to a fraction of a simulated point source but is not its
primary counterpart. We refer to these as split sources corre-
sponding to an AGN or star.

4. Secondary counterpart of a simulated extended source
(EXT2): detected source without an ID_Uniq, but assigned
to an ID_Any of a cluster. This is a detection that corresponds
to a fraction of a simulated extended source but is not its pri-
mary counterpart. We refer to these are split sources corre-
sponding to a cluster.

5. Background fluctuation (BKG): entry in the source catalog
that is not associated with an ID_Any. This is a false detec-
tion, due to a random fluctuation of the background, and is
classified as a spurious source.

The first two classes are additionally divided into three sub-
classes to study whether the source emission is contaminated by
a secondary source. To quantify this, we analyze the photons
within 60′′ around every input source (denoted as ID_1). If we
find at least three photons emitted by a source different than the
target, and this number of counts is larger than the square root of
the target number counts, we consider the source emitting such
photons as contaminating. In this case, we save the ID of the con-
taminating source as ID_contam to the ID_1 source. This allows
separating isolated (not contaminated) sources from clusters and

AGN contaminated by another cluster and or AGN. These cases
potentially lead to source blending.

We summarize the simulations and source catalog statistics
in Table 2.

We show different examples of classification of the sources
in Fig. 2. The top left panel a shows an example of a simulated
cluster that is detected as extended with DET_LIKE = 10. The
position of the detection is well aligned with the position of the
simulated object. The dashed red circle encloses 0.5 × R500c.
The point detection in the center of the panel b is assigned to
the bright simulated cluster just below, but it is not the primary
detection, that is the extended one closer to the cluster center.
This is the case of a split source. The third panel c highlights a
simulated AGN (blue circle) properly detected as a point source
(cyan square). The fourth panel d shows an example of contam-
ination in the extent-selected catalog: an AGN detected as an
extended source. Finally, the fifth panel e contains an extended
detection without any simulated counterpart: a spurious source.
In this case, most of the photons around the detection are coming
from the background. This shows how background fluctuations
end up decreasing the purity of the source catalog. The second
row of the figure (panels f, g, h, i, and l) shows the same type
of objects, but with a higher value of detection likelihood equal
to 20. We notice how the distribution of photons around faint
detected clusters or AGN and spurious sources is very similar.

We compare the eSASS source catalog from the eRASS1
simulation to real eRASS1 data in Appendix C.

3.3. Imaging and spectral analysis

We measure the temperature and luminosity of the simulated
clusters detected as extended in the eRASS1 simulation, assum-
ing the value of R500c from the simulation. We compare them to
the simulated quantities. We focus on secure clusters detected
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Fig. 2. Examples of the eSASS catalog classification. Red (blue) solid circles show simulated clusters (AGN). Magenta (cyan) squares denote
extended (point-like) eSASS entries, like in Fig. 1. The dashed red circles enclose 0.5 × R500c of a simulated cluster. Soft X-ray photons from
simulated sources are represented by black dots, the green ones come from the background. The first (second) row shows examples for sources
with DET_LIKE = 10 (20). Columns show respectively: an extended detection uniquely assigned to a simulated cluster, a secondary detection
assigned to an input cluster, a point detection uniquely assigned to an AGN, an extended detection uniquely assigned to an AGN, and a detection
without any simulated input. All panels have the same physical size. A ruler of 60 arcsec is shown in the top-left one.

with EXT_LIKE> 20, spanning different ranges of exposure
without additional selection on the sky area. Our approach is the
same as the one described by Ghirardini et al. (2021a,b) and is
summarized in this section.

1. Source masking: for each extended detection uniquely
matched to a cluster, we mask every other source inside a circu-
lar region of 4×R500c. For extended sources, the masking radius
is equal to the extent measured by eSASS. For point-like ones, it
corresponds to the point where the count rate convolved with the
eROSITA PSF is consistent with the background within 1σ. This
value is fixed to 10 arcsec when it is lower than such threshold.

2. Background extraction and modeling: we use the srctool
command to extract the source spectrum in a circular region
inside R500c and the background spectrum in a circular annulus
between 3−4 × R500c. We model these two spectra simultane-
ously with the xspec software (v 12.10.1f, Arnaud 1996), using
C-statistic (Cash 1979). The cluster emission is fitted by APEC
model (Smith et al. 2001) and the Galactic absorption is mod-
eled by TBabs (Wilms et al. 2000). The background model con-
sists of a vignetted sky component and an unvignetted particle-
induced one. The first describes photons focused by the tele-
scope mirror and contains contributions from the Local Hot
Bubble (apec), the Galactic Halo (tbabs×apec), and faint unre-
solved AGNs (tbabs×power-law). The second is due to instru-
mental effects and cosmic rays hitting the detector directly and
is described by a combination of power-laws and Gaussian lines
(Liu et al. 2022b). We fix redshift and galactic column density to
the simulated values and fit for temperature.

3. Surface brightness fitting: we proceed by measuring the clus-
ter surface brightness inside R500c and fitting the density pro-
file following Vikhlinin et al. (2006) model, convolved with the
PSF and projected onto the 2D image plane. The sky (particle)
background model is folded with the vignetted (unvignetted)
exposure map and added to the total model. The image is fit
using the Monte Carlo Markov chain (MCMC) code emcee

(Foreman-Mackey et al. 2013). We integrate the fitted 2D pro-
file along the line of sight to obtain the surface brightness radial
profile.

4. Luminosity: we finally convert the surface brightness radial
profile to X-ray luminosity using an absorbed apec model in
XSPEC. Given the measured temperature of a cluster, this pro-
vides the conversion factor from count rate to luminosity.

4. Results

In this section, we present our main findings about the detection
process. We start from the point of view of the catalog of sources
detected by eSASS. We refer to it as the source catalog. We focus
on the cleaned catalog, see Table 2 and Sect. 3.2 for complete
details.

We give an overview of how the source catalog is populated
by clusters, AGN, stars, and spurious sources (Sect. 4.1). We
then move to the standpoint of the simulated sources and study
which of them are detected. We demonstrate how the method is
able to recover clusters and AGN as a function of their simulated
flux (Sects. 4.2 and 4.3). We detail how the detection of galaxy
clusters depends on size and dynamical state.

We then combine these two points of view, quantifying the
performance of the method (completeness, contamination, and
spurious fractions), also accounting for the uneven depth of the
survey (Sect. 4.4).

We study the sensitive area in the eRASS1 simulation as a
function of limiting flux (Sect. 4.5) and finally verify that our
measurement of the X-ray luminosity of clusters are compatible
with simulated values (Sect. 4.6).

4.1. Population in the source catalog

We study the source population in the eSASS source catalog
using fractions as a function of different cuts in detection and
extension likelihood, using the classes defined in Sect. 3.2. We
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Fig. 3. Population in the eSASS catalog. The total number of sources
detected by eSASS in the eRASS1 simulation (cleaned, see Sect. 3.2)
is 1 133 807 (901 812). The number of extended sources is 7731 (5615).
Top panel: fraction of sources in the full catalog as a function of min-
imum detection likelihood. Central panel: fraction of sources in the
extent-selected sample (EXT_LIKE>= 6) as a function of minimum
detection likelihood. Bottom panel: population in the source catalog as
a function of minimum extension likelihood. Lines of different colors
show the classes defined in Sect. 3. The dash-dotted lines denote sources
that are not contaminated by photons of a secondary source (no blend-
ing), the dashed ones identify sources contaminated by a point source,
and the dotted ones show sources contaminated by a cluster.

consider the full source catalog and the extent-selected sam-
ple (with positive values of EXT_LIKE). The result is shown
in Fig. 3. We report the fraction corresponding to each class
for different thresholds of detection and extension likelihood
in Table 3. The histograms of the total number of sources

and the fractional histograms in linear scales are collected in
Appendix D.

4.1.1. Full source catalog

The cleaned source catalog of the eRASS1 simulation contains
901 812 sources in total. Among them, 5615 are classified as
extended.

4.1.2. Fraction of point sources

The majority of the catalog consists of point sources, mostly
AGN and a few stars. They make up 93.8% of the catalog
for detection likelihood larger than 10 in the eRASS1 simu-
lation. For detection likelihood greater than 25, this fraction
increases to 94.1%. This is driven by the predominant number
density of the AGN population compared to other sources. In
the whole cleaned catalog, 574 733 entries are associated with
an AGN.

Fraction of clusters in source catalog. In the eRASS1 sim-
ulation, clusters of galaxies only consist of about 4.3% of the
whole catalog for DET_LIKE> 5. Even when most of the false
detections are removed, above DET_LIKE = 25, this fraction
remains low, at about 6%. This difference between the frac-
tion of AGN and clusters is driven by the intrinsic number
density per square degree of these sources. For example, we
simulate 18 clusters per square degree with flux larger than
10−14 erg s−1 cm−2. At the same flux value, the input AGN are
100 per square degree (see Sect. 4.2). In addition, clusters need
a larger amount of counts to be detected, especially as extended,
compared to point sources: their extended emission requires a
larger exposure to emerge over the background.

Fraction of spurious detections. A fraction of sources in the
eSASS catalog is not matched to any input simulated object.
These spurious detections are due to background fluctuations,
that mimic the emission of a source. The detection likelihood
encodes by definition the probability for each entry in the source
catalog of being a false detection, as explained in Sect. 3.
However, the analytical derivation does not account for addi-
tional effects during the measurement process. These include
uncertainty in the background estimation, errors in the PSF-
fitting, or issues related to hardware and calibration. Conse-
quently, the false detection rate is larger than the one predicted
by Eq. (3).

The fraction of spurious sources drops significantly while
increasing the detection likelihood threshold. We measure a
spurious fraction of 25.4% for DET_LIKE> 5 and 14% for
DET_LIKE> 6. The false detection rate is further reduced to 4%
at DET_LIKE> 8 and 0.001% for DET_LIKE> 25. Progressive
cuts in detection likelihood are therefore efficient in removing
background fluctuations from the source catalog.

4.1.3. Fraction of split sources

Very bright and or extended input sources are possibly split
into multiple detections. These are the one marked as sec-
ondary matches (PNT2, EXT2) in our classification scheme (see
Sect. 3.2). The fraction of entries in the source catalog marked
as a secondary match to a point source (PNT2) is always under
0.5%. Clusters are instead slightly more easily split into multi-
ple sources, giving about 0.8% of entries cataloged as secondary
matches to an extended source (EXT2). Together with decreas-
ing the spurious fraction, increasing the DET_LIKE threshold
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Table 3. Population in the cleaned eSASS source catalog for different cuts of detection and extension likelihood.

eRASS1
CLASS, DET_LIKE >5 >6 >7 >8 >10 >15 >25

PNT 69.214 80.087 86.830 90.717 93.850 94.843 94.056
EXT 4.285 4.615 4.718 4.715 4.635 4.779 5.698
PNT2 0.244 0.195 0.143 0.109 0.065 0.037 0.028
EXT2 0.810 0.749 0.661 0.568 0.437 0.298 0.217
BKG 25.448 14.355 7.648 3.891 1.014 0.042 0.001

EXT_LIKE> 6
CLASS, DET_LIKE >5 >6 >7 >8 >10 >15 >25
PNT 21.282 21.292 21.253 21.201 21.212 20.513 18.807
EXT 75.156 75.299 75.452 75.634 75.951 77.175 79.763
PNT2 0.071 0.071 0.054 0.036 0.036 0.020 0.025
EXT2 2.636 2.624 2.614 2.589 2.456 2.096 1.405
BKG 0.855 0.714 0.627 0.539 0.346 0.196 0.000
CLASS, EXT_LIKE >6 >7 >8 >10 >15 >25
PNT 21.268 15.724 12.243 7.464 3.758 1.648
EXT 75.169 80.803 84.383 89.137 92.863 95.655
PNT2 0.071 0.042 0.024 0.029 0.042 0.000
EXT2 2.636 2.787 2.831 3.108 3.252 2.697
BKG 0.855 0.645 0.519 0.261 0.084 0.000

Notes. The five classes (PNT, EXT, PNT2, EXT2, BKG) are defined in Sect. 3. The fractions are reported in percentage units. The table is
divided into three main quadrants. The first one describes the full catalog for different cuts of detection likelihood. The second one focuses on the
extent-selected catalog (EXT_LIKE> 6) for different cuts of detection likelihood. Finally, the third one is about cuts of extension likelihood.

Fig. 4. Number of split sources as a function of flux and R500c. The
left-hand panel shows the fraction of detected clusters that are split into
multiple sources, the right-hand one displays the average number of
sources which a cluster with given flux and size is split into. The blank
spaces contain no input clusters.

gets rid of these low significance secondary detections, as this
fraction decreases to ∼0.2% at DET_LIKE> 25. A total of 4627
clusters are split into more than one (point or extended) source
in the eRASS1 simulation. About 70% of these are split into
only two sources. Among the clusters that are split, the aver-
age number of split sources is 2.76. We find that the number
of sources into which a cluster is split mainly depends on its
flux, and secondary the size on the sky plane of the cluster itself.
For example, more than 90% of the clusters with R500c larger
than 350 arcsec are split into multiple sources. However, only the
brightest objects are split into a large number of sources. A very
bright and extended cluster with flux ∼10−11 erg s−1 cm−2 and
R500c ∼ 500′′ is split into 24 sources by eSASS on average. There
is one particular case of an extremely bright and extended clus-
ter (FX = 3.10× 10−11 erg s−1 cm−2, R500c = 13.5′) in the pole
region that is split into 65 sources. These trends are highlighted

in Fig. 4. The left-hand panel shows the fraction of clusters that
are split into multiple sources as a function of flux and R500c. The
average number of sources that a cluster is split into is displayed
on the right-hand panel.

4.1.4. Blends

We study the sources that are blended with a secondary one,
according to the criteria defined in Sect. 3 to find objects whose
emission is contaminated by another object. Most of the sources
detected by eSASS are not contaminated by the emission of a
secondary nearby object. 92% of the detected point sources are
isolated. This number for clusters is 94%. In the full cleaned
catalog, about 4% of the population consists of point sources
contaminated by other point sources. This number increases to
6% for DET_LIKE> 10, because of the drastic drop of spurious
sources. For point sources contaminated by clusters (i.e., detec-
tions whose primary match is an AGN or a star, but that con-
tain photons emitted by a cluster) this fraction reduces to 1%.
About 7% of the clusters in the full catalog are contaminated
by other point sources. In such cases, the presence of the bright
AGN enhances the emission from a physical source and helps
the detection algorithm in the identification of a source at that
position. The flux measured by eSASS for these sources will be
biased (see Bulbul et al. 2022). More detailed modeling of the
cross-correlation between AGN and clusters is required to reach
conclusive statements about blending.

4.1.5. Extended source catalog

We now focus on the extent-selected sample, selected by
EXT_LIKE>= 6. This is the minimum value of extension like-
lihood fixed by the choice of the parameter extlikemin = 6
(Sect. 3). Different values of this parameter impact the properties
of the extent-selected catalog. We detect a total of 5615 sources
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as extended in the full cleaned eSASS catalog of the eRASS1
simulation.

4.1.6. Fraction of clusters

The eRASS1 extent-selected catalog is dominated in numbers by
clusters of galaxies: 75.2% of the eSASS sources are uniquely
matched to a cluster, with a 21.2% point source contamina-
tion. When increasing the detection likelihood threshold to 25,
clusters make up 79.8% of the catalog. These numbers increase
more significantly when cutting in extension likelihood rather
than detection likelihood. For EXT_LIKE> 25, 95.6% of the
eRASS1 sources are clusters. This is partially related to the sig-
nificant decrement of background fluctuations, which is com-
pletely canceled at this value of extension likelihood. However,
the main contribution is given by the drop of AGN that are
mistakenly classified as extended sources, which reduces con-
tamination significantly. This fraction changes from 21.2% for
EXT_LIKE> 6 to 1.6% for EXT_LIKE> 25 in the eRASS1
simulation.

4.1.7. Fraction of AGN

The fraction of AGN in the extent-selected sample
(EXT_LIKE>= 6) is constant at around 20% as a function
of detection likelihood cuts. Even for DET_LIKE greater than
25, it still reaches 18.7%. It means that progressive thresholds
of detection likelihood are not efficient in reducing the fraction
of AGN detected as extended.

The contribution of detections that contain a fraction of
point source signal (PNT2, split point sources) is minimal in
the extended select sample. It is well below 1% for any cut in
detection or extension likelihood. The fraction of entries classi-
fied as cluster signal (EXT2, split clusters) is around 2.6% for
eRASS1. Increasing the extension likelihood does not have a
significant impact on this number. This is due to the fact that
the scaling of these secondary matches with EXT_LIKE is more
similar to the one of primary matches, compared to the random
background fluctuations. This is not true for cuts in detection
likelihood, which keep a higher number of AGN in the extent-
selected sample, reducing the relative contribution of both pri-
mary and secondary matches in the catalog. In fact, by increasing
the DET_LIKE threshold in the eRASS1 catalog from 5 to 25,
the fraction of secondary matches also drops from 2.6 to 1.4%
for extended sources and from 0.071% to 0.025% for point-like
ones respectively.

4.1.8. Fraction of spurious sources

Random background fluctuations in the extent-selected catalog
are efficiently removed using different thresholds of DET_LIKE
and EXT_LIKE. For the former, the spurious fraction drops from
0.85% to 0.34% for detection likelihood larger than 5 and 10.
The latter drops to 0.26% for EXT_LIKE> 10. There are no
spurious sources above detection likelihood larger than 25 and
extension likelihood larger than 20 in the extent-selected sample
of eRASS1. The decrement of the false detection rate is steeper
as a function of EXT_LIKE cuts. It means that, on top of reduc-
ing contamination, extension likelihood thresholds remove back-
ground fluctuations more efficiently than detection likelihood
ones in the extent-selected sample.

4.1.9. Blends

We study sources blended with another source in the extent-
selected catalog (EXT_LIKE>= 6). Focusing on the AGN that
leak into the extent-selected sample, one can understand what
caused the misclassification. For the whole extended eRASS1
sample, 6% of the catalog consists of AGN contaminated by
another point source. This fraction is dominant over the ones
contaminated by a cluster (2.5%). However, when increasing the
EXT_LIKE threshold, the relation between these two classes
changes significantly, to the point where for EXT_LIKE> 40,
all the detections assigned to an AGN by our matching algorithm
are actually blended with a cluster. Follow-up observations in the
optical band have the potential to confirm these clusters, which
lowers our estimate of contamination in the extended select sam-
ple due to bright point sources by ∼1%.

4.2. Simulated and detected sources

We now study which simulated sources are detected by eSASS.
The detection process mainly depends on the net count rate of
each source. Bright sources with large flux values provide a
larger number of photons on the detector. Therefore, it is easier
for the detection algorithm to identify them, compared to fainter
objects dispersed in the local background. We investigate which
simulated sources are detected by studying the number density
as a function of the input flux threshold for AGN in Sect. 4.2.1,
and for clusters in Sect. 4.2.2.

4.2.1. AGN logN–logS

We measure the cumulative number of detected AGN per
square degree as a function of the input flux (0.5–2 keV
band). We compare with the distribution of the simulated AGN
(Comparat et al. 2019), with the observations from Gilli et al.
(2007) and Georgakakis et al. (2008), and the collection from
Merloni et al. (2012). The result is shown in the upper panel of
Fig. 5. At the high flux end, the different shapes of the func-
tion denoting eRASS1 and other samples are expected due to
the AGN simulation method in HEALPix fields as described in
Sect. 2. It reduces the volume probed by the model and the total
number of the brightest AGN consequently decreases, but this
method guarantees a significant gain in computation time. Given
our goal of studying the simulated objects that are detected, this
has no impact on our purpose. In the lower panel, we show the
ratio between the logN–logS built with the detected and simu-
lated populations of AGN. Below the predicted eROSITA flux
limits at ∼4× 10−14 erg s−1 cm−2 for eRASS1 (see Merloni et al.
2012, Fig. 4.3.1), the number density of detected AGN devi-
ates from the simulated one (solid curves depart from the dashed
ones). Toward high fluxes, the number density of detected AGN
converges to the simulated one. The ratio between these two
curves reaches a value of 0.5 at ∼2× 10−14 erg s−1 cm−2 for
eRASS1. These numbers rise to ∼3.5× 10−14 erg s−1 cm−2 and
a ratio of 0.8 between the logN–logS of detected and simu-
lated AGN. This is in excellent agreement with the prediction
of the eRASS1 sensitivity for point sources in the same soft
band 0.5–2.0 keV from Merloni et al. (2012). The completeness
of the source catalog behaves smoothly as a function of flux
and is in line with the expectations. We study the complete-
ness fraction of AGN in more detail and provide analytical fits in
Appendix E.
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Fig. 5. Cumulative number density of the AGN population. Top panel:
blue (orange) line shows the logN–logS built with the sample of
detected (simulated) AGN. The green, red, violet dashed lines show
the distributions from Gilli et al. (2007), Georgakakis et al. (2008) and
Merloni et al. (2012). The brown and pink vertical lines locate the
eROSITA flux value where the ratio between the detected and simu-
lated populations is equal to 0.5 and 0.8, respectively. Bottom panel:
ratio between the logN–logS of detected and simulated AGN. A black
dashed line denotes a ratio equal to 1.0.

4.2.2. Cluster logN–logS

We study the cumulative number density of clusters as a func-
tion of the input flux. We detect 0.1 clusters per square degree
with flux larger than 4× 10−13 erg s−1 cm−2 in the eRASS1 sim-
ulation. We detect all the clusters at the brightest flux end, as
the ratio between the logN–logS built with detected and simu-
lated clusters reaches a value of 1.0 for the eRASS1 simulation.
It is equal to 0.5 for flux values of ∼3× 10−13 erg s−1 cm−2. For
the same flux limit, about 70% of the clusters with mass larger
than M500c > 3 × 1014 M� are detected as extended sources. A
ratio of 0.8 is reached for flux values of ∼1.5× 10−12 erg s−1 cm−2

for eRASS1. These flux limit values are larger compared to the
AGN ones. A different flux limit is thus expected between the
two populations. The extension of the cluster model to galaxy
groups allows a smooth transition between the faintest clusters
that are not detected and the ones above the survey flux limit.
The detection method is able to fully recover the bright end
of the cluster sample. Around the flux limit, additional selec-
tion effects, such as the cool core bias or the size of the object
on the sky plane, influence the detection process. In addition,
at fixed simulated flux, due to their spatial extent, clusters will
be detected with a lower likelihood compared to a point source
with the same flux. We report the cumulative clusters number
density as a function of flux in Fig. 6. In the upper panel, we
show the cluster logN–logS for eRASS1. The blue line denotes
the detected cluster population, while the orange line the simu-
lated one. The green one adds a comparison to the eFEDS logN–
logS (Liu et al. 2022a). We additionally compare our result to
The SPectroscopic IDentification of eROSITA Sources observa-
tional program (SPIDERS, Clerc et al. 2016; Finoguenov et al.
2020) denoted by the red dashed line, and the Extended Chandra
Deep Field South (ECDF-S, Finoguenov et al. 2015), indicated
by the purple dashed line. There is good agreement within these
samples. The bottom panel shows the ratio between the detected

Fig. 6. Cumulative number of clusters per square degree as a func-
tion of flux. Top panel: solid blue (orange) line shows the logN–logS
built with the sample of detected (simulated) clusters. The green dashed
line shows the distributions of the eFEDS sample (Liu et al. 2022a),
the red one denotes the SPIDERS sample (Finoguenov et al. 2020), and
the pink one the ECDF-S (Finoguenov et al. 2015). The brown and pink
vertical lines locate the eROSITA flux value where the ratio between the
detected and simulated populations is equal to 0.5 and 0.8, respectively.
Bottom panel: ratio between the logN–logS of detected and simulated
clusters. A black dashed line denotes a ratio equal to 1.0.

and the simulated populations. All clusters with high flux are
detected as extended. We present the challenges of the detection
of extended sources in Sect. 4.3.

4.3. Cluster completeness

The completeness is defined as the ratio between the number of
detected and simulated objects, see Eq. (5):

C =
NDET

NSIM
. (5)

We measure the completeness of our source catalog as a
function of the input flux in the 0.5–2 keV band. We study areas
in the sky covered by different depths. We expect to measure
higher completeness where the exposure is longer, which allows
detecting a higher number of clusters. We consider four expo-
sure time bins in this work, defining shallow, medium, deep, and
pole regions. The respective intervals are <110 s, 110 s–150 s,
150 s–400 s, >400 s for the mock eRASS1. Such intervals are
designed to identify three regions covering roughly a similar
area on the sky, and a fourth, smaller one that encloses the pole
with large exposure. Additional details are provided in Table 4.
With this approach, we can quantify the gain of detected clusters
thanks to deeper observations. We show the result for eRASS1
in Fig. 7. The lines are color-coded according to exposure time
intervals. The solid lines show clusters of galaxies detected as
extended, dashed ones additionally consider clusters detected
as point sources with EXT_LIKE = 0. Adding the latter popu-
lation increases completeness at a fixed value of flux. Focusing
on the objects detected as extended, we measure a completeness
fraction of 0.5 at 3.3× 10−13 erg s−1 cm−2 for regions around the
average eRASS1 exposure of about 275 s, denoted by the green
solid line. This result is comparable with previous predictions
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Table 4. Different exposure and properties of the eRASS1 simulations.

eRASS1
Exposure Area [deg2] NCLU deg−2 Flux CLU 50% Flux CLU 80% NAGN deg−2 Flux AGN 50% Flux AGN 80%

<110 s 6710 0.13 7.13× 10−13 3.39× 10−12 21.78 3.76× 10−14 7.02× 10−14

110 s–150 s 4543 0.22 4.67× 10−13 1.2× 10−12 29.41 3.01× 10−14 5.31× 10−14

150 s–400 s 6073 0.34 3.28× 10−13 9.72× 10−13 42.94 2.22× 10−14 3.98× 10−14

>400 s 377 1.05 1.12× 10−13 4.75× 10−13 93.71 1.10× 10−14 1.93× 10−14

Notes. Each column denotes: exposure interval, Area covered with the given exposure, number density of clusters detected as extended, flux limit
where the completeness is equal to 0.5 for clusters detected as extended, flux limit where the completeness is equal to 0.8 for clusters detected as
extended, number density of AGN detected as point sources, flux limit where the completeness is equal to 0.5 for AGN detected as points, and
flux limit where the completeness is equal to 0.8 for AGN detected as points.

Fig. 7. Fraction of simulated clusters with a counterpart in the eSASS
catalog as a function of simulated soft X-ray flux. We do not apply
any additional likelihood selection. Each color identifies an exposure
time range. Solid lines denote clusters only detected as extended, while
dashed ones include the ones detected as point sources.

by Clerc et al. (2018), who measured a completeness value of
0.5 at ∼5× 10−14 erg s−1 cm−2 in equatorial fields with eRASS:8
depth of about 2.0 ks. The decrement of completeness in the
150 s–400 s range is due to a merging system, where only one
eSASS detection with EXT_LIKE> 6 is present. The latter is
assigned to one of the two clusters, the one providing most of the
counts around the detection. The second cluster is assigned to a
nearby point-like detection instead. Adding the clusters detected
as point sources increases completeness. For the depth inter-
val 150 s–400 s in eRASS1, the 50% completeness is reached
at flux equal to 8× 10−14 erg s−1 cm−2. There is a flux difference
of about 0.7 dex with the addition of this population.
The measure of completeness is positively correlated with expo-
sure time. In the eRASS1 simulation, the fraction of clusters with
flux ∼5× 10−13 erg s−1 cm−2 that are detected as extended goes
from 0.39 (exposure< 110 s) to 0.8 (exposure> 400 s).

The increase in the number of detected objects between the
shallow and deep regions is expected, but nevertheless remark-
able. It translates into an increment of the number density of
clusters detected as extended with exposure time. In the for-
mer, we detect and properly classify as extended 0.13 clusters
per square degree (exposure < 110 s). In the latter, such num-
ber increases to 1.05. Our result is in agreement with previous
works (Pacaud et al. 2006; Clerc et al. 2012, 2018). This only

means that we recover a larger number of simulated clusters in
deep areas, not that the detection is necessarily more efficient.
A different fraction of spurious sources is also detected in areas
with large exposure because the background has lower fluctua-
tions. Its overall level might be larger, but its lower variability
may also reduce the false detection rate. Such deep areas addi-
tionally suffer from a higher degeneracy between blended point
sources and proper extended ones, as well as between AGN in
clusters and cluster substructures, which has an impact on the
measure of contamination. A detailed discussion is presented in
the next Sect. 4.4. We do a similar study for AGN and provide
details and analytical fits in Appendix E.

4.3.1. Completeness and apparent cluster size

We investigate the impact of the apparent physical size of the
clusters on the sky on the detection. This information is encoded
in the critical radius R500c. We compare the number of detected
objects to the simulated one on a 2D grid of flux and R500c. Con-
sidering the angular size of the cluster on the sky (e.g., in arcsec-
onds) instead of its physical size (in kpc) allows to additionally
account for the impact of redshift, which makes distant massive
large clusters appear smaller than nearby ones with similar mass.

We find that the detection of extended sources is not solely
a simple function of flux and exposure time. At fixed flux and
exposure time, the completeness varies as a function of the size
of the clusters on the sky. In the eRASS1 simulation, bright clus-
ters with flux ∼1× 10−12 erg s−1 cm−2, located in an area cov-
ered by exposure 150 s–400 s, and R500c = 180′′ are detected as
extended with a completeness of 0.75. The rest of these sources
are actually detected but misclassified as point sources. In fact,
the completeness reaches a value of 1.0 when adding the pop-
ulation of clusters detected as point-like objects. At the same
value of flux, for larger objects with R500c = 300′′, we measure
a completeness of 0.84. The characterization of extremely large
clusters is also challenging, because these can be split into mul-
tiple sources. In fact, the completeness decreases for large values
of R500c, above 400′′ and flux of 1× 10−12 erg s−1 cm−2. As R500c
increases, the surface brightness goes down rapidly. Therefore
these cases represent the population of clusters which are very
extended but with very low surface brightness, therefore they
are harder to be detected. This is shown in Fig. 8. It displays the
number of the simulated clusters population in the upper pan-
els, the fraction of these objects that are detected as extended or
point sources in the central ones, and finally only the ones clas-
sified as extended in the lower panels. It focuses on exposure
intervals containing the average depth for our simulation, in the
150 s–400 s range for eRASS1. This figure confirms the trends
of increasing completeness with flux (see Fig. 7). In addition,
it demonstrates how the selection of extended sources is not a
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simple function of flux and exposure, but also of the size the
object on the sky, encoded in our measure of R500c.

4.3.2. Completeness as a function of the central emissivity

We study the impact of the clusters dynamical state on the detec-
tion. Such property is related to the central cluster emission. In
the simulations, we relate the emissivity in the central region of
the cluster to a parameter of the dark matter halo (Xoff) which
encodes its dynamical state. The offset parameter, Xoff , is the
displacement between the halo center of mass and its peak of
the density profile (Klypin et al. 2016; Seppi et al. 2021). The
negative log10 of the central emissivity (EM0) is proportion-
ally related to Xoff (see Comparat et al. 2020, for more details).
Dynamically relaxed dark matter halos (with low offset param-
eter) host clusters with peaked emissivity profiles (cool cores
with high central emissivity, and low EM0 in this formulation).
Conversely, disturbed halos (with large offset parameter) host
noncool core clusters with flatter emissivity profiles. We mea-
sure the completeness fraction as a function of EM0 for clus-
ters in different bins of flux (Fig. 9). This allows quantifying the
impact of the cool core bias, which makes the detection more
efficient toward clusters with a peaked emission in the core. We
describe the results for the eRASS1 simulation in the following
paragraph.

We find that clusters with low flux are hardly detected as
extended. In this regime, where few objects are detected, they are
mostly characterized as point sources. About 25% of the simu-
lated objects with a flux of ∼3× 10−14 erg s−1 cm−2, EM0 ∼5, and
covered by an exposure between 150 s and 400s are detected, but
none of them is classified as extended. At these low fluxes, we
see evidence of the cool core bias. In fact, we detect only 7%
of the extremely unrelaxed simulated clusters with EM0 = 6 at
this flux value, as the completeness drops by a factor of ∼3.5
from relaxed to disturbed structures. The detection is generally
more efficient for brighter objects. 82% of disturbed structures
(EM0 = 5.5) and flux ∼3× 10−13 erg s−1 cm−2 are identified by
eSASS and 39% of them are characterized as extended. In addi-
tion, in this regime the cool core clusters are still detected as
extended sources. For instance, at the value of EM0 = 5, every
cluster brighter than ∼1× 10−12 erg s−1 cm−2 is properly classi-
fied as extended. There is a smooth transition between these two
regimes: 85% of the extreme cool cores (EM0 = 4.5) with flux
∼1× 10−13 erg s−1 cm−2 are detected, but only 14% is identified
as extended. Moving to the bright end of the flux distribution, the
sample becomes less affected by the cool core bias. Among the
clusters with flux ∼1× 10−12 erg s−1 cm−2, relaxed (disturbed)
ones with EM0 = 4.5 (EM0 = 5.5) are detected as extended in
100% (91%) of the cases. This transition is clear by comparing
the central and bottom panels of Fig. 9. They remark the differ-
ent behavior of the completeness for simulated bright cool cores
between the clusters only identified as extended and the sample
with the addition of the point-like detections in the eRASS1 sim-
ulation. When including the clusters detected as point sources
(central panel), the population is skewed toward lower values of
EM0, especially at low flux. This effect is mitigated in the extent-
selected sample (bottom panel). We further discuss an explana-
tion in Sect. 5.1.2. We conclude that the cool core bias strongly
affects only the faint clusters detected as point sources. Its impact
on brighter objects detected as extended is reduced. Our results
suggest that a stricter selection focused on bright eROSITA clus-
ters with larger values of extension likelihood provides a sample
that is barely affected by the cool core bias. This is in agreement
with Ghirardini et al. (2021a), who do not find a clear prefer-

Fig. 8. Simulated and detected clusters population as a function of the
input flux and size on the sky. The figures refer to areas of the eRASS1
simulation covered by an exposure between 150 s and 400 s. The blank
spaces contain no input clusters. Top panel: number of simulated clus-
ters in the flux–R500c space. Central panel: fraction of simulated clusters
that is detected by eSASS, either as extended or point source. Bottom
panel: fraction of simulated clusters that is only detected as extended.

ence for cool core clusters in the extent-selected eFEDS clus-
ters, and Bulbul et al. (2022), who find steeper emissivity pro-
files and more concentrated objects only within the sample of
eFEDS clusters detected as point sources.
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Fig. 9. Population of simulated and detected clusters as a function of the
input flux and dynamical state. The panels show areas of the eRASS1
simulation covered by an exposure between 150 s and 400 s. The blank
spaces contain no input clusters. Top panel: number of simulated clus-
ters in the flux–EM0 space. Central panel: fraction of simulated clusters
that is detected by eSASS, either as extended or point source. Bottom
panel: fraction of simulated clusters that is only detected as extended.

4.4. Detection efficiency

Different aspects come into play when evaluating the perfor-
mance of a detection algorithm. We quantify the ability to
recover simulated sources, to properly classify them as point-
like or extended, and to minimize the false identification of back-
ground fluctuations.

The first one is completeness, that is the fraction of simulated
objects with a given flux that have been detected, see Eq. (5).
When measuring this number, we choose different flux thresh-
olds according to exposure time in the two simulations. We con-
sider the same depth bins described in previous sections (see
Table 4). We work with exposure intervals and flux values iden-
tifying the 50% completeness for clusters detected as extended
from Fig. 7, and the 80% completeness for AGN. These are also
reported in Table 4. We use these limits as thresholds and con-
sider all the objects brighter than such values.

Secondly, one needs to account for contamination given by
objects that should not be in the catalog of interest. For instance,
contamination in a cluster catalog is given by bright AGN that
are mistakenly classified as extended sources. This is measured
by the fraction of entries in the extended source catalog that
are assigned to a simulated AGN or star. For an AGN catalog
instead, contamination is caused by faint and or cool core clus-
ters that are erroneously detected as point sources.

Finally, it is important to consider the false detections, that
are entries in the source catalog related to a random background
fluctuation, not to a physical source. This causes a fraction of
spurious sources in the eSASS catalog. Contamination and false
detection rate are usually enclosed in the notion of purity. The
purer a catalog, the fewer contaminants and spurious sources it
contains.

We combine these aspects in a single concept: the detec-
tion efficiency, which encodes the completeness and purity of
the source catalog. We measure completeness, contamination,
and the fraction of spurious sources in the eRASS1 simulation
for different intervals of exposure time, defined in Table 4. In
addition, we account for different thresholds of the detection
and extension likelihood to cut the catalogs and study how they
impact the eSASS performance in terms of detection efficiency
for AGN identified as point-like and clusters of galaxies charac-
terized as extended. We report our results in the next paragraphs.

4.4.1. AGN

Increasing exposure time allows detecting a fixed fraction
of sources down to lower fluxes. In the full catalog with
DET_LIKE> 5, we measure similar values of the completeness
fraction in distinct exposure bins, thanks to the choices of dif-
ferent flux limits. The values are larger than 90% for eRASS1.
These numbers will depend on the given flux limit. Our choice
of the value where the fraction of detected AGN is equal to 0.8
leads to measuring a higher completeness fraction when using
such values as thresholds. In general, we measure a lower frac-
tion of spurious sources in areas with larger exposure. This is
because even though the total number of background photons
is higher, their fluctuations are suppressed, which results in a
lower false detection rate. In the shallow areas, about 32% of
the full source catalog does not have a simulated counterpart
and is classified as spurious. This number is reduced to 13% in
regions around the southern ecliptic pole with the deepest expo-
sure. We provide an analytical fit for the false detection rate as a
function of DET_LIKE cuts and exposure time in Appendix E
(see Eq. (E.2) and Table E.1). Progressive cuts in detection
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Fig. 10. Efficiency of the eSASS detection for extragalactic sources in the eRASS1 simulation. The completeness is measured for simulated objects
above the different flux limits for each exposure interval defined in Table 4. Top panels: detection efficiency for AGN detected as point sources
(EXT_LIKE = 0). The numbers denote DET_LIKE thresholds. Bottom panels: detection efficiency for clusters. The numbers denote EXT_LIKE
thresholds. No additional cuts of DET_LIKE are applied. Left-hand panels: completeness as a function of spurious fraction. Right-hand panels:
completeness as a function of contamination. Different exposure intervals are shown in different colors.

likelihood clean the source catalog from these false detections
but reduce the fraction of simulated AGN that are detected.
Given our choices of flux thresholds, the completeness drops
from 94.4% (94.9%) to 82.4% (86.5%) from DET_LIKE> 5 to
DET_LIKE> 10 in the shallow (polar) region of eRASS1.

The fraction of clusters that leak into the point source sample
is around 4%. A higher detection likelihood cut of 20 reduces
this contamination to 2.2% in shallow areas and 1.5% in the
pole, but this results in a significant loss in terms of complete-
ness, which respectively drops to 50% and 63%. At fixed com-
pleteness, we measure higher contamination in areas with lower
depth. This means that a larger exposure time is key to prop-
erly distinguish AGN detected as point sources from clusters
contaminating the point-like sample, that should be classified as
extended ones instead. All these trends are clear in the top panels
of Fig. 10. The left-hand one shows the fraction of detected AGN
as a function of the false detection rate. The lines are color-coded
by exposure time and the dots and numbers denote different cuts
in detection likelihood. The right-hand panel displays the corre-
lation between AGN completeness and the fraction of clusters
wrongly detected as point-like objects.

4.4.2. Clusters

We perform a similar analysis for the population of clusters
in the source catalog at different cuts of extension likelihood.
The choice of flux limits corresponding to the 50% complete-

ness in each exposure interval translates into completeness val-
ues of around 65% when using them as thresholds. The qualita-
tive efficiency trends are slightly different from the AGN ones.
For instance, we progressively measure a lower false detection
rate from regions with exposure lower than 110 s (1.5%) to
the ones covered by 150 s–400 s (0.6%). However, the behav-
ior of the spurious fraction in the pole region is different. In
fact, it increases from extension likelihood larger than 6 to 8
and then drops as expected. This trend is related to the close
interplay between the removal of false detections and bright
AGN that leak into the extent-selected sample. Progressive cuts
in extension likelihood are very effective for the latter case so
that the number of spurious sources with respect to the total
increases from EXT_LIKE> 6 to EXT_LIKE> 8, but it still
decreases with respect to the number of real sources. Increas-
ing to EXT_LIKE> 10 brings the false detection rate to 0.5%
in the shallow areas and 0.1% in deep regions. Together with
rejecting spurious sources, increasing EXT_LIKE thresholds are
very effective in reducing the fraction of contamination. The
latter goes from about 30% for EXT_LIKE> 6 in the pole
region of eRASS1 to 4% at EXT_LIKE> 20. In regions cov-
ered by the average depth of the survey, with exposure 150 s–
400 s for eRASS1, contamination goes from 23% to 1% for the
same extension likelihood cuts of 6 and 20. Deep regions suf-
fer from contamination more than shallower ones. This value
goes from about 15% in shallow areas to 32% in the pole region
for eRASS1. This is due to the larger amount of bright AGN
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photons that can be mistaken for extended objects, but also due
to the higher chance of merging nearby point sources into a sin-
gle extended detection.

In eRASS1, we measure similar contamination of about
15% on shallow areas (<110 s) cutting the catalog with
EXT_LIKE> 6 and the pole region (>400 s) with EXT_LIKE>
10. The completeness is also close to 60% with these cuts.
The average exposure of eRASS1 corresponding to roughly
∼275 s is included in the green curves. Cutting the catalogs at
EXT_LIKE> 20 provides about 50% of the simulated cluster
above the chosen flux thresholds, with 2% contamination, and
a null false detection rate in eRASS1.

The completeness-spurious fraction and contamination
curves for clusters are shown in the bottom panels of Fig. 10.
The figure is color-coded according to the exposure time. It high-
lights the results described above. Progressive EXT_LIKE cuts
of 6, 8, 10, 15, 20, and 30 are written as text.

These are key steps toward selecting a sample of clusters
of galaxies to measure cosmological parameters with eROSITA,
which has to be as pure and complete as possible. We discuss an
alternative way of characterizing clusters of galaxies using the
maximum signal-to-noise radius (srcRAD) in Appendix F.

4.5. Sensitivity

We compute the sensitivity maps for point sources in each sim-
ulated tile, using the apetool task, part of the eSASS chain
described in Sect. 3. The sensitivity map is related to the prob-
ability of identifying a detection in a given energy band and
at a given position on the detector. Our sensitivity maps are
given in units of counts. These values depend on the Poisson
false detection probability, which is defined as the probability of
detecting photons generated by a random background fluctuation
inside a radius of a given value as a source. We set this thresh-
old to a standard value of P = 4 × 10−6, which corresponds to
DET_LIKE∼ 12 (see Eq. (4)). We consider apertures enclosing a
local PSF encircled energy fraction equal to 60% (Brunner et al.
2022). Given the definition of detection likelihood (Sect. 3),
these two quantities are related by DET_LIKE =−ln(P). The
final sensitivity map depends on the estimated background map,
the detection mask, and the exposure map. Additional details are
provided by Georgakakis et al. (2008). For each simulated tile in
the simulation, we obtain the lower count rate detection thresh-
old by dividing sensitivity and exposure maps. We convert to flux
by dividing the count rate by the energy conversion factor (ECF)
in the soft X-ray band between 0.2 and 2.3 keV. The ECF is com-
puted following Brunner et al. (2022), with an absorbed power-
law model of slope equal to 2.0 and varying galactic absorbing
column density (nH) equal to the average value in each tile. It is
equal to 1.074× 1012 cm2 erg−1 for an nH value of 3× 1020 cm−2.
The result is the survey flux limit in areas of the sky covered
with different exposure. We compute the cumulative distribution
function of the flux limit for each tile and normalize it by the
unique area covered by the sensitivity map. We sum up such
quantity for all the simulated tiles. The result is the Area cov-
ered by the simulated first eROSITA all-sky survey as a function
of limiting flux.

We show the normalized survey area in Fig. 11. It displays
the area curve for the eRASS1 simulation and a comparison to
the eRASS:8 sensitivity prediction from Merloni et al. (2012).
The dashed orange line is an extrapolation of the eRASS:8
prediction to the depth of eRASS1, obtained by re-scaling the
curve to the predicted eRASS1 limiting flux (see Table 4.4.1
in Merloni et al. 2012), and multiplying by an additional fac-

Fig. 11. Simulated eROSITA fractional survey area as a function of flux
limit. The eRASS1 simulation is denoted by the blue line, the prediction
by Merloni et al. (2012) for eRASS:8 is shown in orange. The dashed
line denotes an extrapolation of the eRASS:8 prediction to the depth of
eRASS1.

tor of 1.403, converting the flux of an ideal absorbed power-law
AGN model with NH = 3× 1020 cm−2 and photon index Γ = 1.8
from the 0.5–2.0 keV band to the 0.2–2.3 keV one. The agree-
ment between the prediction and our measurement at the faint
end is excellent. An offset at larger fluxes is expected because
the former is based on an analytical derivation of the Poisson
probability for false detections (see Sect. 4.3.1 of Merloni et al.
2012). A number of assumptions are taken into account to
compute the final sensitivity, related to the background, the fore-
ground absorption, and the exposure. Moreover, a further contri-
bution is given by different Poisson probability thresholds, equal
to 3× 10−7 against 4× 10−6 for this work. Our measure using the
sensitivity maps computed by eSASS additionally accounts for a
diverse and more realistic treatment of the X-ray background, as
well as the true exposure derived from the real eRASS1 scanning
process. This allows accounting for the nonuniform depth of the
survey, compared to the prediction that is carried out at a fixed
exposure equal to the average value for eRASS1 and does not
include the higher sensitivity in deeper regions. This causes the
difference between our measure and the prediction at the bright
flux end. We find that 50% of the area is covered with a flux
limit of 4.7× 10−14 erg s−1 cm−2 in the 0.2–2.3 keV band in the
eRASS1 simulation.

4.6. Imaging and spectral analysis

We measure temperature and X-ray luminosity for a subsam-
ple of randomly selected clusters that have been detected as
extended by eSASS. Our approach follows Ghirardini et al.
(2021b) and is described in Sect. 3.3. This sample spans a wide
range of exposure times, from equatorial shallow regions to
deeper ones close to the southern ecliptic pole. It consists of
873 objects. In order to test our measurements, we compute a
weighted mean of the measured luminosity in input luminosity
bins with 0.1 dex width. We use weights that are equal to the
inverse of the uncertainty on the value of measured X-ray lumi-
nosity. The result is shown in Fig. 12.
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Fig. 12. Measure of X-ray luminosity. Top panel: comparison between
average values of measured X-ray luminosity as a function of input
ones. The blue shaded area encloses the average measured luminos-
ity within 1σ uncertainties. The dashed orange line shows a perfect
one-to-one relation. Lower panel: residual plot normalized by the input
luminosity.

The blue shaded area shows the average value of the recov-
ered X-ray luminosity, enclosing the LX standard deviation in
each bin. This is always compatible with a perfect one-to-one
relation, shown by the orange dashed line, and with a linear fit6 in
the form of log10LX,M = m log10LX,SIM + q, denoted by the green
dashed line. The lower panel displays the residual plot.

We notice that the residuals of the linear fit slightly shifts
from negative to positive values for increasing luminosity. The
slope of the linear relation is m = 1.026 ± 0.001. First of all,
the fit of the density profile for faint clusters is more challeng-
ing, because they provide a lower amount of counts than bright
objects. In addition, the temperature spectral fitting also requires
a larger amount of photons to be precise. For fainter objects,
this makes the conversion factor between count rate and lumi-
nosity more uncertain. This effect is partially mitigated by the
fact that system with lower luminosity show also on average a
lower gas temperature. These systems have more emission lines
and a bremsstrahlung cutoff at a photon energy with high effec-
tive area, which partially reduces the number of counts needed
to ultimately measure the temperature. The combination of these
two factors biases the recovered X-ray luminosity toward lower
values. The scatter slightly shifts toward positive values for lumi-
nous clusters. Bright structures are more probable to be extended
on the sky, which increases the total net count of events that
are not generated by the cluster itself but are potentially con-
sidered in the surface brightness fitting. This happens if point
sources or other extended sources are not properly masked or if
the background is not perfectly modeled. An additional compo-
nent of the scatter in the relation between simulated and mea-
sured X-ray luminosity is given by bright nearby clusters. For
these objects, the background extraction region is very large and

6 https://scipy.org/ (Virtanen et al. 2020).

can span areas with nH fluctuations. This may bias the tempera-
ture measure and ultimately the X-ray luminosity. These are all
minor effects that do not affect our results on average. We find
an excellent agreement between the input luminosity values and
the measured ones.

5. Discussion

In the following section, we further discuss the importance of
a proper characterization of source samples in the eROSITA
surveys, and different strategies to build cluster samples for
eRASS1.

5.1. Biases of the survey sample properties

Understanding the properties of large samples of sources from
surveys such as eROSITA is crucial to exploit their scientific
potential to the fullest. Accurate and precise detection and clas-
sification of sources in astronomical surveys is, therefore, an
essential task. A multitude of factors make the process com-
plex: the nature of the sources themselves, the characteristic
of the telescope, and the detection pipeline. In general, it is
important to understand and quantify the causes of errors and
misclassification.

For instance, fluctuations of the X-ray background are poten-
tially detected and classified as a source by eSASS. In this con-
text, a biased measure of the X-ray background impacts not only
the number of false detections, but also the detection likelihood
of identified sources, because photons emitted from a source
might be mistaken for background photons, or vice versa. An
accurate estimate of the false detection rate is crucial to assess
the fraction of spurious sources in a given sample. We showed
that this can be achieved with realistic end-to-end simulations,
identifying entries in the source catalog that are not matched to
a simulated counterpart.

Another key factor is the contamination in the extent-
selected sample (see Fig. 3). It is important to figure out why
it occurs and how it can be reduced. Contamination is caused by
different aspects. The main contribution is given by bright point
sources, that are classified as extended. In the cleaned eSASS
catalog of our simulation, 1017 extended detections are assigned
to a simulated AGN, about 18% of the total extent-selected cat-
alog. Secondary effects include close pairs of bright AGN, that
can mimic the emission of an extended object when the detection
algorithm is not able to resolve and disentangle the point sources.
446 among the 1017 AGN detected as extended are contami-
nated by another point source in our simulation (see Sect. 3.2).
In addition, bright nearby stars can appear extended on the sky,
further contaminating the cluster sample. 178 extended detec-
tions are assigned to a star in the cleaned catalog of our simula-
tion. Areas around bright known stars from the optical band can
easily be masked in the real survey, which minimize the contam-
ination due to stars. This effect is even magnified in areas with
deep exposure, where random background fluctuations have a
higher chance of being identified as an extended source. We find
a total of 48 extended false detections.

Such cases end up in secure extended detections with large
values of DET_LIKE, which explains why choosing extremely
high thresholds of detection likelihood do not lower contamina-
tion. Instead, a cut in EXT_LIKE is needed to reduce the con-
tamination due to point sources in the extent-selected catalog.
This is clear in the bottom panel of Fig. 3. It is possible to argue
that a direct comparison of the population in the catalog after
cutting at the same value of extension or detection likelihood is
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misleading, due to the intrinsic difference between them. In par-
ticular, EXT_LIKE has typically smaller values than DET_LIKE
for extended detections. In the extent-selected sample, the 0.25,
0.5, 0.75, and 0.90 quantiles for EXT_LIKE (DET_LIKE) are
7.95 (22.69), 12.05 (37.19), 22.85 (65.22), 41.35 (114.99). For
instance, if we focus on the 0.5 quantile, the AGN contamina-
tion is equal to 4.6% for EXT_LIKE = 12.05 and to 18.2% at
DET_LIKE = 37.19. Therefore, we still conclude that applying
extension likelihood cuts is a more efficient way of decreas-
ing contamination. In observations, this can also be solved by
a multiband approach, for example doing an optical follow-up
of extended X-ray sources (see Salvato et al. 2022, for an exam-
ple). This allows keeping all the cluster candidates in the cata-
log, that has the highest possible completeness. In a second step,
one can look for overdensities of red galaxies around each X-ray
detected cluster. If there is evidence of a red sequence, the clus-
ter will be confirmed (see Finoguenov et al. 2020, for an exam-
ple). Otherwise, the catalog will be cleaned from a spurious or
contaminating source, increasing the purity of the sample, while
keeping the completeness level unchanged. This is a key ingre-
dient toward precision cosmology with X-ray-selected clusters
(Ider Chitham et al. 2020).

With optical follow-up observations, one can not only find
contaminating point sources classified as extended but also iden-
tify real clusters of galaxies that are misclassified as point
sources (Green et al. 2016; Bulbul et al. 2022). Understanding
why extended sources are classified as point-like ones is key to
correct this bias and properly characterize as many clusters as
possible. A cluster ends up classified as a point source because
of different reasons. The first one is brightness. These are usually
faint objects, whose extended emission at the outskirts strug-
gles to emerge over the local background. The second one is
related to their cores. Clusters with a peaked emission in the
center are possibly mistaken for point sources. In fact, we find
that clusters with low flux and cool core are detected as point
sources (see Fig. 9). Furthermore, high redshift clusters, even if
intrinsically bright and extended, cover a tiny area on the sky,
possibly smaller than the PSF of the telescope. Finally, clus-
ters of galaxies hosting an AGN are potentially dominated by
the emission of the latter. All these cases give rise to contami-
nation and or misclassification for clusters of galaxies that leak
into the point source sample. A purer cluster sample affected by
less systematics may be obtained by a detection algorithm that
excises the core region. This is because the cluster’s outskirts
have been shown to evolve in a self-similar way, with low scat-
ter (McDonald et al. 2017; Käfer et al. 2019; Ghirardini et al.
2019). A more direct definition of the sample in terms of clus-
ter mass is therefore achievable this way. This idea was imple-
mented in clusters studies by Vikhlinin et al. (1998). A recent
implementation is described by Käfer et al. (2020), where the
X-ray images are filtered by a series of spatial wavelet filters
with different scales, which allows isolating the extended emis-
sion from galaxy clusters. However, such a method requires a
larger amount of counts to detect a cluster, which lowers the
completeness of the sample.

The misclassification and contamination of clusters are addi-
tionally relevant for AGN. Simply selecting AGN from the point-
like catalog means missing the bright objects that are mistakenly
classified as extended, and accounting for faint clusters contami-
nating the point source catalog. However, we showed that this
can be addressed by estimating completeness and contamina-
tion from realistic simulations, which provides the fraction of
false detections, the contaminants, and the sources missed by the
detection scheme according to desired selection criteria.

5.1.1. Completeness purity trade-off

Perfectly complete and pure samples of sources are ideally
desired for astrophysical and cosmological studies. This means
that, above the flux limit for a given experiment, a perfectly
efficient detection and selection scheme should provide all the
physical sources, making the source catalog as complete as tech-
nically feasible, identifying also very faint objects. Depending
on the scientific application, it should also produce a catalog
containing only the sources of interest, making the sample as
pure and clean as possible. This means minimizing the rate
of false detection: background fluctuations that are classified
as physical sources. The concept of purity also includes con-
tamination. For instance, in the extent-selected sample contam-
ination is caused by bright AGN or stars, which should be
classified as point sources instead. The number of such objects
should also be minimized. The concepts of completeness and
purity are closely related: maximizing the first means pushing
the limits of the algorithm, and trying to identify the faintest
physical objects. These are easily mistaken for random back-
ground fluctuations, which ultimately ends up costing a higher
fraction of spurious sources in the final catalog.

In the context of the eROSITA surveys, the trade-off between
completeness and purity is affected by various parameter choices
made to select clusters. Different extension likelihood cuts are
an example. Choosing a very low threshold will keep the catalog
complete on the one hand, but on the other, the risk of introduc-
ing AGN in the catalog is higher, which increases contamination.
Instead, higher likelihood thresholds will give a cleaner sample,
at the cost of reducing the fraction of detected objects. This is
evident in Fig. 10, where progressive EXT_LIKE cuts degrade
completeness, but improve purity, reducing the false detections
and contamination. We stress that our choice of various flux lim-
its for different exposure times guarantees a comparable bench-
mark between areas covered by varying depth.

Different choices regarding the parameters characterizing the
source catalog should be taken according to the specific scien-
tific goal. For example, if the goal is to work with a secure cata-
log from the start, higher thresholds should be chosen. This will
minimize the spurious sources and the contamination, making
such cluster sample pure. However, the completeness will also be
reduced. Instead, if the goal is to select the highest possible num-
ber of clusters at first, a very low EXT_LIKE limit is best. Such
studies may involve the evolution of the luminosity function.
A secondary step might then be required to clean the catalog,
for example with multiwavelength observations such as an opti-
cal follow-up, allowing the confirmation of cluster candidates
if there is evidence for a galaxy red sequence. This approach
allows reducing contamination thanks to the multiwavelength
information, while keeping the completeness level high, because
no additional X-ray selection is applied. It also makes the cluster
sample more secure, because it probes two distinct properties:
the intra-cluster medium through X-rays, and the galaxy mem-
bers in the optical and infrared bands. Samples defined in this
way are particularly suitable for cosmological experiments. In
this context, it is important to model the contamination and com-
pleteness levels together. For example, Aguena & Lima (2018)
quantified the bias on the measure of cosmological parame-
ters due to the imperfect modeling of completeness and purity
in a cluster count experiment. They assumed a DES-like sur-
vey and found that a proper description of completeness and
purity is key to measure unbiased cosmological parameters with-
out degrading the constraining power especially when including
low-mass clusters. A detailed description of the cluster selection
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(see Fig. 10) is therefore essential, since eROSITA will discover
many new low-mass clusters and groups. Finally, other studies
such as clustering may require a sample of objects contained in
a well-defined volume. These can be constructed by rejecting
faint and distant sources (see Sect. 5.2).

5.1.2. Impact of source size and cool core bias

Given the morphological complexity of clusters of galaxies, their
detection is not a simple function of flux and exposure time.

For example, it has been shown that the size of the cluster on
the sky does have an impact on the identification (Pacaud et al.
2006; Burenin et al. 2007; Clerc et al. 2018). On the one hand,
the detection algorithm can easily detect bright nearby clusters
and characterize them as extended. On the other hand, high red-
shift clusters, even if bright and large, may cover an area on the
sky that is close to or smaller than the telescope PSF. The same
holds for nearby groups with very low mass. Such objects are
easily mistaken for point sources in the detection process. This
makes the detection of clusters more complex. In Fig. 8, we show
that the fraction of clusters detected as extended is not only a
function of flux and exposure, but it additionally depends on the
size of R500c on the sky, even fixing the former two variables.
This effect is more visible for clusters with a smaller radius,
whose extended emission struggles to emerge over the back-
ground, compared to larger clusters with a similar flux. These
objects are actually detected by eSASS, but classified as point
sources, as expected.

Furthermore, the dynamical state of the clusters plays a role
in the detection and classification. Dynamically relaxed struc-
tures have had time to develop an efficient cooling toward the
central regions, which enhances their central X-ray emission,
resulting in a peaked surface brightness profile. This makes it
easier for these types of objects to emerge over the background
and biases the detection toward them. This is the notion of cool
core bias (Eckert et al. 2011). However, clusters with a peaked
profile can resemble the emission from a point source. In such
cases, the peaked emission toward the central regions dominates
over the tail at larger radii. This is not easily identified by eSASS,
which ends up classifying the cluster as a point source. The net
effect is that the detection is biased toward cool core clusters, but
they might be easily misclassified as point sources.

The link between this effect, the exposure time, and the back-
ground has a significant impact on the detection process. On
the one hand, a large exposure for a cool core cluster makes
the large ratio between photons from the core and photons from
the outskirts more clear over the background, making them look
more similar to point sources than analogous objects covered by
a shallow exposure. This will increase the probability to mis-
classify such clusters as point-like objects. On the other hand,
with increasing depth the signal-to-noise ratio of the cluster out-
skirts will increase relative to the local background. In principle,
a more accurate estimate of the background is also possible in
this regime, thanks to the lower variability. These aspects should
instead help the identification of clusters as extended. The char-
acterization of the cool-core fraction in a cluster population also
depends on the selection of the sample. Ghirardini et al. (2021a)
measured the dynamical state of eFEDS clusters combining a
set of quantities (such as concentration, central density, photons
asymmetry, ellipticity) and did not find a prominent cool-core
bias on the extent-selected sample. More detailed simulations
at deeper exposures (e.g., eRASS:8) are needed to investigate
this topic. Nonetheless, most of the brightest clusters are prop-
erly identified as extended (Fig. 9). We conclude that the eSASS

algorithm minimizes the impact of the cool core bias on the vast
majority of the sample of clusters detected as extended sources.
It mostly affects the low-flux clusters, where only the cool cores
are detected, but classified as point sources.

5.2. Construction of volume-limited samples

In the context of cosmological experiments, a well-defined sam-
ple of galaxy clusters is crucial. The eROSITA all-sky surveys
naturally produce samples that are mainly flux-limited. Such
samples are made up of clusters that reach the survey flux limit,
which mainly depends on the telescope sensitivity and the scan-
ning strategy. Therefore, a higher number density of objects is
detected at low redshift and luminosity, compared to the high-z
regime where only the brightest sources are detected. In addi-
tion, given that the sky coverage by eROSITA is not uniform
in terms of depth, fainter objects can be detected in deep areas
with a higher probability. Therefore, the source catalog will have
different properties in regions with different exposure. These
differences can be mitigated by building volume-limited sam-
ples, made up of clusters with a given set of properties inside
a well-identified volume, that is encoded in the choice of the
maximum distance (or redshift) up to which one is interested to
build the sample. Then, in order to obtain an unbiased sample of
objects, one can only consider sources whose luminosity is larger
than the value corresponding to the flux limit at the chosen red-
shift. This provides a sample with a constant distribution of the
number density as a function of redshift. Practically, a volume-
limited sample is built from a flux-limited one by getting rid of
the sources that are less luminous than a given threshold and
further away than a certain distance (or redshift). The relation
between these values of luminosity and redshift is set by the flux
limit of the survey (see Eq. (6)), where dL denotes the luminosity
distance, that depends on redshift:

F =
L

4πd2
L(z)

. (6)

Within such ranges of luminosity and redshift, a selection func-
tion built from simulations is less uncertain and allows unbiased
results in cosmology experiments. A volume-limited sample pro-
vides an even sampling of the large-scale structure, accounting
for the observational limits of the survey.

Because eROSITA does not cover the sky with a uni-
form depth, we build different volume-limited samples apply-
ing higher flux limits in areas with lower exposure. We use
z = 0.1 as the lower redshift boundary and consider the expo-
sure intervals and flux limits corresponding to 50% complete-
ness defined in Table 4. We account for the K-correction in the
relation between flux and luminosity (Eq. (6)). It guarantees that
the flux is always measured in the same energy band for clus-
ters at different redshift. We start by considering all the clean
extragalactic eROSITA_DE sky (see Sect. 3.2) and applying the
largest flux limit, identifying the 50% completeness in the shal-
lowest areas of the survey. We proceed by reducing the area,
gradually excluding shallower regions, and applying deeper flux
cuts. The result is shown in Fig. 13. The first panel shows the
cluster population in areas covered by a different exposure, that
have been used to construct the volume-limited samples. The
other four panels show how simulated (in blue) and detected
clusters (in orange) populate the luminosity–redshift plane. The
black dashed lines denote deeper flux limits as the area shrinks.
The red dashed lines locate regions of this plane where the clus-
ters are luminous enough to be above the flux limit at a given
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Fig. 13. Selection of a volume-limited cluster sample in the eRASS1
simulation. Top panel: sky map with the cluster population in areas cov-
ered by different depth. Areas 0, 1, 2, and 3 respectively cover regions
with exposure larger than 0 s, 110 s, 150 s, and 400 s. They are cumu-
lative areas with respect to the ones defined in Table 4. Bottom panels:
population of simulated and detected clusters in the luminosity–redshift
plane. The black dashed lines denote the chosen flux threshold at each
depth (see Table 4). The red dashed lines locate different areas above
the given flux limits. The volume-limited sample is constructed with
the objects within the regions delimited by these lines.

Table 5. Number of clusters in the volume-limited and flux-limited sam-
ples for areas covered with different depth.

Number of clusters

Exposure [s] Volume-limited Flux-limited
DET SIM DET SIM

>0 262 282 734 893
>110 349 392 829 1044
>150 361 414 752 992
>400 80 100 146 200

redshift. The volume-limited samples are finally built by con-
sidering the clusters inside the areas identified by these lines.
Table 5 reports the number of clusters in the volume-limited
samples and the corresponding flux-limited ones.

This method provides a collection of clusters detected as
extended sources that are an even subsample of all the simu-
lated clusters within the same ranges of luminosity and redshift.
This is shown in Fig. 14. The two top panels show how the
volume-limited samples built with clusters detected as extended
(dashed lines) compare to the one made up of simulated clus-

ters (solid lines). The plot is color-coded according to the expo-
sure time. The relation between the two samples in terms of red-
shift and M500c is shown in the right-hand and left-hand panels,
respectively. The bottom panels show the corresponding flux-
limited samples. The ratio between the number density distribu-
tion of detected and simulated clusters as a function of redshift is
roughly constant for the volume-limited samples, and the major-
ity of clusters with masses down to M500c ∼1014 M� within our
selection are detected. This means that our method has the poten-
tial to identify a cluster sample that provides an even sampling of
the large-scale structure at different redshift and exposure time.
The same trends of the cluster number density as a function of
mass and redshift for the flux-limited samples are qualitatively
similar. For the second one, the completeness is lower com-
pared to the volume-limited case, because the cuts in luminosity
and redshift exclude clusters that are close to the flux limit and
have a lower probability of being detected. Using the full flux-
limited sample to measure cosmological parameters maximizes
the number of clusters, but a robust selection function around
the upper redshift limit of the survey is required. The advantage
for the volume-limited samples is that they are contained in a
well-defined cosmological volume. This potentially makes the
definition of the survey volume less uncertain in a cluster counts
cosmological experiment.

6. Summary and conclusions

Thanks to the eROSITA X-ray telescope, we are detecting clus-
ters of galaxies and active galactic nuclei in the X-ray band at
an extraordinary rate. This has a multitude of science applica-
tions, from the evolution of accreting supermassive black holes
(Fanidakis et al. 2011), to major steps forward in cosmologi-
cal studies with X-ray-selected clusters samples (Pillepich et al.
2018). In this context, it is key to deeply understand the detec-
tion and selection of these objects, alongside the properties of
the sources recovered by a given detection scheme. Using the
models described by Comparat et al. (2019, 2020) we produce
a half-sky simulation following the observational strategy of
eROSITA, to the depth of the first all-sky survey. The simulated
objects include clusters of galaxies, AGN, and stars. The pop-
ulation of simulated clusters is a truthful representation of real
clusters of galaxies because the model is built from real obser-
vations. The background is simulated following an approach
similar to the one detailed by Liu et al. (2022b). For the eRASS1
simulation, we resample directly the real background maps. This
provides an accurate digital twin of real eROSITA data. The
result is shown in Fig. 1. We run the eSASS detection algorithm
on the simulation. We compare the background maps measured
on the simulation and the real eRASS1 data. The simulated back-
ground is overestimated by ∼10%, but this has a minor impact
on the computation of the detection likelihood of each source
(see Fig. C.2). We build a one-to-one correspondence between
the source catalog and simulated objects thanks to a photon-
based matching algorithm. We classify sources with five differ-
ent labels: (i) uniquely identified with an AGN or star (PNT), (ii)
uniquely identified with a cluster (EXT), (iii) fraction of AGN
or star (PNT2), (iv) fraction of a cluster (EXT2), (v) background
fluctuation (BKG). Various examples at values of detection like-
lihood equal to 10 and 20 are shown in Fig. 2.

We study the population in the source catalog as a func-
tion of different cuts in detection and extension likelihood. We
find that the former is efficient in removing spurious sources
from the catalog, which reduces the false detection rate. How-
ever, it does not reduce the contamination in the extended select
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Fig. 14. Comparison between the volume-limited and flux-limited samples built with clusters detected as extended and simulated ones. The top
panels display the volume-limited samples, the bottom panels show the flux-limited ones. Left-hand panels: relative contribution to the total cluster
number density as a function of redshift for the four different populations. The lower plot shows the ratio between the N(z) built with the samples
of detected and simulated clusters. Right-hand panels: relative contribution to the total cluster number density as a function of mass for the four
different populations. The lower plot shows the ratio between the N(z) built with the samples of detected and simulated clusters.

sample due to bright AGN. Instead, progressive EXT_LIKE
thresholds are better suited for this task. In addition, at large val-
ues of EXT_LIKE> 35 in eRASS1, all the contaminating AGN
contain cluster emission. This reduces our estimate of contami-
nation by ∼1%. These results are shown in Fig. 3.

Our detection algorithm perfectly recovers the bright end
of the number density of objects as a function of flux for both
clusters and AGN (see Figs. 5 and 6). The eSASS detection
scheme is suitable for detecting clusters of galaxies. We com-
pare the number of simulated and detected clusters in four

different intervals of exposure time. Three of them cover a
similar sky area, the fourth one is smaller and centered around
the ecliptic poles with extremely high depth. In areas covered
by the average simulation depth, we detect half of the simulated
structures at flux values of 3.3× 10−13 erg s−1 cm−2 for eRASS1
(see Fig. 7). We show how the selection of clusters is not a
simple function of flux and exposure time, but the objects
with different angular sizes on the sky plane are also detected
differently, for instance clusters with smaller extent can be
detected as point sources (see Fig. 8). This is in agreement with
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previous work (Pacaud et al. 2006; Burenin et al. 2007;
Clerc et al. 2018; Finoguenov et al. 2020). We study how the
relaxation state impacts the detection, by exploiting the central
emission parameter EM0. The detection is biased toward
relaxed clusters with a low EM0. However, the effect is mostly
relevant for clusters detected as point sources, as eSASS tends
to classify some of these relaxed clusters with EXT_LIKE = 0.
This is particularly evident in the low flux regime around
10−13 erg s−1 cm−2, where a high fraction of simulated objects
has a counterpart in the source catalog, but such counterpart is
extended (EXT_LIKE>= 6) for only a few of them. The overall
detection and characterization of clusters of galaxies are more
efficient at the bright flux end, where they are still detected as
extended sources (see Fig. 9). In the extent-selected sample,
the impact of the cool core bias is minimal. These results are
in agreement with the eFEDS sample (Ghirardini et al. 2021a;
Bulbul et al. 2022).

We combine completeness and purity into the single concept
of detection efficiency. We see how choosing specific flux thresh-
olds for varying exposure times (see Table 4) allows detecting
AGN and clusters with similar levels of completeness in areas
covered with different depths. Figure 10 shows that the false
detection rate in shallower areas is larger. This is due to the
lower signal-to-noise ratio, which causes higher relative fluctua-
tions of the background. This is clear for the point-like sample.
Progressive cuts in detection likelihood remove the majority of
the spurious sources in the point-like sample. The false detection
rate drops from 21.5% in areas covered by 150–400 s exposure
at DET_LIKE> 5 to <1% for DET_LIKE> 10. The fraction of
clusters mistakenly assigned to the point sample is low, below
4% for every DET_LIKE cut. Similar considerations can be done
using thresholds of extension likelihood for clusters. In this case,
the pole region shows different behavior of the false detection
rate due to the cut in extension likelihood that is very efficient
in removing spurious sources and also contaminating AGN in
the extent-selected sample. Higher thresholds of extension like-
lihood are required to lower this value. Progressive EXT_LIKE
cuts are very effective in reducing contamination. In the region
around the eRASS1 southern ecliptic pole, it drops by 26% from
EXT_LIKE> 6 to EXT_LIKE> 20 (see Fig. 10).

We provide area curves as a function of limiting flux built
from sensitivity maps in Fig. 11. Our measurement is in agree-
ment with the prediction from Merloni et al. (2012), especially
at the faint end, but the ability of our method to account for the
different exposures guarantees a better sensitivity at the bright
flux end. We finally compute the X-ray luminosity of galaxy
clusters in the eRASS1 simulation by fitting the surface bright-
ness profile of each object, following the approach described by
Ghirardini et al. (2021b). We show that on average we recover
the simulated values of X-ray luminosity in Fig. 12.

We discuss how to best construct volume-limited samples
applying different flux limits in areas covered with varying depth
by eROSITA (see Fig. 13). This translates into different samples
of clusters according to the values of luminosity and redshift.
It guarantees an even sampling of the large-scale structure of
the Universe also in a case of nonuniform coverage. The selec-
tion of these samples and their relative contribution to the cluster
number density distribution as a function of redshift and mass is
shown in Fig. 14.

We presented and analyzed a precise digital twin of the
first eROSITA all-sky survey. Performing such a high-level sim-
ulation significantly increases our understanding of real data,
allowing us to analyze how a realistically complex population
of sources is observed by eROSITA. We studied the detection

rate of galaxy clusters and AGN, accounting for the fraction
of simulated objects that are detected by the eSASS pipeline,
together with quantifying the false detection rate and contami-
nation levels in the source catalog for point-like and extended
sources. Using these results, one can control the fraction of
false detections and or contaminants according to specific cuts
of detection and extension likelihood in the real eRASS1 cata-
log. For example, this is useful for constructing different clus-
ter samples, allowing for a precise contamination fraction. We
addressed additional effects impacting the detection of clusters,
such as their dynamical state and their physical size. This work is
key toward characterizing the population of extragalactic sources
in real eROSITA data.
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Appendix A: Simulated products

We provide the input catalogs of simulated clusters, AGN, and
stars, the events generated by the simulated sources, and the out-
put source catalog from eSASS. They are available publicly at
the CDS and at 7. We also provide the catalog for the three
band detection, using the 0.2–0.6, 0.6–2.3, 2.3–5.0 keV bands
(see Liu et al. 2022b; Brunner et al. 2022, for more details). The

association between input and output can be built using the
ID_Uniq and the ID_Any (see Sect. 3.2). The IDs of stars are
>= 107 and < 4×108, the ones for clusters are >= 4×108 and
< 109, and the ones for AGN are >= 109. The source IDs are
assigned on the HEALPix fields. The IDs of the contaminating
sources are saved as ID_Contam. See Sect. 3.2 for the defini-
tion of the classes and additional details. The description of the
columns for each file is given in Tables A.1 and A.2.

Table A.1. Description of the columns for the input catalogs of the eRASS1 simulation.

DESCRIPTION
NAME Input Catalogs: Clusters, AGN, Stars

SRC_ID Source ID, STAR: >= 107 < 4×108, CLUSTER: >= 4×108 and < 109, AGN: >= 109

RA Right Ascension [deg]
DEC Declination [deg]
FLUX Input Flux in the 0.5 - 2.0 keV band
tile Number of the eROSITA tile
healpix Number of the HEALPix field
ID_contam ID of the contaminating source
RA_eSASS Right Ascension of the corresponding eSASS detection [deg]
DEC_eSASS Declination of the corresponding eSASS detection [deg]
Separation Separation between the source and the corresponding eSASS detection [arcsec]
DET_LIKE_0 Detection likelihood of the corresponding eSASS detection
EXT_LIKE extension likelihood of the corresponding eSASS detection
EXT Extent of the corresponding eSASS detection
ML_CTS_0 Maximum likelihood number of counts from eSASS
ML_RATE_0 Maximum likelihood count rate from eSASS
ML_FLUX_0 Maximum likelihood flux estimate from eSASS
RADEC_ERR Positional error from eSASS
srcRAD Source radius
detected Flag to identify simulated source that are detected by eSASS

Input Catalogs: in common between Clusters and AGN
dL Luminosity distance [cm] in the cosmology adopted by Comparat et al. (2020)
nH Column density [cm−2]
redshift_R Redshift in real space
redshift_S Redshift in redshift space
FX_soft_attenuated Observed flux in the 0.5–2.0 keV band, corrected by galactic absorption
LX_soft Rest-frame X-ray luminosity in the 0.5–2.0 keV band
Bg3Model Average Value of the eSASS background maps in the nearest 20 pixels [cts/pixel]
TexpModel Average Value of the eSASS exposure maps in the nearest 20 pixels [sec]

Input Catalogs: only Clusters
g_lat Galactic latitude [deg]
g_lon Galactic longitude [deg]
HALO_pid Halo flag in the dark matter light cone (-1 for distinct halos, >0 for subhalos)
HALO_Mvir Halo mass within the virial radius [M�]
HALO_Rvir Halo virial radius [kpc]
HALO_rs Halo scale radius [kpc]
HALO_M200c Halo mass within the R200c [M�]
HALO_500c Halo mass within the R500c [M�]
HALO_Xoff Halo offset parameter [kpc]
HALO_b_to_a_500c Halo ellipticity
kT Temperature of the cluster [keV]
R500c_kpc Halo R500c [kpc]
R500c_arcmin Halo R500c [arcmin]
EM0 Central Emissivity
LX_soft_obs Observer-frame X-ray luminosity in the 0.5–2.0 keV band
COUNTS_02_23_CLU_CLU Counts by clusters in [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.5, 2.0]×R500c_arcmin
COUNTS_02_23_CLU_AGN Counts by AGN in [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.5, 2.0]×R500c_arcmin
COUNTS_02_23_CLU_STA Counts by stars in [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.5, 2.0]×R500c_arcmin
COUNTS_02_23_CLU_BKG Counts by the background in [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.5, 2.0]×R500c_arcmin
ErsenModel Average Value of the eSASS sensitivity maps for extended sources in the nearest 20 pixels [erg/s/cm2]

Input Catalogs: only AGN
LX_hard Rest-frame X-ray luminosity in the 2.0-10.0 keV band
galaxy_SMHMR_mass Host galaxy stellar mass
COUNTS_02_23_AGN_AGN Counts by AGN in [10, 20, 30, 40, 50, 60] arcsec
COUNTS_02_23_AGN_CLU Counts by clusters in [10, 20, 30, 40, 50, 60] arcsec
COUNTS_02_23_AGN_STA Counts by stars in [10, 20, 30, 40, 50, 60] arcsec
COUNTS_02_23_AGN_BKG Counts by the background in [10, 20, 30, 40, 50, 60] arcsec

7 https://firefly.mpe.mpg.de/eROSITA_digitalTwin
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Table A.2. Description of the columns for the output catalogs of the eRASS1 simulation.

DESCRIPTION
NAME Output Catalogs: Single band and Three band
ID_cat ID of the eSASS detection
RA Right Ascension [deg]
DEC Declination [deg]
DET_LIKE_n Detection likelihood of the corresponding eSASS detection
EXT_LIKE extension likelihood of the corresponding eSASS detection
EXT Extent of the corresponding eSASS detection
ML_CTS_n Maximum likelihood number of counts from eSASS
ML_RATE_n Maximum likelihood count rate from eSASS
ML_FLUX_0 Maximum likelihood flux estimate from eSASS
ID_Uniq ID of the unique input simulated counterpart
ID_Any ID of the brightest input simulated counterpart, allowing for duplicates
ID_Any2 ID of the secondary input simulated counterpart
ID_contam ID of the simulated source that contaminates the unique simulated counterpart

Notes. The eSASS properties are measured with photons in the 0.2–2.3 keV band for the single band catalog, and with photons in the 0.2–0.6,
0.6–2.3, 2.3–5.0 keV bands for the three band catalog.

Table A.3. Description of the columns for the catalogs of events in the eRASS1 simulation.

DESCRIPTION
NAME Output Catalogs: Single band and Three band
RA Right Ascension [deg]
DEC Declination [deg]
SIGNAL Photon energy [keV]

Notes. We consider four catalogs for events generated by clusters, AGN, stars, and the background. The columns are the same for all four.
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Appendix B: Extension of the model to galaxy
groups

Fig. B.1. Improved cluster model. Top panel: number density of sources
as function of flux. The solid orange (red) line shows the prediction
of the model before (after) applying the correction. The shaded areas
in blue, orange, and red denote the logN–logS from Finoguenov et al.
(2007, 2015, 2020). The green and blue lines show a comparison
to Le Brun et al. (2014) and Liu et al. (2022a). The dashed pink and
brown lines denote the model corrected for higher mass thresholds.
Bottom panel: relation between X-ray luminosity and mass. The blue
(orange) shaded area shows the prediction of the model before (after)
applying the correction. The green shaded area denotes the relation
from Le Brun et al. (2014). Additional samples are shown by blue cir-
cles (Lovisari et al. 2020), orange circles (Adami et al. 2018), green
squares (Lovisari et al. 2015), red circles (Schellenberger & Reiprich
2017a), pink stars (Bulbul et al. 2019), and brown squares (Mantz et al.
2016).

In this section, we provide further details about the extension
of our improved cluster model to lower masses (see Sect. 2),
comparing it to the eFEDS cluster sample. Along with the
(Anderson et al. 2015, AN15) correction using stellar mass, we
also tested an improvement exploiting the X-ray luminosity -
halo mass relation, following Le Brun et al. (2014) (LB14). Such

Fig. B.2. Surface brightness profiles of the simulated clusters. The
radius is normalized to R500c. The solid lines show the average profile,
the shaded areas denote the 1σ scatter around the mean. The dashed
lines show the best-fitting beta model for each average profile.

correction reads:

log10 Lx,(0.5−2.0keV) = 2 log10 M500c + 14.5. (B.1)

This correction gives a shallower slope in the cluster logN–logS
(see Fig. 6) than AN15. AN15 provides a better agreement to
observations than LB14, especially at low luminosities < 1×1043

erg/s. LB14 underestimates observed values by a factor of ∼ 2 at
1×1042 erg/s. AN15 provides a great correction for the X-ray
luminosity to stellar mass relation by construction, while LB14
does not align well with observations. The same holds for the
X-ray luminosity to temperature relation. The AN15 version
gives excellent agreement to eFEDS data for low luminosity
clusters. The Lx–Tx relation obtained from LB14 is too steep. We
ultimately choose the AN15 correction over LB14, as it produces
a logN–logS and scaling relations that align better with observa-
tions (see Fig. B.1). The prediction of the LX–M500c relation is
slightly underestimated at the high mass end compared to data,
see Fig. B.1. This makes our approach conservative, since the
most massive and luminous objects are detected more easily, see
also Fig. 7. On the other hand, the fact that observations suffer
from the Malmquist bias at the low mass end possibly affects our
correction using AN15. Nonetheless, the addition of the eFEDS
cluster sample shows the ability of the model to reproduce obser-
vations also in the regime of galaxy groups.

We verify that the shape of the cluster profiles generated with
the new model is on average compatible with a beta model. We
measure the radial profile of events generated by three samples
of 100 simulated clusters with masses of 2×1013, 5×1013, and
3×1014 M� as a function of R500c. We fit each one of them with
a beta model (see Sect. 3). The result is shown in Fig. B.2. The
solid lines show the average surface brightness profile for each
one of the three samples, the shaded areas denote the 1σ scat-
ter around the mean value. The dashed lines denote the best-
fitting beta model to each average profile. We fix β=2/3, leaving
the core radius as a free parameter. This is the same assumption
taken by the ermldet task (see Sect. 3). The agreement between
the average profile and the beta models is good. Even if the pro-
file of a single object can significantly deviate from a beta model,
our model generates profiles that are on average compatible with
the assumptions taken by eSASS in the source detection chain.
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Appendix C: Comparison to data

Fig. C.1. Comparison between the eRASS1 simulation and the real data.
These are respectively denoted by the blue and the orange solid lines.
Top panel: distribution of the photon energy. Central panel: cumulative
distribution of the sources as a function of detection likelihood. Bottom
panel: cumulative distribution of the sources as a function of extension
likelihood.

We compare the source catalog of the eRASS1 simulation
to the one obtained by processing the real data with the same
eSASS set-up, described in Sect. 3. There is good agreement
between the mock and the real data. This is shown in Fig. C.1.
The mock is denoted by the blue solid line and the real data by

Fig. C.2. Background evaluation in the eRASS1 simulation. Top panel:
comparison between the mock and real background maps. The lines
identify the number of pixels showing a given value of the background
map. The mock data is denoted in blue, the real eRASS1 in orange.
The dashed blue line shows the simulated background re-scaled by
0.9. The lower panel shows the ratio between the mock and real data.
Bottom panels: impact of a 10% overestimation of the background on
the analytically computed value of detection likelihood. The left-hand
panel shows DET_LIKE as a function of counts in each pixel given
by a source and by the background. The panel on the right shows
the corresponding percentage error on detection likelihood caused by a
10% larger background. The blue and the green solid lines respectively
denote DET_LIKE = 5 and 20.

the orange one. The distributions of the photon energy shown
in the top panel are in excellent agreement, especially for the
soft energy range in our interest. The central and bottom pan-
els show the cumulative distributions of detection and exten-
sion likelihood. A small difference between the two is expected,
caused by the fewer number of bright simulated AGN due to the
steep logN–logS at high flux (see Fig. 5). This also contributes
to the difference between the photon energy distributions at the
hard end, above 5 keV. Nonetheless, the cumulative distributions
show that the mock catalog and the real one have similar prop-
erties.

In addition, we compare the background maps measured on
the eRASS1 simulation to the ones obtained from real data (see
Sect. 3). Figure C.2 shows the total number of pixels with a given
value of the background map, expressed in counts per pixel. The
real data is identified by the orange line and the simulation by the
solid blue one. On the one hand, the peaks of these two curves
differ by about 10%. In fact, a re-scaling of the simulated back-
ground by a factor of 0.9 (denoted by the dashed blue line) aligns
well with the real eRASS1 maps. This is expected because the
cosmic X-ray background component is slightly over-estimated
in the simulation. The mock data contains the population of
faint simulated AGN. However, this contribution is partially
present also in the real eRASS1 maps that are used to create the
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Fig. C.3. Evolution of the false detection rate in the eRASS1 simula-
tion. Top panel: spurious fraction as a function exposure time and back-
ground level in the eRASS1 simulation. Each bin containing more than
100 sources is color-coded by the false detection rate. Lower panel:
correction of the prediction of the spurious fraction for the eRASS1
data using the simulation due to the 10% overestimate of the back-
ground. The x-axis is binned with a progressive 10% increment. The
total number of spurious sources in each bin is written as text.

background model. On the other hand, in some areas, the real
background is higher than the mock data. This is because the
model has been generated using a mean spectrum but in the
eRASS1 data some local instabilities cause such higher back-
ground level.

In Sect. 3 we verified that such overestimation of the back-
ground has a negligible impact on the measured values of

detection likelihood. This is reported in the bottom panels of
Fig. C.2. We show the value of detection likelihood as a function
of source and background counts per pixel (on the left), and the
corresponding relative error due to the background over-estimate
(on the right). The relative error is computed as

∆Ldet =
Ldet,UN − Ldet,B

Ldet,UN
, (C.1)

where Ldet,UN is the unbiased value of detection likelihood, and
Ldet,B is the value of detection likelihood biased by a 10% over-
estimation of the background. The solid lines in blue and green
denote values of Ldet = 5 and 20, respectively. There is a ∼4%
impact on the value of detection likelihood for faint sources with
DET_LIKE∼5.

Finally, we quantify whether the 10% overestimate of the
background significantly impacts our prediction of the false
detection rate for the eRASS1 data using the digital twin. For
this goal, we measure the spurious fraction on a two-dimensional
grid of exposure time and background level. At fixed exposure,
we build a binning scheme for the background level such that
successive bins are 10% greater than the previous one, accord-
ing to Xi+1 = 1.1 × Xi, where X represents the background level
bins. The upper panel of Fig. C.3 shows the spurious fraction in
the exposure-background level plane. The grid contains 95% of
the real eRASS1 catalog. At fixed background level, the spuri-
ous fraction decreases as a function of exposure time. Indeed the
deeper data allows suppressing fluctuations of the background.
At fixed exposure time, the false detection rate increases as a
function of the background level, because the probability of
picking up a random fluctuation is larger. This makes our pre-
diction of the false detection rate conservative, because at fixed
exposure, the real eRASS1 has a lower background compared to
the simulation.

Given our choice of the binning scheme, we can compare
successive background level bins at fixed exposure time to esti-
mate a correction for the prediction of the spurious fraction in the
eRASS1 data using the simulation. We compute the relative dif-
ference between the bins (fspur,i+1-fspur,i)/fspur,i+1, where the index
i runs on the background level bins for each exposure. The cor-
rection for each bin is shown the lower panel of Fig. C.3. We
average over the bins containing more than 100 spurious sources,
in order not to be affected by noise. We find a mean correction
of 5.7%. We conclude that our measure of the spurious fraction
in the digital twin is a conservative prediction of the false detec-
tion rate in the real data, and it is not significantly affected by the
10% overestimate of the background.
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Appendix D: Population histograms

In this appendix, we collect panels showing the histograms and
linear fractions relative to the population in the source catalog,

described in Sect. 4.1 and Fig. 3. These are shown in Fig. D.1.
The panels on the left show the total number of sources for dif-
ferent cuts in detection or extension likelihood. The panels on
the right show the relative fraction for each source class.

Fig. D.1. Population in the detected source catalog. The total number of sources in the cleaned catalog of the eRASS1 simulation is 901 812.
The number of extended sources is 5615. Top panels: number of sources in the full catalog and fractions of the population classes in linear scale
as a function of minimum detection likelihood. Central panels: number of sources and fractions of the population classes in linear scale in the
extent-selected sample (EXT_LIKE >= 6) as a function of minimum detection likelihood. Bottom panels: population in the source catalog and
fractions of the population classes in linear scale as a function of minimum extension likelihood. Lines of different colors show the classes defined
in Sect. 3. The dashed-dotted lines denote sources that are not contaminated by photons of a secondary source (no blending), the dashed ones
identify sources contaminated by a point source, and the dotted ones show sources blended with a cluster.
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Appendix E: AGN

Fig. E.1. The point source sample. Top panel: fraction of AGN detected
as point-like objects as a function of the input flux in the soft X-ray
band for different exposure times. The circles show the values measured
comparing input and source catalogs, the solid lines our best fit model
in Eq.E.1. Bottom panel: fraction of spurious sources in the point source
sample as a function of detection likelihood cuts for different exposure
times. The full circles denote the false detection rate measured in the
simulation, the solid lines identify the model described by Equation E.2
computed at the average exposure time corresponding to each bin.

We provide analytical fits to the completeness fraction of the
sample of simulated AGN that are detected as point sources.
Similarly to Sect. 4, we measure the detected fraction in terms of
input flux and exposure time. We model these trends according

Fig. E.2. Positional accuracy of the AGN detected as point-like
(EXT_LIKE = 0). This figure shows a 2D histogram in the Off-
set/RADEC_ERR – DET_LIKE parameter space, and the black dashed
line denotes a cut at Offset/RADEC_ERR = 5. The bins are color-coded
according to the number of detected AGN in each bin.

to a modified sigmoid function. Our model reads:

b = q(log10 T )w,

c = q1(log10 T )w1,

C(F,T ) =
1

1 + 10−3e−b log10 F+c , (E.1)

where q = 4.59, w = 0.41, q1 = 11.01, w1 = 0.16 for eRASS1.
We measure the exposure time T in seconds and the flux F in
erg/s/cm2. We show the result in Fig. E.1. The values extracted
by matching the source catalog and the simulated AGN are iden-
tified by circles, the best-fit model is shown by the solid lines,
color coded by exposure time. This model is not intended to pro-
vide a complete description of the AGN selection function, but
it gives a useful benchmark. We notice that it works particularly
well for exposure times between 160 s and 600 s for eRASS1,
containing most of the eROSITA coverage in terms of observing
time.

In addition, we provide a functional form to describe the
fraction of false detections for different cuts of detection like-
lihood and exposure time in the point-source sample. This is
described by the following equation:

A = a1 × T 2 + b1 × T + c1,

B = a2 × T 2 + b2 × T + c2,

BKG(A,B) =
0.85

(A × DET_LIKEB + 1)4.2
, (E.2)

where T is the exposure time in seconds, DET_LIKE is a cut
in detection likelihood, and the values of the parameters are
reported in Table E.1. Such a model grasps the details of this
trend. It is shown in the bottom panel of Fig. E.1. The dots denote
the false detection rate measured in the simulation in each expo-
sure time interval as a function DET_LIKE threshold, while the
solid lines denote the model computed at the average exposure
time corresponding to each interval.

Finally, we study the accuracy of the position of AGN
detected as point sources (EXT_LIKE=0). We study the off-
set between the simulated and detected positions and how it
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Table E.1. Parameters describing the spurious fraction in the point source sample as a function of detection likelihood thresholds and exposure
time.

a1 b1 c1 a2 b2 c2

−1.9059×10−8 4.4167×10−5 −1.2476×10−4 2.9317×10−6 −3.070×10−3 2.8982

Notes. The model is described by Equation E.2.

relates to the positional error computed by eSASS. Such error
is the sum in quadrature of the error on the pixel position mul-
tiplied by the pixel scale and is named RADEC_ERR. We find
that 99.48% (99.75%) of these point sources are contained by
a ratio between the offset and RADEC_ERR lower than 5 (6).
This is especially true for secure detections with DET_LIKE >

10, whereas sources with smaller values of detection likelihood
show larger positional errors and populate the bottom right cor-
ner of Fig. E.2, which displays how AGN detected as point-like
occupy the DET_LIKE – Offset/RADEC_ERR parameter space.
The figure is color-coded according to the number of sources in
each bin.
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Appendix F: Cluster characterization

Our goal is to characterize a cluster sample that is as pure and
complete as possible. On the one hand, we want to maximize the
clusters detection rate, making sure that most of the simulated
ones are recovered by eSASS. On the other hand, we want to
keep the contamination low. This means not only rejecting spu-
rious sources, that are entries in the source catalog that do not
correspond to any physical object, but also reducing the contam-
ination due to bright AGN and stars detected as extended objects.
Simply applying a high threshold of detection likelihood is not
enough to do this, as explained in Sect. 3 and Fig. 3. Therefore,
we now focus on the catalog of extended sources, with detec-
tion likelihood larger than 6. It contains 7731 entries, 75.2%
are clusters, 21.2% are AGN, 3.6% are either spurious sources
or secondary matches to simulated objects (∼ 0.9% and 2.7%
respectively, see Fig. 3), and 5% are stars. Our goal is to sin-
gle out a complete and pure cluster sample in terms of observ-
ables, such as properties measured by the eSASS detection algo-
rithm. We focus on two parameters: the source radius and the
extension likelihood. We show the entire source population in
this parameter space in the left-hand panel of Fig. F.1. Clusters
are identified by blue circles, AGN by yellow triangles, stars by
green squares, and spurious sources by red diamonds. Although
most of the sources seem to span the entire srcRAD interval,
only clusters reach very high values larger than 200 arcseconds.
In addition, galaxy clusters populate the high EXT_LIKE end
of this panel. We conclude that a double selection in terms of
source radius and extension likelihood is relevant for future cos-
mological experiments using eROSITA galaxy clusters. We fur-
ther study the population of detected clusters in terms of exten-
sion likelihood, srcRAD and counts in the right-hand panel of
Fig. F.1.

Clusters with a larger amount of counts are detected at higher
values of EXT_LIKE and show a larger srcRAD. This sug-
gests once again how focusing on the top-right corner of this
parameter space, selecting sources with large extension likeli-
hood and source radius, allows one to identify secure clusters
emitting a large number of photons. Such correlation also shows
the impact on clusters selection of srcRAD. In particular, high
count clusters are all located at the high srcRAD end: there
are 255 detections with srcRAD > 200 arcseconds and 250 are
uniquely matched to a cluster. However, objects with less than
100 counts are detected at different values of srcRAD, indicating

Fig. F.1. Distribution of the eSASS sources as a function of srcRAD
and EXT_LIKE. Top panel: entire source catalog for the eRASS1 sim-
ulation in the srcRAD-EXT_LIKE parameter space. Clusters are iden-
tified by blue circles, AGN by yellow triangles, stars by green squares,
and spurious sources plus secondary matches to simulated objects by
red diamonds. Bottom panel: detected clusters color-coded by simulated
counts in the 0.2–2.3 keV band inside R500c.

that this parameter is less relevant in the selection of low count
clusters.
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