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#### Abstract

This study explores which acoustic correlates best distinguish the voicing contrast in Lebanese Arabic, a language with a two-way voicing contrast that occurs with both singleton and geminate stops. The required timing, phonation and articulatory strength settings for each contrast act synergistically in the voiceless set, but it is unclear how the contrasting requirements for voiced geminates are implemented. Twenty adult speakers were recorded producing target words with medial singleton and geminate stops preceded by long and short vowels. Several temporal and non-temporal measures (duration, VOT, percent voicing, f0, F1, intensity, $\mathrm{H} 1^{*}-\mathrm{H} 2^{*}$ ) were taken in the surrounding vowels and in the closure and release phases. Results show that closure duration is the most important cue for distinguishing both voicing and gemination. Active and passive voicing patterns in the closure of voiceless and voiced stops point to [voice] as the main distinctive feature, with [tense] as a secondary feature for voiceless and for geminate stops, with a graded effect. Non-temporal correlates show geminates to have increased tension and creak. Crucially though, voicing is still active in voiced geminates, and release properties have more in common with lenis than fortis languages, leading to a complex profile for this marked category of sounds.


© 2018 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http:// creativecommons.org/licenses/by/4.0/).

## 1. Introduction

Voicing and gemination have had a parallel history in terms of the debates around their phonological representation and the gradual untangling of their varied phonetic manifestations, especially with the advance of acoustic and articulatory techniques. One key factor contributing to the difficulty in providing a comprehensive or unified account for each of these terms is that the contrasts embedded in them are based on a complex web of articulatory timing, muscular effort and aerodynamic control; the primacy of each as well as the interplay between them varies within and across languages. In terms of voicing in stops, the timing of vocal fold vibration during a stop's closure phase and release have proven key for distinguishing

[^0]Voiced and Voiceless ${ }^{1}$ stops in many languages, leading Voice Onset Time (VOT) to be adopted in countless studies as the main correlate for the voicing contrast in many languages (see Abramson \& Whalen, 2017 for a review). In some languages, however, VOT cannot be used as the sole cue for voicing distinction, especially in cases where the voicing contrast is based on 3- or a 4-way contrast (e.g., Kim, Beddor, \& Horrocks, 2002; Lisker \& Abramson, 1964; Shimizu, 1996). In terms of gemination in stops, closure duration has been shown to play a major role in distinguishing singleton and geminate stops in many languages (Al-Tamimi \& Khattab, 2011, 2015; Arvaniti \& Tserdanelis, 2000; Esposito \& DiBenedetto, 1999; Ham, 2001; Hassan, 2002; Khattab \& Al-Tamimi, 2008, 2014; Podesva, 2000; Ridouane, 2010; Tserdanelis \& Arvaniti, 2001). In other

[^1]languages, however, there is disagreement over whether the singleton-geminate contrast is based on duration or articulatory strength, especially in initial position where closure duration may be masked; this has led researchers like Louali \& Puech (1994) and Ouakrim (2003) to argue for a tense contrast as a phonological feature for Tashlhiyt Berber while Ridouane (2010, for Tashlhiyt Berber) and Abramson (1986, for Pattani Malay) argued for a durational contrast even in initial position.

The primary lexical contrast in each of voicing and gemination is therefore not necessarily based on the surface value of the labels, i.e. actual presence or absence of voicing in the first, and actual lengthening or shortening in the second, but may be driven by other aspects of their production and may vary widely from one prosodic context to the next. This has led to several models of representation of glottal and supraglottal activities involved in their production, and of timing, which plays a key role in both (e.g., Ham, 2001; Jansen, 2004; Keating, 1984; Kohler, 1984; Lisker \& Abramson, 1964). Some models emphasise the role of articulatory strength over timing in the representation of each of voicing and gemination (e.g. [ $\pm$ tense] or [fortis]/ [lenis]), which creates a conundrum when looking at consonants that are both Voiced and geminate. Voiced stops are typically described as having lax or lenis properties, and often undergo shortening in 'true voice' languages in order to maintain voicing (Jansen, 2004; Jessen, 2001; Kohler, 1984). Geminate stops are typically described as having tense or fortis properties, and have closure durations that are typically between 1.5 to 3 times as long as their singleton counterparts (e.g., Aoyama, 2002; Ham, 2001; Ladefoged \& Maddieson, 1996; Ridouane, 2007; Westbury and Keating, 1986). This puts the fortis/lenis properties at odds with each other in Voiced geminates and raises a question regarding both their phonological representation and phonetic implementation.

In this study we look at the benefit of exploring the patterns of stop voicing in Lebanese Arabic (LA), a language with both a voicing and a geminate contrast. The aim is to explore how phonation, timing and articulatory strength interact in the realisation of Voiced geminates, which present a sub-optimal environment for voicing production due to their required length and tense setting. We first provide a brief overview of phonetic and phonological aspects of the voicing contrast across languages, followed by a description of voicing in geminates. We then move on to the main study, which looks at durational and nondurational correlates in the production of each of voicing and gemination contrasts in medial position in LA. In terms of duration, we explore how the timing requirements for the [voice] feature interact with those of the [long] feature required for geminates, and their implication for a VOT measure. In terms of non-durational correlates, we look at how the phonetic implementations of fortis/lenis features in voicing interact with those of tense/lax features in gemination and consider their implications for the implementation of Voiced geminates. In doing so, we explore how conflicting timing requirements are met for each of the lenis feature that is typically associated with Voiced stops and the tense feature that is typically associated with geminates.

### 1.1. Voicing contrast across languages

Languages which display a two-way phonological voicing contrast typically fall into one of two main groups, voicing or
aspirating languages, depending on how the contrast is implemented in terms of the timing of voicing in relation to supraglottal events (e.g., Abramson \& Whalen, 2017; Beckman, Jessen, \& Ringen, 2013; Butcher, 2004; Jessen, 2001; Jessen \& Ringen, 2002; Lisker \& Abramson, 1964; Ohala, 1997). Voiced stops in voicing languages generally show voicing lead, i.e. vocal fold vibration in their closure duration, while Voiceless stops are typically voiceless unaspirated; aspirating languages, on the other hand, typically show similar voiceless patterns in their closure duration for their Voiced stops as is found for Voiceless stops in true voicing languages, while their Voiceless stops are aspirated. The small body of research that exists on voicing patterns in Arabic suggests that the patterns are typical of what is described for true voicing languages (e.g., Al-Ani, 1970; Khattab, 2002; Kulikov, 2016; Yeni-Komshian, Caramazza, \& Preston, 1977). The preponderance of languages with patterns that can be divided into one or the other group above led Lisker and Abramson (1964) to establish a classic typology for the voicing contrast in word-initial stops based on VOT as the main acoustic correlate. The three categories (prevoiced, voiceless unaspirated, and voiceless aspirated) were deemed to be sufficient for distinguishing the contrast in the majority of languages. For instance, the majority of Germanic languages contrast voiceless unaspirated with voiceless aspirated stops; on the other hand a large proportion of Romance languages contrast prevoiced with voiceless unaspirated stops (Abramson \& Whalen, 2017; Butcher, 2004; Cho \& Ladefoged, 1999). This has led researchers to argue for the feature [voice] as representing the laryngeal contrast for both true voice and aspirating languages (e.g., Keating, 1984; Kingston \& Diehl, 1994, 1995; Wetzels \& Mascaró, 2001).

The distinction is not, however, always clear-cut. For instance, researchers on aspirating languages like English have found prevoicing alongside voiceless unaspiration in Voiced stops (e.g., Davidson, 2016 for American English; Docherty, 1992 for British English; Lisker \& Abramson, 1964 for American English). Equally, studies on voicing languages like Arabic have found only partial prevoicing in some Voiced stops and aspiration in Voiceless stops (e.g., Flege \& Port, 1981, for Saudi Arabic; Kulikov, 2016, for Qatari Arabic). And while the patterns of voicing and aspiration have mainly been looked at in absolute initial position, these patterns are more complex in sentence- or word-medial position, with some aspirating languages showing evidence of passive voicing for Voiced stops which are meant to be phonetically voiceless (Beckman et al., 2013; Deterding \& Nolan, 2007; Jessen, 1998, 2001; Kohler, 1984). Crucially though, these patterns of passive voicing have been found to be qualitatively different from active voicing. For instance, while passive voicing in intervocalic lenis (Voiced) stops in German shows voicing amplitude which gradually decreases, active voicing in Russian intervocalic Voiced stops does not show this amplitude drop (Ringen \& Kulikov, 2012). Jansen (2004) further notes that there is a difference between the fortis (Voiceless) stops in voicing languages and lenis (Voiced) stops in aspirating languages, with the former never exhibiting passive voicing. This led some researchers to argue that the [voice] feature alone is not sufficient to describe the voicing contrast in all languages (e.g., Keating, 1984; Kingston \& Diehl, 1994, 1995; Kohler,
1984); others suggested [spread glottis] as more suitable for the description of the laryngeal contrast for stops in aspirating languages (Beckman et al., 2013; Harris, 1994; Honeybone, 2005; Iverson \& Salmons, 1995; Jansen, 2004; Jessen \& Ringen, 2002). This allows a focus not only on the timing of voicing, but also on how languages differ in the tension applied to glottal and supraglottal events during stops production.

Beckman et al. (2013) argue that laryngeal features are privative rather than binary, i.e. that they are defined by the presence or absence of a gesture, rather than both values of a feature having equal status. This allows the separation between a language like Russian where [voice] contrasts with [Ø] (where [Ø] refers to no laryngeal specification), in which [voice] will show active voicing in medial position, with a language like English or German where [spread glottis] contrasts with [Ø] (voiceless aspiration vs. no laryngeal specification), where [Ø] may show passive voicing in medial position. Beckman, et al. (2013) go further to suggest that more than one of these laryngeal features may be needed to describe voicing patterns in languages with seemingly similar laryngeal contrasts, and that different languages can assign different numerical values to these features (e.g. 1-9, whereby 1 is inactive and 9 is highly active) depending on how their stops pattern in different prosodic contexts. They give the example of Icelandic and German, which both contrast [spread glottis] with [Ø], but whereby the lenis (Voiced) stops show passive voicing in German but never in Icelandic. Icelandic lenis stops were found to be produced with slight active glottal spreading, requiring an assignment of a higher numerical feature to their laryngeal feature than their German counterpart ([5sg] [Øvoice] for Icelandic and [1sg] [Øvoice] for German).

Passive devoicing is also typically observed in the closure phase of a phonetically voiced stop due to the increased supraglottal air pressure during the constriction, which affects the transglottic pressure needed to maintain voicing by equalising pressure between the supraglottal and glottal cavities (Jaeger, 1978; Jansen, 2004; Westbury, 1983). Voicing in stops is therefore hard to maintain, which could lead to their devoicing over time or to shortening in order to approximate the closure duration to the time it takes for pressure drop at the glottis. One consequence is that Voiced stops are rarer than Voiceless ones and more typically devoiced across languages (Blevins, 2004; Jaeger, 1978; Kohler, 1984; Westbury, 1983), unless speakers adopt particular strategies to keep the conditions optimal for voicing. This includes lowering the larynx, advancing the tongue root or raising the tongue and the soft palate in order to actively increase the size of their pharyngeal cavity (Halle \& Stevens, 1971; Jansen, 2004; Kohler, 1984; Perkell, 1971; Solé, 2009; Stevens, 1998; Westbury, 1983).

The strategies for active voicing above highlight supralaryngeal aspects of the voicing contrast and their contribution to the timing of voicing. For instance, Kohler (1984) sees the voicing contrast as more aptly based on the [ $\pm$ fortis], and stresses the role of co-ordinating the oral, glottal, and velopharyngeal valves in the production of fortis and lenis consonants. Differences between fortis and lenis consonants are evident at each of these valves, with both temporal and non-temporal consequences. In terms of the oral valve, a narrower and tighter constriction is formed faster in the oral cavity for fortis than lenis consonants, with repercussions for preceding vowel duration
and quality. A faster movement of the velopharyngeal valve is evident too, with tighter blocking of the nasal cavity. At the glottis, there is tightening, or abduction of the vocal folds compared with slackening and abduction for lenis consonants. The combination of these features leads to fortis (Voiceless) stops being more auditorily salient because they have higher intensity at certain places in the acoustic signal. This energy typically decays at the approach to the closure of the stop and builds up towards the release, and tends to be more abrupt. Jessen (2001, p. 244), and reference therein) presents a similar account based on a [+voice] and [+tense] distinction. According to his auditory model, a [+tense] stop will show a longer closure phase, a longer release phase, a shorter preceding vowel and longer following vowel, increased f0 and F1 frequencies and a higher $\mathrm{H} 1-\mathrm{H} 2$ amplitude difference. The latter is due to breathiness resulting from vocal fold stiffness or a larger glottal opening gesture, though creak/laryngealisation can also lead to lower H1-H2 (Garellek, 2012; Hanson, Stevens, Kuo, Chen, \& Slifka, 2001; Jessen, 2001; Keating, Garellek, \& Kreiman, 2015; Klatt \& Klatt, 1990; Kuang \& Keating, 2012). On the other hand, a [+voice] stop will display a shorter closure phase, longer preceding and following vowel durations, lowered f0 and F1 frequencies at the onset of the following vowel, with lowered $\mathrm{H} 1-\mathrm{H} 2$ amplitude (unless the stops are breathy voiced) (Castleman \& Diehl, 1996; Kingston \& Diehl, 1995; Kingston, Diehl, Kirk, \& Castleman, 2008).

In sum, due to the voicing contrast being based on much more than phonation, it is perhaps not surprising then that phonological representations of voicing which are based on the [ $\pm$ voice] feature have been contested, and features such as [fortis], [lenis] and [spread glottis], which better represent the contrast in some languages, have been suggested (Chomsky \& Halle, 1968; Kohler, 1984; Wetzels \& Mascaró, 2001). Both the binary aspect and the label have been contested where they proved inadequate in describing the phonetic basis of the phonological contrasts embedded in them (Beckman et al., 2013; Harris, 1994; Honeybone, 2005; Iverson \& Salmons, 1995; Jessen \& Ringen, 2002). In Section 1.2 we draw a parallel between this and the temporal and non-temporal aspects of the geminate contrast.

### 1.2. Voicing in geminate consonants

Languages with geminates have a contrast between phonologically short and long consonants. Just like early usage of the feature [ $\pm$ voice] in the representation of the voicing contrast, early phonological representations have used [ $\pm$ long] as the distinctive feature between singleton and geminates (Chomsky \& Halle, 1968). As was discussed for voicing, however, both the phonology and the phonetic implementation are richer and more varied. In terms of phonetic implementation, consonant duration has proven to be the major cue for gemination in a large proportion of languages (Al-Tamimi \& Khattab, 2011, 2015, Arvaniti, 1999, 2001; Arvaniti \& Tserdanelis, 2000; Blevins, 2004; Ham, 2001; Hassan, 2002; Khattab \& Al-Tamimi, 2008, 2014; Lahiri \& Hankamer, 1988; Local \& Simpson, 1999; Payne, 2005, 2006; Tserdanelis \& Arvaniti, 2001). Temporal properties of the surrounding vowels have been found to act as a secondary correlate to the voicing contrast, with preceding vowels typically shorter before geminate
than singleton consonants, but with language-specific differences in the extent and the direction of the change (AlTamimi \& Khattab, 2011, 2015; Cohn, Ham, \& Podesva, 1999; Esposito \& DiBenedetto, 1999; Ham, 2001; Hassan, 2002; Homma, 1981; Khattab \& Al-Tamimi, 2008, 2014; Lahiri \& Hankamer, 1988). In fact, some languages like Japanese have been found to lengthen vowels before geminates (e.g., Kawahara, 2015; Kingston, Kawahara, Chambless, Masha, \& Brenner-Alsopa, 2009).

Non-temporal manifestations have also been reported in a variety of studies. These include spectral properties of the preceding and/or following vowels (e.g., increased intensity and lowered f0 and F1 frequencies at the onset of the following vowel, but increased f0 and lower F1 frequencies at the offset of the preceding vowel, as well as decreased $\mathrm{H} 1-\mathrm{H} 2$ amplitude difference, as seen in our previous results on fricatives, (e.g., Al-Tamimi \& Khattab, 2011, 2015; also see, Arvaniti \& Tserdanelis, 2000; Esposito and DiBenedetto, 1999; Idemaru \& Guion, 2008; Lahiri \& Hankamer, 1988; Local \& Simpson, 1988, 1999, Payne, 2005, 2006; Ridouane, 2007; Tserdanelis \& Arvaniti, 2001). These manifestations suggest a tense/lax distinction that is thought to enhance the perceptual distance between singletons and geminates, but that is also argued to act as a primary correlate in some languages (e.g., Louali \& Puech, 1994; Ouakrim, 2003).

When looking at voicing in geminates, some of the tense features described for geminates above may clash with the lenis features required for voicing. The longer duration in these stops leads to increased air pressure behind the place of articulation, often resulting in a "stronger" type of production (Catford, 1977; Jaeger, 1983). The long closure phase is also expected to favour devoicing, and or even complete voicelessness due to equalisation of air pressure in the supra- and sub-glottal cavities, leading to voicing cessation. This is referred to as the Aerodynamic Voicing Constraint (AVC) (Ohala, 1997, pp. 93-94). According to this constraint, and in order to maintain voicing, a speaker will need to voluntarily use an active voicing strategy by employing some of the alternative strategies described in Section 1.1 (e.g., Jansen, 2004; Kohler, 1984; Solé, 2009; Westbury, 1983). Similarly, vowels preceding Voiced stops are typically longer and have lower f0 offset and intensity, so this may clash with the typical shortening and f0 raising seen in a geminate environment; these effects may also apply in following vowels especially in iambic contexts.

It is therefore not surprising that Voiced geminates are considered marked (Blevins, 2004; Hayes and Steriade, 2004; Ohala, 1983; Westbury \& Keating, 1986), and that they are rarer compared with their Voiceless counterparts. One of the few studies to have looked at voicing in languages with contrastive voicing and gemination is by Butcher (2004), who explored voicing in intervocalic bilabial stops in Italian (amongst other languages). Acoustic measures of the closure duration were taken and intraoral pressure was measured using a 2 mm plastic catheter inserted between the lips of the speakers. One interesting finding was that the closure duration for fortis (Voiceless) stops was significantly different from that of the lenis (Voiced) for only the singleton pair, perhaps showing the primacy of closure lengthening in the geminate pair. In terms of pressure differential, fortis stops had higher intraoral pressure than lenis stops for both singleton
and geminate pairs, with a more pronounced difference for the geminate pair. The singleton fortis-lenis pair therefore differed in duration and peak pressure, while the geminate fortis-lenis pair differed mainly in pressure.

Jessen (2001, p. 270) described gemination as a phonologisation of the [+tense] feature through the lengthened closure phase. But under this proposition, it is still not clear how Voiced geminates survive as [lenis] and [tense]. As Butcher's study above showed, they can have lower intraoral pressure than their fortis counterparts, but a similar duration. If the longer closure phase prohibits maintaining voicing for a long time, a stronger degree of devoicing is expected. If the proportion of voicing in the closure phase, on the other hand is not different from that of the singleton, then speakers must be actively using some strategies to allow them to maintain voicing, such as shortening the closure phase, marking voicing at the boundaries of the stop, etc. (e.g., Castleman \& Diehl, 1996). We still do not fully understand the temporal and non-temporal properties that make up these marked sounds, or how they pattern cross-linguistically.

### 1.3. The aim of this study

This paper reports on the acoustic correlates of the voicing contrast in singleton and geminate stops in LA in medial position. A focus on a voicing language allows us to investigate how speakers maintain voicing, especially in phonologically long consonants. A focus on medial position allows us to look at active and passive voicing patterns and refine our analysis of the laryngeal specifications that best describe the LA voicing contrast. A focus on gemination allows us to explore how voicing patterns interact with the phonetic implementations of phonological length, which not only include durational contrast, but also differences in phonation and articulatory force. In this respect, this is the first study on Arabic to look at the phonetic implementation of four categories crossing voicing and gemination and to combine temporal and non-temporal acoustic correlates of the voicing contrast. Specifically, we aim to evaluate the degree of (dis)similarity between geminates and fortis/tense consonants in terms of the effects of the longer closure phase on the degree of (de)voicing and the consequences for the other acoustic correlates investigated here. If geminates are truly fortis/tense, we would observe the same effects on the acoustic correlates, mainly longer closure and release phases, shorter V1 and longer V2 durations, more devoicing in the closure phase (potentially affecting VOT patterns for the Voiced category), higher f0 and higher F1 at the offset of V1 or onset of V2 (depending on stress patterns), and increased $\mathrm{H} 1-\mathrm{H} 2$ amplitude difference. However, previous results for geminates (e.g., Al-Tamimi \& Khattab, 2011, 2015; Arvaniti \& Tserdanelis, 2000; Idemaru \& Guion, 2008; Ridouane, 2007) point to opposing results for f0, F1 and $\mathrm{H} 1-\mathrm{H} 2$ effects, especially in V 2 . Moreover, many of these patterns clash with what is expected for Voiced or lenis consonants, making it hard to predict patterns for Voiced geminate. If geminates in LA do not exhibit the same patterns as fortis/tense stops, differences would be observed in relation to the relevant acoustic correlates which could potentially enable us to separate aspects of the fortis-lenis distinction that are mainly due to laryngeal activity from ones that are manifestations of supra-laryngeal events.

## 2. Experimental/Materials and methods

### 2.1. Speakers and corpus

Twenty Lebanese speakers (ten males) aged between 18 and 40 and with no reported history of speech and/or language disorders were recruited from Beirut. They all spoke the Greater Beirut dialect and were university-educated. Due to the multilingual nature of Lebanon, they were all exposed to English and French and knew Modern Standard Arabic through education. Participants were instructed to produce a list of real words ( $n=410$ ) that fit into one of the following syllable structures: 'CVCVC (e.g. /' Yadad/ "number"), 'CV:CVC (e.g. /'Ya:ded/ "counting"), 'CVC:VC (e.g. /'Yad:ad/ "he enumerated"), 'CV:C:VC (e.g. /'Ya:d:e(h)/ "having counted") and CV'C:V:C (e.g. /fa'd:e:d/ "counter"). We aimed to obtain a representative type of contrasts available in Arabic. The first four syllable structures are trochaic and allow for a four-way durational contrast available in (LA), with both short and long vowels preceding the singleton and geminate consonants; the last one is iambic and shows a pattern of a stressed geminate with a following long vowel. All consonants in LA in both singleton and geminate contexts (C/C: hereafter) were produced, but here we focus only on stops ( 98 words per speaker): /b, t, $\mathrm{t}^{\mathrm{\varsigma}}, \mathrm{~d}, \mathrm{~d}^{〔}, \mathrm{k} /$.

Near minimal-pair sets were used with the medial C/C: being one of the stops above, with preceding and following target vowels being /a/ or /a:/ (with /a:/ being frequently realised as [e:] or [ $\varepsilon$ :] due to Imāla; Nasr, 1960). Given the length of the full corpus (wordlist alongside spontaneous speech, which is not presented here), we did not elicit repetitions for each word but there were two or three examples for each consonant in a given context. Similarly, we did not use a carrier sentence, but with the target sounds in word medial position this did not affect the measurements of any of the stops phases. Recording sessions lasted around one hour per speaker. Randomisation and fillers ( $n=40$ ) were included and we used the Modern Standard Arabic script without vowelisation and presented the words in their dialectal form. The participants were asked to produce the words in their own variety and in an informal style at a steady rate. The speech material was recorded in a quiet room, using an R9 solid-state recorder with a SONY MS957 Uni-directional Stereo Electret Condenser microphone (frequency response $50-18000 \mathrm{~Hz}$ ), and digitised at 44.1 kHz , in mono channel and 16-bit quantisation.

### 2.2. Semi-automatic segmentation of the data

The corpus was semi-automatically segmented into C (onsonant) and V (owel) intervals using the package STK (Pellegrino \& André-Obrecht, 2000). These intervals with their timestamps were transferred into TextGrid and used in Praat (Boersma \& Weenink, 2009) for additional data processing. A total of 1960 words were elicited. 171 tokens were discarded due to noise or technical error, leaving a total of 1793 words for subsequent analyses. Auditory transcription of all words and manual acoustic correction of the boundaries created by the semi-automatic system were done by the first author, with the data being rechecked by first and second authors for accuracy. The following criteria were used in positioning the boundaries between segments/portions (Fig. 1):


Fig. 1. Segmentation of the word/fa:d:e(h)/ "having counted" produced by a female speaker, with the full word (in a) and the Burst/Aspiration portion (in b). The following are seen in both: wideband spectrogram, and segmentation into $C, V, R, B$ and $A$ (consonant, vowel, release, burst and aspiration, respectively, tier CV), points of measurements (tier points). In (a), a narrowband spectrogram and boundaries for the voiced and unvoiced frames (V and U, respectively) are shown. See text for more details.

1. Vowel Onset/Offset was determined using any rise/fall in amplitude from previous/following consonant and the appearance of a homogenous F1-F4 formant structure. We did not use the first glottal cycle's appearance in order to ensure consistency across manners of articulation (Fig. 1a, tier CV, symbols V : and V ). In the case of words ending with a vowel, a separate boundary was drawn to signal any voiceless portion after the end of the second vowel (Fig. 1a, tier CV, and symbol (C)) as these portions do not seem to contribute to the perception of vowel duration (see Nakai, Kunnari, Turk, Suomi, \& Ylitalo, 2009).
2. The medial stop was segmented into various portions (Fig. 1a and b)
a. Closure phase (Fig. 1a, tier CV, symbol C): the onset was determined as the end of the preceding vowel. Any portion of weak formant or voicing lead into the closure phase were included in the medial stop. The offset of the closure phase was decided as the onset of a visible burst indicating the release of the stop.
b. Release phase (Fig. 1a, tier CV, symbol R): the onset was determined as the first visible burst and the offset as the onset of the following vowel ${ }^{2}$. The Release phase was taken as our positive VOT measure (see Section 2.3.3). This portion was then segmented into two intervals for a more fine-grained analysis of the release properties as a function of place, voicing and gemination:
i. Burst (Fig. 1b, tier CV, symbol B): its onset was determined as the first visible burst and its end as the last visible burst that is separated by less than 5 ms from its previous burst.
ii. Aspiration (Fig. 1b, tier CV, symbol A): its onset was determined as the last visible burst and its offset as the beginning of the onset of the following vowel. This included any parts of frication after the "burst".

### 2.3. Acoustic analyses

Multiple acoustic correlates were automatically obtained using a Praat script designed by the first author and adapted from Al-Tamimi (2017) and Al-Tamimi \& Khattab (2015). Below

[^2]Table 1
Summary of acoustic correlates per category of sounds.

| Medial consonant | Closure phase | Release phase | Preceding vowel | Following vowel |
| :---: | :---: | :---: | :---: | :---: |
| VOT | Duration | Duration | Duration | Duration |
|  | \%Voicing | Duration (burst) | Intensity Offset | Intensity Onset |
|  |  | Duration (Asp) | F0 Offset | F0 Onset |
|  |  | \%Voicing | F1 Offset | F1 Onset |
|  |  | Intensity Onset | $H 1^{*}-H 2^{*}$ Offset | $H 1^{*}-H 2^{*}$ Onset |
|  |  | Intensity Offset |  |  |

we describe the acoustic correlates chosen in this study for their demonstrated role in both voicing and gemination contrasts. A total of 19 acoustic temporal and non-temporal correlates were used (see Table 1 for a summary). Before performing any of the analyses summarised below (see Sections 2.3.2-2.3.7), and to reduce errors obtained by the automatic analyses, an accurate estimation of the frame position at the onset/midpoint/offset was done (see Fig. 1a and b, tier Points, 1, 2 and 3 respectively) following the procedure developed in Al-Tamimi $(2004,2007) .{ }^{3}$

### 2.3.1. Adjustment of measurement points

The duration of a complete glottal cycle was estimated based on f0 computation (Section 2.3.5). F0 frames were reanalysed by a cross-correlation PointProcess. This glottal cycle ranged over $8-10 \mathrm{~ms}$ for males and $4-6 \mathrm{~ms}$ for females. The original onset/mid/offset positions were adjusted by up to $2-3 \mathrm{~ms}$, to match the time of maximum intensity occurring within the length of a complete glottal cycle (see Fig. 1a and b, tier Points, positions 1, 2 and 3 for onset, midpoint and offset, respectively). This was done in order to reduce errors in automatic extraction. Durational and voicing measures were reported using the original positions, with all remaining ones using the adjusted positions.

### 2.3.2. Durations (ms)

The duration was obtained from the original onset to the original offset (Fig. 1a and b, tier CV). These were obtained for the closure phase of the medial stop, the preceding and following vowels, the full release phase (Fig. 1a, tier CV, symbol R), and the burst and aspiration phases (Fig. 1b, tier CV, symbols B and A).

### 2.3.3. Voicing patterns (ms and \%)

We developed an automatic procedure ${ }^{4}$ to quantify the degree of voicing/devoicing in medial stops (both closure and release phases) that relied on Praat's voicing detection algorithm. Each sound file was first low-pass filtered at 500 Hz in order to remove any influence of weak formants and f0 estimation was carried out (see Section 2.3.5) with the exception of using cross-correlation. F0 contours estimated using the second pass (see below), were reanalysed with a cross-correlation PointProcess to estimate the length of a complete glottal cycle. We then used Praat's VUV (VoicedUnVoiced) function with an average duration of a complete glottal cycle adapted to each speaker, while the minimum of 20 ms for continuous voiced or unvoiced interval was kept to its default. This procedure created a new TextGrid with the boundaries around Voiced and

[^3]Unvoiced frames ( $V$ and $U$ respectively). We then carried out a manual check of this automatic estimation by low-pass filtering the sound to 2000 Hz and looking at both a narrowband spectrogram ${ }^{5}$ and f0 tracks (Fig. 1a, tier Narrowband and VU). In the example in Fig. 1, there is low frequency activity at the end of the closure phase, but it is too low in amplitude to qualify for a "true" voiced portion.

We then computed two measures of voicing: The (positive and negative) VOT (following Abramson \& Whalen, 2017) and the proportion of voicing in both closure and release phases separately with respect to their duration. In the example shown in Fig. 1a, and following the 50\% voicing threshold, the VOT was -216 ms , with the proportion of voicing in the medial geminate / $\mathrm{d} /$ being $69 \%$ in the closure phase and $0 \%$ in the release phase. While VOT was calculated using the $50 \%$ voicing criteria as suggested in Abramson and Whalen (2017), we also looked at the raw proportion of voicing in each of the closure and release in order to explore whether it offered a more fine-grained distinction between Voiced singleton and geminate stops.

### 2.3.4. Intensity (dB)

The default setting in Praat ( 32 ms Gaussian window, 100 Hz pitch floor, 5 ms time step, and cubic interpolation) were used to obtain the intensity at the offset of the preceding vowel, the onset and offset of the release phase and the onset of the following vowel.

### 2.3.5. Fundamental frequency (Hz)

The fundamental frequency f0 was estimated following the procedure described in Al-Tamimi, (2017) and Al-Tamimi \& Khattab (2015) and used the two-pass method (Hirst, 2011), with the aim to reduce errors in $50{ }^{6}$ computation. The first pass relies on Praat default settings: 5 ms time step, $40-\mathrm{ms}$ Kaiser2 window, floor and ceiling $=75-500 \mathrm{~Hz}$ respectively, and autocorrelation. The pitch contours were obtained for each speaker based on this method. Then the first and third quartiles at $25 \%$ and $75 \%$ respectively were obtained and were then multiplied by a coefficient: 0.75 and 1.5 respectively. The resultant values were then used as the new floor and ceiling in the second pass. With this second pass, the actual f0 computation was done with a 5 ms time step, and a 30 ms effective Gaussian window length. The floor and ceiling values ranged between 75-100 and $120-250$ for males, and between 125-160 and 190-280 for females.

[^4]
### 2.3.6. F1 (Hz)

Formant frequencies of the vowels preceding and following the medial stops were estimated using Praat's default Burg algorithm, with a 25 ms Gaussian window, a 5 ms time step and interpolation. The sound file was automatically downsampled to 10 kHz for males (or 11 kHz for females) through the Burg algorithm as implemented in Praat. A maximum of five formants were requested in the analyses, and a maximum frequency of 5 kHz for male and 5.5 kHz for female speakers. Then we used Praat's track function to correct errors in the automated procedure. Formant frequencies were then checked, and manual correction carried out to prevent errors in automatic extraction (errors constituted less than $5 \%$ of the data). Then the frequencies of the first formant (F1) were obtained at the offset of the preceding vowel and the onset of the following vowel. ${ }^{7}$

### 2.3.7. $H 1^{*}-H 2^{*}(d B)$

Finally, we computed $H 1^{*}-H 2^{*}$ as an acoustic correlate of voice quality. The sound files were first low-pass filtered with an anti-aliasing filter which had a cut-off frequency of 5 kHz for male and 5.5 kHz for female speakers, down-sampled to 10 kHz for male and 11 kHz for female speakers, and preemphasized by a factor of 0.98 . Intervals 40 ms long were defined to estimate spectra of the vowels. For each sound file, one interval was right aligned at the offset of the preceding vowel and another left-aligned at the onset of the following vowel. Then this 40 ms interval was windowed with a Kaiser2 window function. Then from each interval, a 256-point zeropadded DFT spectrum was computed along with the logarithmic power spectral density, with a bin size of 19 Hz . Following Al-Tamimi (2017) and Al-Tamimi \& Khattab (2015), the amplitudes of the first and second harmonics (and of the first and second formants for corrections, see below) were estimated by automatically detecting the highest peaks of a particular harmonic. For $H 1$ and $H 2$, the maximum amplitude was obtained from f0*0.9 to f0*1.1 and from $2^{*} \mathrm{fO} 0.95$ to 2*f0*1.05 respectively. Following the recommendations of Iseli, Shue, \& Alwan (2007), we estimated the bandwidths based on Hawks \& Miller (1995)'s formula. Then, the amplitudes of the harmonics closest to the first two formants were obtained in the region from F1 $-0.5^{*}$ Bandwidth1 to F1 $+0.5^{*}$ Bandwidth1 for A1 and F2 - 0.5*Bandwidth2 to F2 $+0.5^{*}$ Bandwidth2 for A2. The automatic detection was manually checked to prevent errors (through visual inspection of the spectra and automatically obtaining the amplitudes with Praat's built-in functions). Then the normalisation procedure as developed by Iseli et al. (2007) was implemented in our Praat script to obtain the corrected amplitudes of these harmonics. Both H 1 and H 2 were corrected for the boosting effects of both F1 and F2. Amplitude differences were obtained by subtracting $H 2^{*}$ from $H 1^{*}$ ("H1*-H2") at the offset of the preceding vowel and onset of the following vowel.

[^5]
### 2.4. Statistical analyses

The acoustic correlates summarised above yielded a total of 34,067 measurement points (medial consonant VOT $=1793$, closure phase $=3586$, release phase $=10758$, preceding vowel = 8965 and following vowel = 8965). We adopted a predictive modelling approach (Baguley, 2012; Hastie, Tibshirani, \& Friedman, 2009; James, Witten, \& Hastie, 2013; Kuhn \& Johnson, 2013) to evaluate the degree to which the combination of these correlates can provide a meaningful insight into the voicing contrast in the singleton and geminate stops in LA. To achieve that, the data were first statistically analysed via a confirmatory Linear Mixed Effects Modelling followed by Random Forests as a classification technique. All statistical analyses were performed using the statistical software $R$ version 3.5.0 (Microsoft R Open, R Core Team, 2018).

### 2.4.1. Linear Mixed Effects Modelling

Linear Mixed Effects Modelling (LMM) were applied using the package lme 4 (version 1.1-14, Bates, Mächler, Bolker, \& Walker, 2015) with each acoustic correlate as the outcome and the following factors as predictors: voicing (Voiceless, Voiced); consonant type (singleton, geminate); sex (male, female); length of V1 (short, long); syllable type (trochaic, iambic); and place of articulation (bilabial, alveolar, pharyngealised, velar). A crossed-random effects structure for speakers and items was used (Baayen, Davidson, \& Bates, 2008). Following a maximal specification model (Barr, Levy, Scheepers, \& Tily, 2013), by-speaker random slopes were used for: voicing, consonant type, V1 length, syllable type, and place of articulation; these improved the model fit compared to a model without random slopes. We used contrast coding on all fixed effects by centring them to values between -0.5 and 0.5 to allow for a meaningful interpretation of the coefficients (Schielzeth, 2010; Schielzeth \& Forstmeier, 2009). Multiway interactions did not improve the model fit for all models ( $p>0.05$ ), thus main effects models were used here: the results obtained are generalisable over and above all interactions due to contrast coding. Given the way in which LMMs work, it was not necessary to normalise the data between speakers for fO or F1 frequencies to allow for the predictor "sex" to be modelled appropriately. Below, we will present the graphical results based on the predicted (or fitted) values for each outcome that are adjusted by the statistical model (using the predict function in lme4). All figures in the following section (Figs. 2-8) were generated using the predicted values from each LMM; these were created using the package ggplot2 (version 2.2.1, Wickham, 2009) and the package gridExtra (version 2.3, Auguie, 2016). We then report the means and standard deviations (SDs) in a four-way contrast (Voiceless singleton, Voiced singleton, Voiceless geminate, Voiced geminate) and provide a pairwise comparison on the predicted (or fitted) values using pairwise-t-test in R. The pairwise comparisons were corrected for multiple comparisons using the False Discovery Rate (FDR) alpha correction.

### 2.4.2. Random Forests via conditional Inference trees

After exploring the relationship of predictors on separate acoustic correlates, we used Random Forests as a predictive
model that allows the combination of predictors to work together, either as main effects or in interaction, to explain the patterns in the data (Hastie et al., 2009; James et al., 2013; Kuhn \& Johnson, 2013). Random Forests are used in sociolinguistic research (Tagliamonte \& Baayen, 2012), in acoustic cue weighting in perception (Baumann \& Winter, 2018; Brown, Winter, Idemaru, \& Grawunder, 2014), and on multiplicity of correlates in pharyngealisation (Al-Tamimi, 2017).

We used Random Forests grown via Conditional Inference Trees as they guard against biases introduced by the original implementation that favoured predictors with multiple cutpoints and categories, and overestimated variable importance for correlated data (Strobl, Boulesteix, Kneib, Augustin, \& Zeileis, 2008; Strobl, Boulesteix, Zeileis, \& Hothorn, 2007). Subsampling without replacement provides an unbiased selection process (Strobl, Malley, \& Tutz, 2009), and conditional permutations of predictors allow for a controlled evaluation of the importance of variables in classification and/or regression after taking into account their correlations and interactions (Strobl et al., 2009; Tagliamonte \& Baayen, 2012).

We used the function cforest from the package party package (version 1.2-3, Hothorn, Hornik, \& Zeileis, 2006; Strobl, et al., 2008; Strobl, et al., 2007) to grow the forests on the combined predictors, with the recommended cforest_unbiased control and mtry adapted to each forest. The predictors were all z-scored to a mean of 0 and a standard deviation of 1 to normalise for the magnitude of the differences in their scales and to put all predictors on the same level. Following the procedure proposed by Oshiro, Perez and Baranauskas (2012), and implemented in our previous work (Al-Tamimi, 2017), we tuned the number of trees needed to grow a forest with the highest predictive accuracy by growing 15 random forests with ntree from 100 to 1500 trees in 100 trees increment ${ }^{8}$ and evaluating the predictive accuracy via an AUC (for Area Under the Curve) based comparison using the package pROC (version 1.10-0, Robin, et al., 2011). A nonparametric $Z$ test of significance on correlated ROC curves was carried out using the function roc.test (following DeLong, DeLong, \& Clarke-Pearson, 1988). In the end 500 trees for model A, 500 trees for model B and 600 trees for model C (see below) were enough to grow forests that had the highest predictive accuracy.

To grow the forests, we divided the dataset into a training set $(66.6 \%$ of the data) and a testing set ( $33.3 \%$ of the data). We then trained three Random Forests. The outcome had a four-way level: Voiceless singleton vs Voiced singleton vs Voiceless geminate vs Voiced geminate and either the full 19 predictors (Model A), 18 predictors without the closure phase (Model B) or 17 predictors without the closure phase or the VOT (Model C). The aim of these three models were to assess which predictor(s) are most predictive of the four-way contrast and what each of the closure phase, VOT and additional correlates are contributing to the contrast (see Section 1.2). Once the three forests were trained, we used the function predict (and the specifying $00 B=$ TRUE for cross-validation.) to predict the outcomes using the testing set. We then calculated the percent correct classification based on a confusion matrix of the

[^6]classification results. Following this, we estimated the importance score of each predictor (using varimp) and used conditional permutation tests (by specifying conditional = TRUE). These conditional permutations create a comparison grid that includes all predictors and performs a conditional comparison, comparable to that in a regression analysis. The variable importance results are representative of the true contribution of each predictor after taking into account correlations and interactions. The figures were generated with ggplot2 (version 2.2.1, Wickham, 2009) and the gridExtra (version 2.3, Auguie, 2016).

## 3. Results

We first look at the LMM results for each of the acoustic correlates (Section 3.1) then the classification results obtained via Random Forests (Section 3.2). The full results of both sections are also available in the supplementary material available here: https://jalalal-tamimi.github.io/R-Voicing-Gemination-VOT/.

### 3.1. LMM results

In the following sections, we evaluate the effect of voicing, i.e., Voiced vs Voiceless in the singleton vs geminate contexts. All models improved the model fit except for $H 1^{*}-H 2^{*}$ at the offset of the preceding vowel (for model comparison results, see supplementary material online). The full statistical results of the optimal models are presented in Appendix A.

### 3.1.1. Durations (ms)

Duration (ms) results are divided into two parts: 1) preceding vowel (V1), the closure phase (C2) and the following vowel (V2) and 2) the release phase (Rel), as well as the burst phase (Burst) and the aspiration phase (Asp) within it. Results for the former group are presented in Fig. 2, whereas those for the latter are in Fig. 3. As a reminder here and throughout, when the results of the preceding or following vowel are presented, they refer to both short and long preceding vowel (due to differences in syllable structures). This was done to generalise the results, although the statistical results presented in Appendix A are already adjusted for the effects of vowel length and syllable type differences.

Starting with the first group, voicing state affected vowel and consonant durations in opposing manners (see Fig. 2, Table 2 and Appendix A). Within V1, there is an overall statistically significant increase by an average of $24 \mathrm{~ms}(p<0.0001)$ in the Voiced compared to the Voiceless context in both singleton and geminate environments. Within geminates vs singletons, the former displayed a statistically significant decrease in V1 duration by an average of 32 ms ( $p<0.0001$ ). Moving on to the $C D$, the pattern is reversed, with a statistically significant decrease by an average of 18 ms in CD $(p<0.0001)$ in the Voiced compared to the Voiceless stops. Within geminates vs singletons, the former showed a statistically significant increase in CD by an average of $98 \mathrm{~ms}(p<0.0001)$. Finally, with respect to V2 duration, and within Voiced vs Voiceless contexts, there was only a tendency for an increase in V2 duration in the Singleton Voiced compared with the Voiceless context ( $p=0.055$ ). However, within geminates vs singletons, the

 Voiceless vs Voiced contexts in the singleton (top) vs geminate (bottom) contexts. The dashed horizontal line in each box represents the mean.

Table 2
 the release phase (Rel), the Burst phase (B) and the aspiration phase (Asp).

|  | Voiceless Singleton |  | Voiced Singleton |  | Voiceless Geminate |  | Voiced Geminate |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| V1 | 97.91 | 43.42 | 123.25 | 49.01 | 67.10 | 32.53 | 89.60 | 42.91 |
| CD | 87.57 | 10.75 | 67.97 | 8.98 | 184.13 | 22.59 | 167.57 | 20.84 |
| V2 | 125.17 | 29.57 | 131.70 | 30.93 | 176.08 | 55.19 | 178.42 | 52.78 |
| Rel | 28.62 | 9.44 | 11.90 | 4.84 | 25.06 | 8.97 | 13.96 | 4.59 |
| B | 8.83 | 2.67 | 5.03 | 1.12 | 9.79 | 2.69 | 6.12 | 1.16 |
| Asp | 19.97 | 7.91 | 7.89 | 3.74 | 15.40 | 7.35 | 7.96 | 3.67 |

former displayed a statistically significant increase by an average of 49 ms in V2 ( $p<0.0001$ ).

The duration results presented so far show the combined effect of voicing and gemination, with V1 showing the increased duration following Voiced stops and the shortening
effect following geminates. Voiced geminates show that combined effect too, with shorter closures than singleton counterparts but voicing effects remaining clear in V1 duration.

Moving on to the second group, Fig. 3 (and Table 2) shows voicing as having a major impact on the duration of the

 the singleton (top) vs geminate (bottom) contexts. The dashed horizontal line in each box represents the mean.

 Voiceless vs Voiced contexts in the singleton (top) vs geminate (bottom) contexts. The dashed horizontal line in each box represents the mean.

Table 3
 and in the release phase (Rel).

|  | Voiceless Singleton |  | Voiced Singleton |  | Voiceless Geminate |  | Voiced Geminate |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| VOT | 8.70 | 23.26 | -67.04 | 11.91 | 5.31 | 29.69 | -140.65 | 28.61 |
| CD | 34.35\% | 13.42\% | 92.64\% | 12.34\% | 19.90\% | 12.17\% | 81.04\% | 13.84\% |
| Rel | 10.84\% | 8.56\% | 79.56\% | 23.00\% | 0.42\% | 7.87\% | 55.34\% | 26.68\% |

Release, the burst and the aspiration phases (see Appendix A for statistical results). Starting with the release phase (Rel), there is a statistically significant decrease by an average of 14 ms in the duration of $\operatorname{Rel}(p<0.0001)$ in the Voiced context. Within geminates vs singletons, there was an opposing effect: in the Voiced context, geminates showed a statistically significant increase by 2 ms in the duration of $\operatorname{Rel}(p<0.0001)$ and within the Voiceless, they showed a statistically significant decrease by 3.5 ms in the duration of $\operatorname{Rel}(p<0.0001)$. Moving on to the burst phase (Burst), there is an overall statistically significant decrease by an average of 3 ms in the duration of the Burst ( $p<0.0001$ ) in the Voiced context. Within geminates vs singletons, there was a statistically significant difference recorded, with the geminate showing an increase by an average of $1 \mathrm{~ms}(p<0.0001)$. With respect to the aspiration phase (Asp), there is an overall statistically significant decrease by an average of 10 ms in the duration of Asp ( $p<0.0001$ ) in the Voiced context. And finally, within geminates vs singletons, there was only a statistically significant decrease in the aspiration portion in the Voiceless geminate compared to the Voiceless singleton by $4.5 \mathrm{~ms}(p<0.0001)$. It should be noted that all of the duration results, except those for the Burst and Release phase differences within singleton vs geminates, are close to or beyond those observed in the Just Noticeable Difference (JND) in temporal discrimination (Stevens, 1998, pp. 228-229).

The results for the release phase demonstrate voicing effects over gemination, including for the Voiced geminate. Voiceless stops exhibit the short aspiration that is typical of fortis stops in voicing languages while Voiced ones have a very
short release before the start of the following vowel. A marginal geminate effect is seen in terms of the increase in number of bursts compared with singletons, ${ }^{9}$ but crucially, release duration does not distinguish singleton from geminate stops.

### 3.1.2. VOT (ms) and voicing patterns (\%)

Graphical results are presented in Fig. 4 and Table 3 (see Appendix A for full statistical results) for VOT and the proportion of voicing in the closure (CD) and the release (Rel).

Starting with VOT, the results show a clear distinction between the Voiced and Voiceless stops, with the former having a negative VOT and the latter a positive VOT; Voiced stops had a statistically significant longer negative VOT by an average -110 ms (ranging between -75 ms in the singleton to -146 ms in the geminate, $p<0.0001$ ). Within geminates vs singletons, geminates in the Voiced context showed a longer negative VOT than the singleton Voiced by -74 ms ( $p<0.0001$ ); however, there was a tendency for Voiceless geminates to show a marginal decrease in positive VOT by $3 \mathrm{~ms}(p=0.064)$. It is interesting to see that the VOT is not able to clearly distinguish between the singleton and geminate Voiceless categories.

Moving on to the proportion of voicing in the closure (CD), there is a statistically significant increase by an average of $60 \%$ in the proportion of voicing ( $p<0.0001$ ) in the Voiced con-

[^7]text compared to the Voiceless context, which is comparable to the results of the VOT reported above. Within geminates vs singletons, there was a statistically significant decrease in the proportion of voicing in the geminate context by an average of $13 \%$ ( $p<0.0001$ ) in both Voiced and Voiceless contexts. Even within the Voiceless, geminates showed a decrease in the proportion of voicing lead in the closure compared to singletons by 14\% ( $p<0.0001$ ); a result not captured by the traditional VOT. With respect to the Release (Rel), there is a statistically significant increase by an average of $62 \%$ in the proportion of voicing ( $p<0.0001$ ) in the Voiced context compared to the Voiceless context. Within geminates vs singletons, there was a statistically significant decrease in the proportion of voicing in the geminate context by an average of $17 \%$ ( $p<0.0001$ ).

Overall, the proportion of voicing in the closure phase is a clear acoustic correlate that can be used to distinguish both voicing and gemination contrasts in LA. The patterns found suggest that LA behaves as a true voicing language, as the VOT results show a clear pattern between the Voiced and the Voiceless set. However, the VOT alone was not able to reflect the decrease in the proportion of voicing in Voiced geminates compared with Voiceless ones, nor was it able to differentiate the Voiceless geminate from the Voiceless singleton. The results for the release phase (Rel) support the CD patterns.

### 3.1.3. Intensity (dB)

The results of the intensity $(\mathrm{dB})$ obtained at the offset of V 1 , the onset and offset of the Release (Rel) and at the onset of V2 are presented in Table 4 and Fig. 5 (also see Appendix A).

Starting with V1 Offset, there is an overall statistically significant increase in the intensity of V1 Offset in the Voiced context by an average of $3 \mathrm{~dB}(p<0.0001)$. Within geminates vs singletons, there was a statistically significant decrease in the intensity at the Offset of V1 by $1.2 \mathrm{~dB}(p<0.005)$ in the Voiceless geminate. With respect to the release phase (Rel), and looking at the onset, there is an overall statistically significant increase by an average of $4.4 \mathrm{~dB}(p<0.0001)$ in the Voiced context. Within geminates vs singletons, there was a statistically significant decrease by 2.4 dB in the Voiced geminate ( $p<0.0001$ ) and a tendency for the Voiceless geminate to have a decrease in the intensity by $0.6 \mathrm{~dB}(p=0.078)$. At the offset of the release (Rel), there is an overall statistically significant increase in the intensity by an average of 1.7 dB ( $p<0.0001$ ) in the Voiced context. Within geminates vs singletons, there were no statistically significant differences. And finally, with respect to the Intensity at V2 Onset, there is an overall statistically significant increase by an average of 1.1 dB in the intensity ( 1.3 dB in singleton, $p<0.005$; and 1 dB in the geminate, $p<0.01$ ) in the Voiced context. Within geminates vs singletons, there were no statistically significant differences.

Overall, intensity levels are modest and more restricted to voicing, with Voiced context being associated with higher intensity. Most of the amplitude differences observed here are close to or beyond the JND in amplitude discrimination (Stevens, 1998, pp. 225-226).

### 3.1.4. Fundamental frequency (Hz)

With respect to $\mathrm{fO}(\mathrm{Hz})$, the statistical and graphical results are presented in Fig. 6 and Table 5 (also see Appendix A).


Fig. 5. Intensity ( dB ) boxplots adjusted by our statistical model for the preceding vowel (V1), the closure phase of the medial consonant (CD) and the following vowel (V2) in the Voiceless vs Voiced contexts in the singleton (top) vs geminate (bottom) contexts. The dashed horizontal line in each box represents the mean.

Table 4
Descriptive statistics for the intensity (dB) with mean and standard deviation (SD) for the four-way contrast at the offset of the preceding vowel (V1 Off), at the onset and offset of the release phase (Rel Ons and Rel Off respectively) and at the Onset of the following vowel (V2 Ons).

|  | Voiceless Singleton |  | Voiced Singleton |  | Voiceless Geminate |  | Voiced Geminate |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| V1 Off | 68.37 | 5.22 | 71.12 | 5.16 | 67.11 | 5.27 | 70.60 | 5.02 |
| Rel Ons | 57.23 | 3.46 | 62.56 | 5.82 | 56.60 | 3.49 | 60.12 | 5.44 |
| Rel Off | 64.08 | 4.68 | 66.09 | 4.93 | 64.67 | 4.75 | 65.99 | 5.71 |
| V2 Ons | 66.75 | 5.27 | 68.01 | 5.42 | 67.46 | 5.37 | 68.43 | 5.19 |



Fig. 6. Fundamental frequency ( $\mathrm{f} 0, \mathrm{~Hz}$ ) boxplots adjusted by our statistical model at the offset of the preceding vowel ( V 1 ), and at the onset of the following vowel (V2) in the Voiceless vs Voiced contexts in the singleton (top) vs geminate (bottom) contexts. The dashed horizontal line in each box represents the mean.

Table 5
Descriptive statistics for the fundamental frequency ( Hz ) with mean and standard deviation (SD) for the four-way contrast at the offset of the preceding vowel (V1 Off) and at the Onset of the following vowel (V2 Ons).

|  | Voiceless Singleton |  | Voiced Singleton |  | Voiceless Geminate |  | Voiced Geminate |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| V1 Off | 177.92 | 54.38 | 168.92 | 51.69 | 174.33 | 54.67 | 169.18 | 52.76 |
| V2 Ons | 165.45 | 45.46 | 158.50 | 43.39 | 168.81 | 48.86 | 160.08 | 45.86 |



Fig. 7. Frequency of $\mathrm{F} 1(\mathrm{~Hz})$ boxplots adjusted by our statistical model at the offset of the preceding vowel (V1), and at the onset of the following vowel (V2) in the Voiceless vs Voiced contexts in the singleton (top) vs geminate (bottom) contexts. The dashed horizontal line in each box represents the mean.

Starting with V1 Offset, there is a tendency towards a statistically significant decrease by 7 Hz in f0 at V1 Offset ( $p=0.06$ ) in the Voiced context. Within geminates vs singletons, there were no statistically significant differences. Moving on to V2 Onset, there was a tendency to observe a decrease in the Voiced context by in $\mathrm{f0}$ at V2 Onset by 7 Hz in singleton ( $p=0.07$ ); and a statistically significant decrease by 9 Hz in the geminate $(p<0.01)$. And there were no statistically significant differences within the singleton vs geminates.

Fundamental frequency differences observed here are close to the JND in pitch discrimination, which is close to 1 Hz difference for complex tones with frequencies between 80 and 500 Hz (Kollmeier, Brand, \& Meyer, 2008, p. 65; Stevens, 1998, pp. 227-228). ${ }^{10}$

[^8]Table 6
Descriptive statistics for the first formant frequency (Hz) with mean and standard deviation (SD) for the four-way contrast at the offset of the preceding vowel (V1 Off) and at the Onset of the following vowel (V2 Ons).

|  | Voiceless Singleton |  | Voiced Singleton |  | Voiceless Geminate |  | Voiced Geminate |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| V1 Off | 588.07 | 106.44 | 548.74 | 74.32 | 564.31 | 103.32 | 531.34 | 79.05 |
| V2 Ons | 530.05 | 93.72 | 492.36 | 65.48 | 511.16 | 82.37 | 480.71 | 67.85 |

### 3.1.5. F1 (Hz)

Moving on to F1, the statistical and graphical results are summarised in Table 6 and graphically presented in Fig. 7 (also see Appendix A). Starting with V1 Offset, there is a statistically significant decrease by an average of 36 Hz in F1 at V1 Offset ( $p<0.0001$ ) in the Voiced context. Within geminates vs singletons, there was a statistically significant decrease in F1 at V1 Offset in the geminate context in the Voiced context by $17.4 \mathrm{~Hz}(p<0.005)$ and by 24 Hz in the Voiceless ( $p<0.001$ ) Moving on to V2 Onset, there is an overall statistically significant decrease by an average of 34 Hz in F1 at V2 Onset ( $p<0.0001$ ) in the Voiced context.

Within geminates vs singletons, there was a statistically significant decrease in F1 at V2 Onset in the geminate context in the Voiced context by $12 \mathrm{~Hz}(p<0.05)$ and in the Voiceless context by $19 \mathrm{~Hz}(p<0.005)$. F1 frequency differences observed here are close to the JND in frequency discrimination, which is close to 3 Hz (for frequencies below 500 Hz ) and $0.6 \%$ for frequencies above 1000 Hz (Kollmeier, et al., 2008, p. 65).

The patterns found for F1 for voicing are comparable with f0, reflecting what is typically reported for a voiceless/fortistype production (Castleman \& Diehl, 1996; Jessen, 2001; Kingston \& Diehl, 1995). This also applies to the F1 results in the geminate context, even though no effect was found on f0.

### 3.1.6. $H 1^{*}-H 2^{*}(d B)$

Finally, the statistical and graphical results of $H 1^{*}-H 2^{*}(\mathrm{~dB})$ are summarised in Table 7 and Fig. 8 (also see Appendix A). At the offset of V 1 , there are no statistically significant results, either in the model comparisons, or in the pairwise comparisons. At the onset of V 2 however the Voiced context showed a tendency for a decrease in $H 1^{*}-H 2^{*}$ by $0.6 \mathrm{~dB}(p=0.054)$ for singletons and a marginal statistically significant decrease by $0.58 \mathrm{~dB}(p=0.0497)$ for geminates. Within singleton vs geminates, there was a tendency for the geminate to show a decrease in $H 1^{*}-H 2^{*}$ by $0.54 \mathrm{~dB}(p=0.07)$ in the Voiceless context, and a marginal statistically significant decrease in $H 1^{*}-H 2^{*}$ by $-0.55 \mathrm{~dB}(p=0.0497)$ in the Voiced context.


Fig. 8. Harmonic differences $H 1^{*}-H 2^{*}(\mathrm{~dB})$ boxplots adjusted by our statistical model at the offset of the preceding vowel (V1), and at the onset of the following vowel (V2) in the Voiceless vs Voiced contexts in the singleton (top) vs geminate (bottom) contexts. The dashed horizontal line in each box represents the mean.

Table 7
 (V2 Ons).

|  | Voiceless Singleton |  | Voiced Singleton |  | Voiceless Geminate |  | Voiced Geminate |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| V1 Off | -2.22 | 3.42 | -2.42 | 3.44 | -2.13 | 3.28 | -2.27 | 3.42 |
| V2 Ons | -2.00 | 4.06 | -2.60 | 3.77 | -2.56 | 4.06 | -3.14 | 3.77 |

Before summarising the overall results, our aim in the next section is to evaluate the robustness of all acoustic correlates when combined in terms of distinguishing between Voiced and Voiceless stops as well as the singleton and geminate contrast. We report on the results of the exploratory Random Forests analysis below.

### 3.2. Random forest results

As highlighted in Section 2.4.2, we grew three Random Forests via Conditional Inference Trees. The three models were run with the following specifications: the four-way contrast of voicing by gemination using the full 19 predictors (Model A), 18 predictors without the closure duration (Model B) or 17 without the closure phase or the VOT (Model C). The aim of Model $B$ was to evaluate the impact of taking out the closure duration, a correlate that is usually reported as important for both voicing and gemination, while the aim of Model C was to evaluate the role of the predictors without the closure phase or the VOT.

Starting with the coefficient of correlation, $R^{2}$, the results suggest that when the duration of the closure phase was included (Model A), the forest correlated extremely well with the current data as it explained most of the variance in the data ( $R^{2}=0.964$ ). When the duration of the closure phase was not included, (Model B) the correlation fell to $R^{2}=0.802$, and VOT became the main contributor (alongside the other predictors) to a good model fit. Finally, when both the closure duration and the VOT were taken out, the correlation fell to $R^{2}=0.561$. This is an indication that all additional correlates are secondary, as
their contribution alone does not highly correlate with the structure of our data.

Classification rates showed the same patterns, with extremely high classification rates of $92.5 \%$ for model A ; this rate dropped to $82.3 \%$ when the closure phase was removed (Model B), which again dropped to $67.2 \%$ when both closure duration and VOT were removed (Model C). This again is a clear indication that closure duration is primary, as its inclusion increased the predictive accuracy of our model by $10.2 \%$ (comparing Models A and B). The confusion matrices presented in Table 8 show that, for model A, most of confusions were within the Voiceless vs Voiced contexts within each of singleton or geminate categories. The confusions in Model B were variable: when the original data was in a Voiced category, most of the confusions were with the Voiceless (see e.g., Model B columns Vd-S or Vd-G), but when the original data was in a Voiceless category, the confusions were within the singleton or geminates. It is interesting to see that the Voiceless singletons (Model B column VI-S) were highly confused with the Voiceless geminate (Model B column VI-G). This result mirrors our finding for the positive VOT's inability to distinguish these two categories (see Section 3.1.2). Moving to Model C, the majority of the confusions were within the Voiced or Voiceless contrasts (e.g., for Voiced singleton, there were confusions with the Voiced geminate at a rate of $26.4 \%$ ). Comparing Models B and C, it is clear that there are more confusions within the Voiced categories in the latter; the results with the Voiceless categories are comparable.

We then evaluated the contribution of each predictor in the three random forests via the Variable Importance, which was

Table 8
 $d=$ Voiced, $S=$ Singleton, $G=$ Geminate. See text for details on models.

|  | Model A |  |  |  | Model B |  |  |  | Model C |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | VI-S | Vd-S | VI-G | Vd-G | VI-S | Vd-S | VI-G | Vd-G | VI-S | Vd-S | VI-G | Vd-G |
| VI-S | 89.5 | 7.4 | 1.5 | 0 | 57.1 | 6.8 | 15 | 3.3 | 51.4 | 4.7 | 16.5 | 4.7 |
| Vd-S | 8.6 | 92.6 | 0 | 0 | 8.6 | 91.9 | 0 | 1.4 | 6.7 | 67.6 | 0 | 23.1 |
| VI-G | 0 | 0 | 92.5 | 6.1 | 32.4 | 0.7 | 78.9 | 5.2 | 32.5 | 1.4 | 78.2 | 4.2 |
| Vd-G | 1.9 | 0 | 6 | 93.9 | 1.9 | 0.7 | 6 | 90.1 | 9.5 | 26.4 | 5.3 | 67.9 |
| Total | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |

Bold-faced values are percent correct classification of original data and predicted data.


Fig. 9. Mean decrease in accuracy importance scores for the four-way contrast using the full 19 predictors (A), 18 predictors without the closure duration (B) and 17 predictors without the closure duration or the VOT (C). V1 = preceding vowel; V2 = following vowel; CD = closure duration; Rel = Release phase; Asp =Aspiration; On = Onset; Of = Offset; Dur = duration; Int = intensity.
estimated after controlling for correlations and interactions, by using the varimp function and conditional = TRUE. The graphical results are presented in Fig. 9 and confirm the patterns described above with respect to the closure phase being the most important predictor in model A. This was followed by the proportion of voicing in the closure, preceding vowel duration, release phase duration and then VOT. All remaining predictors partially contributed to the difference, with negative/null scores indicating non-significant ones. With respect to Model B (Fig. 9), VOT took over to become the primary correlate without the inclusion of the closure duration, which was then followed by preceding vowel duration, voicing in the closure, then intensity at the onset of the Release phase. It is interesting to see that the VOT in Model A was fifth, indicating that most of the information contained within it is already in the closure and the voicing in the closure. Moving on to Model C , the results show that preceding and following vowel duration, intensity at the onset of the Release, voicing in the closure and duration of the Release phase are the most important predictors; all other predictors contribute to the contrast with variable scores except for the last four. The nature of these predictors is a complex one, with the top two for instance aligning with attributes found in fortis characteristics, while the next two are more characteristic of lenis attributes.

## 4. Summary and discussion

This paper examined the role of multiplicity of acoustic correlates in evaluating the voicing contrast of stops in the singleton vs geminate contrast in Lebanese Arabic. One main aim was to report on cues for voicing in LA which do not only tap into timing patterns in the consonant (including VOT) and surrounding vowels, but also non-temporal features that can help explore the nature of fortis and lenis characteristics in a voicing language like LA. Another aim was to explore how acoustic correlates of gemination interact with those of voicing and to evaluate the degree to which geminate stops behave in the same manner as fortis/tense stops and how their voicing patterns may interact with their tense features. The combination of the two aims was used to inform whether voicing characteristics can be adequately represented by the [ $\pm$ voice] feature in LA or whether the presence of Voiced geminates requires multiple features and a more graded approach.

A total of 19 acoustic correlates were looked at, and the results are summarised with respect to effects of voicing and gemination. In terms of the voicing contrast, our temporal results place LA firmly into the category of true voice languages, with Voiced stops being prevoiced while Voiceless ones are mainly voiceless unaspirated, as demonstrated by our VOT results (Fig. 4, VOT). This applies to both singleton and geminate stops. Importantly though, our results show that closure duration is the most important correlate for distinguishing the 4 -way contrast created by voicing and gemination. While for the Voiced category, closure may overlap with negative VOT, within the Voiceless category, release alone does not distinguish Voiceless singleton and geminate stops. Within the Voiced category, while both singleton and geminate stops pass the $50 \%$ voicing criterion in the closure duration to qualify as pre-voiced, actual \% voicing can further distinguish between them and shows reduced prevoicing for geminates. This,
together with the durational properties of V1 and the release, allows for a clear distinction of the four categories of stops (Voiceless singleton, Voiced singleton, Voiceless geminate, and Voiced geminate).

Looking at medial position further allowed us to explore patterns of active and passive voicing and to contribute to the discussion on language-specific features in the implementation of timing, phonation, and articulatory strength. While in utteranceinitial position the voicing contrast is typically carried by the release phase, in medial position the closing movement of the stop is more perceptually salient, leading to the main cues for fortis/lenis to influence the preceding vowel (Castleman \& Diehl, 1996; Chen, 1970; Elert, 1964; House \& Fairbanks, 1953; Kohler, 1984; Port, 1981; Port, Al-Ani, \& Maeda, 1980; Westbury and Keating, 1986). Indeed, the shortening of V1 before geminate stops, together with the presence of passive devoicing in both Voiced singleton and geminate stops, suggests a weaker [voice] feature than say, Russian, which has been shown not to display passive devoicing for Voiced stops (Ringen \& Kulikov, 2012). This encourages a graded approach to the implementation of the [voice] feature in medial position, as suggested by Beckman et al. (2013). A numerical value to the [voice] feature in LA might therefore be [8voice] for singletons and [6voice] for geminates. And while Voiceless stops in voicing languages have been found to never exhibit passive voicing (Jansen, 2004), LA Voiceless stops did show a moderate degree of voicing in the closure duration, supporting Beckman et al.'s (2013) claim that laryngeal features are privative rather than binary, i.e. that Voiceless stops in LA show patterns that are more consistent with no laryngeal specification or [Ø] than [spread glottis]. In order to separate the degree of passive voicing in singleton and geminate Voiceless stops in LA, Beckman et al.'s suggestion that more than one laryngeal feature is again helpful, with singleton Voiceless stops being assigned [Ø] [3voice] and geminate Voiceless [Ø] [1voice].

Voiceless geminates exhibited added V1 shortening compared with Voiceless singletons, and Voiced geminates exhibited added devoicing compared with Voiced singletons. Neither contrast, however was neutralised: V1 in Voiced geminates was still longer than in Voiceless geminates, and Voiced geminates managed to retain a good proportion of their voicing. It is tempting to see Voiceless (fortis) stops in LA, especially geminates as having an added minor spread glottis feature; however, the timing patterns in the release did not show aspiration for any of the four categories. Instead, the timing patterns discussed here, along with the non-temporal patterns below, point to a secondary [tense] quality that is voice quality (e.g. creak in geminates) and supraglottal events related to the strength and duration of closure, and its repercussion of other events, e.g. increase in burst duration and longer V2. This would lead to the following possible categorisation: Voiceless singletons: [3voice] [Ø] [2tense]; Voiced singletons: [8voice] [Ø] [Otense]; Voiceless geminates: [1voice] [Øsg] [4tense]; Voiced geminates: [6voice] [Øsg] [3tense]. The numbers are of course relative and their absolute value arbitrary, but an examination of voicing and gemination in all possible word positions would help refine them.

In addition to the shortening and devoicing effects, LA stops exhibited non-temporal patterns which are consistent with the
[tense] (or [fortis]) features referred to above (Jessen, 2001; Kohler, 1984). These included higher f0 and F1 in vowels surrounding Voiceless than Voiced contexts, and lower intensity in Voiceless than in Voiced stops in all phases examined (closure, release, V1 offset, V2 offset), with an added effect of geminates for F1. Geminates further exhibited lower $\mathrm{H}^{*}{ }^{*}$ $H 2^{*}$ at the onset of V 2 , indicating tense or creaky voice quality (Al-Tamimi \& Khattab, 2015; Arvaniti \& Tserdanelis, 2000; Esposito and DiBenedetto, 1999; Idemaru \& Guion, 2008; Lahiri \& Hankamer, 1988; Payne, 2005, 2006; Ridouane, 2010; Tserdanelis \& Arvaniti, 2001).

The results of the multiple acoustic correlates were then assessed via Random Forests using Conditional Inference Trees and showed a clear advantage for temporal correlates in explaining the contrast. Model A had the highest predictive accuracy at $92.5 \%$, and the duration of the closure phase was always the main acoustic correlate used by the Random Forests, followed by voicing in the closure, preceding vowel duration, release duration and then VOT. When the duration of the closure phase was removed (Model B), the VOT became the first correlate to be used by the Random Forests, albeit with a decrease in predictive accuracy (at 82.3\%), and more confusions within the Voiceless singleton and geminate stops. Finally, when both the duration of the closure and the VOT were taken out, this allowed the secondary acoustic correlates to be used on their own and they provided a relatively mid-tohigh classification rate (at $67.2 \%$ ). On top of the secondary correlate was preceding and following vowel duration, intensity at onset of the Release and the voicing in the closure.

Our results show that while LA is firmly a true voice language, the [fortis] and [lenis] features that are apparent in each of the voicing and the singleton-geminate contrast interact and require the use of more than one feature to represent the voicing and phonological length contrasts, in the way we have presented above. Durational patterns are clearly very important for both voicing and gemination, something that should not come as a surprise for a language which contrasts phonemic vowel and consonant length. An examination of active and passive voicing patterns, however, along with non-temporal features that are typically associated with a tense articulation, enable us to better present a taxonomy of the 4-way contrast investigated here. While the Voiceless geminates displayed clear fortis properties in terms of their active devoicing and the f0, F1 and $\mathrm{H} 1-\mathrm{H} 2$ properties of their surrounding vowels,
their release patterns remained relatively modest compared with that is typically found in [fortis] stops. Similarly, while Voiced geminates exhibited passive devoicing beyond what was found in their Voiceless counterparts, they retained a high enough proportion to allow for voicing lead and displayed a mixture of attenuated lenis and fortis properties.

In his treatment of the fortis/lenis features, Kohler (1984) saw the fortis/lenis contrast as realised through both articulatory timing and laryngeal power/tension. The first is implemented through speed of stricture formation and release and is considered universal. This study, however, has shown that where there is also a phonological length contrast, speed of constriction formation and release cannot be universal, but are rather determined by the phonology of the language. The second is implemented through aspiration, voicing, and glottalisation. This is also language specific, so that [fortis] can incorporate many other parameters such as [long], [voiced], [aspirated], [tense/stiff], etc. This requires more features to be evoked for phonological systems that distinguish more than two series, and they do not have to be binary.
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## Appendix A

Full statistical results from the LMM for each of the acoustic correlates with $\beta$ coefficients (Standard Error, SE), $t$ value ( $p$ value; ${ }^{* * *}=0.0001,{ }^{* *}=0.001,{ }^{*}=0.01, \quad=0.05$, ns = nonsignificant). INT = Intercept, $\quad \mathrm{VI}=$ Voiceless, $\quad \mathrm{Vd}=$ Voiced, Sing = Singleton, Gem = Geminate, Syll-Type = Syllable type, place $=$ place of articulation, V1 $=$ preceding vowel, $\mathrm{CD}=$ closure phase of medial consonant, $\mathrm{V} 2=$ following vowel, Rel = Release phase, B=Burst phase, Asp = Aspiration phase, VOT = VOT measure, Ons = Onset, Off = Offset. The table is to be read as follows: a positive $\beta$ is associated with an increase in the outcome associated with a fixed effect, and vice versa.

| Acoustic correlate |  |  | Int | VI-Vd | Sing-Gem | Sex | V1-Length | Syll-Type | Place |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Duration | V1 | $\beta$ | 102.82 | 10.57 | -10.36 | 4.04 | 81.47 | -14.92 | -2.03 |
|  |  | (SE) | (3.89) | (2.64) | (2.55) | (6.83) | (4.06) | (3.31) | (3.43) |
|  |  | $t$ | 26.41 | 3.99 | -4.07 | 0.59 | 20.08 | -4.52 | -0.59 |
|  |  | (p) | (***) | (***) | (***) | (ns) | (***) | (***) | (ns) |
|  | $C D$ | $\beta$ | 121.25 | -22.57 | 101.66 | 9.82 | 1.66 | -7.41 | -10.94 |
|  |  | (SE) | (3.1) | (2.25) | (4.21) | (5.67) | (2.01) | (2.97) | (2.66) |
|  |  | $t$ | 39.06 | -10.02 | 24.16 | 1.73 | 0.83 | -2.5 | -4.11 |
|  |  | (p) | (***) | (***) | (***) | (ns) | (ns) | (*) | (***) |
|  | V2 | $\beta$ | 182.94 | 7.47 | 15.92 | -12 | 4.22 | 94.46 | -3.28 |
|  |  | (SE) | (6.27) | (3.88) | (3.58) | (11.47) | (3.87) | (6.93) | (4.75) |

(continued on next page)

| Acoustic correlate |  |  | Int | $\mathrm{VI}-\mathrm{Vd}$ | Sing-Gem | Sex | V1-Length | Syll-Type | Place |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $t$ | 29.16 | 1.92 | 4.45 | -1.05 | 1.09 | 13.63 | -0.69 |
|  |  | (p) | (***) | (.) | (***) | (ns) | (ns) | (***) | (ns) |
|  | Rel | $\beta$ | 24.97 | -9.39 | 0.34 | 1.64 | 5.14 | 1.55 | 12.39 |
|  |  | (SE) | (1.25) | (1.33) | (1.01) | (2.11) | (1.08) | (1.21) | (1.67) |
|  |  | $t$ | 19.99 | -7.06 | 0.34 | 0.78 | 4.76 | 1.28 | 7.44 |
|  |  | (p) | (***) | (***) | (ns) | (ns) | (***) | (ns) | (***) |
|  | B | $\beta$ | 8.85 | -2.12 | 0.99 | 1.05 | 0.34 | 0.45 | 4.15 |
|  |  | (SE) | (0.35) | (0.33) | (0.23) | (0.63) | (0.26) | (0.3) | (0.6) |
|  |  | t | 25.37 | -6.46 | 4.26 | 1.68 | 1.33 | 1.49 | 6.94 |
|  |  | (p) | (***) | (***) | (***) | (ns) | (ns) | (ns) | (***) |
|  | Asp | $\beta$ | 16.25 | -7.17 | -1.08 | 0.25 | 4.57 | 1.06 | 8.04 |
|  |  | (SE) | (1.16) | (1.21) | (0.89) | (1.98) | (0.98) | (1.07) | (1.53) |
|  |  | $t$ | 14.05 | -5.91 | -1.21 | 0.12 | 4.65 | 0.99 | 5.26 |
|  |  | (p) | (***) | (***) | (ns) | (ns) | (***) | (ns) | $\left({ }^{* * *}\right)$ |
| Voicing | VOT |  | -42.31 | -115.23 | -45.27 | 6.46 | 10.9 | 5.19 | 6.7 |
|  |  | (SE) | (6.13) | (8.36) | (7.05) | (8.52) | (6.3) | (7.44) | (8.38) |
|  |  | $t$ | -6.91 | -13.78 | -6.43 | 0.76 | 1.73 | 0.7 | 0.8 |
|  |  | (p) | (***) | (***) | (***) | (ns) | (.) | (ns) | (ns) |
|  | $C D$ | $\beta$ | 58.37 | 63.21 | -14.47 | -9.77 | -5.58 | 1.69 | 5.56 |
|  |  | (SE) | (2.26) | (3.63) | (1.61) | (4.23) | (1.74) | (1.8) | (2.02) |
|  |  | t | 25.82 | 17.43 | -8.99 | -2.31 | -3.21 | 0.94 | 2.75 |
|  |  | (p) | (***) | (***) | (***) | (*) | (**) | (ns) | (**) |
|  | Rel | $\beta$ | 38.64 | 63.17 | -23.56 | -20.69 | -7.87 | 8.7 | 0.76 |
|  |  | (SE) | (2.57) | (5.78) | (3.28) | (3.99) | (2.93) | (3.24) | (3.22) |
|  |  | $t$ | 15.03 | 10.94 | -7.19 | -5.18 | -2.69 | 2.7 | 0.24 |
|  |  | (p) | $\left({ }^{* * *)}\right.$ | (***) | (***) | (***) | (*) | (**) | (ns) |
| Intensity | V10ff | $\beta$ | 67.35 | 2.36 | 0.16 | -5.64 | -1.52 | -3.78 | -1.86 |
|  |  | (SE) | (0.94) | (0.35) | (0.26) | (1.84) | (0.33) | (0.42) | (0.38) |
|  |  |  | 71.59 | 6.67 | 0.62 | -3.06 | $-4.59$ | -9.06 | -4.87 |
|  |  | (p) | (***) | (***) | (ns) | (**) | $\left({ }^{* * *}\right)$ | $\left({ }^{* * *}\right)$ | $(* * *)$ |
|  | RelOns | $\beta$ | 59.33 | 5.44 | -2.35 | -3.8 | -2.6 | 0.09 |  |
|  |  | (SE) | (0.84) | (0.81) | (0.43) | (1.6) | (0.42) | (0.56) | (0.67) |
|  |  | $t$ | 70.29 | 6.8 | -5.43 | -2.37 | -6.13 | 0.17 | 2.84 |
|  |  | (p) | $\left({ }^{* * *}\right)$ | $\left({ }^{* * *}\right)$ | $\left({ }^{* * *}\right)$ | (*) | (***) | (ns) | (**) |
|  | RelOff | $\beta$ | 64.6 | 1.28 | -0.74 | -4.36 | -2.45 | 0.81 | -1.65 |
|  |  | (SE) | (0.92) | (0.34) | (0.25) | (1.81) | (0.27) | (0.39) | (0.36) |
|  |  | $t$ | 70.27 | 3.83 | -2.93 | -2.41 | -9.09 | 2.11 | -4.58 |
|  |  | (p) | (***) | $\left({ }^{* * *}\right)$ | (**) | (*) | (***) | (*) | (***) |
|  | V2Ons | $\beta$ | 67.19 | 0.79 | -0.45 | -6.06 | -2.49 | 0.99 | -1.48 |
|  |  | (SE) | (0.95) | (0.38) | (0.26) | (1.87) | (0.25) | (0.4) | (0.36) |
|  |  | $t$ | 70.68 | 2.08 | -1.69 | -3.23 | -10.09 | 2.47 | -4.09 |
|  |  | (p) | (***) | (*) | (.) | (**) | (***) | (*) | $\left({ }^{* * *}\right)$ |
| F0 | V1Off | $\beta$ | 161.42 | -4.66 | 4.56 | 89.85 | -12.21 | -21.75 |  |
|  |  | (SE) | (4.74) | (1.41) | (1.16) | (9.36) | (2.53) | (2.34) | (1.48) |
|  |  | $t$ | 34.06 | -3.31 | 3.95 | 9.6 | -4.83 | -9.31 | 0.27 |
|  |  | (p) | (***) | (**) | (***) | (***) | (***) | (***) | (ns) |
|  | V2Ons | $\beta$ | 166.59 | -4 | -3.42 | 86.82 | -3.55 | 15.31 | 3.12 |
|  |  | (SE) | (4.39) | (1.81) | (1.54) | (8.61) | (1.75) | (3.6) | (1.98) |
|  |  | $t$ | 37.97 | -2.21 | -2.22 | 10.09 | -2.03 | 4.25 | 1.58 |
|  |  | (p) | $\left({ }^{* * *}\right)$ | (*) | (*) | (***) | (*) | (***) | (ns) |
| F1 | V10ff |  | 500.36 | -57.29 | -1.32 | 70.56 | -52.44 | -85.4 | -64.58 |
|  |  | (SE) | (13.11) | (15.01) | (11.69) | (19.13) | (13.66) | (19.56) | (17.67) |
|  |  | $t$ | 38.16 | -3.82 | -0.11 | 3.69 | -3.84 | -4.37 | -3.66 |
|  |  | (p) | (***) | (***) | (ns) | (**) | (***) | (***) | (***) |
|  | V2Ons | $\beta$ | 451.22 | -48.76 | -13.84 | 66.26 | -82.62 | -55.58 | -61.51 |
|  |  | (SE) | (10.55) | (10.74) | (8.39) | (16.77) | (9.68) | (11.72) | (13.79) |
|  |  | $t$ | 42.78 | -4.54 | -1.65 | 3.95 | $-8.54$ | -4.74 | -4.46 |
|  |  | (p) | (***) | (***) | (ns) | (***) | (***) | (***) | (***) |

(continued)

| Acoustic correlate |  |  | Int | VI-Vd | Sing-Gem | Sex | V1-Length | Syll-Type | Place |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $H 1^{*}-H 2^{*}$ | V1Off | $\beta$ | -2.04 | 0.06 | 0 | 1.83 | 0.08 | 0.34 | 0.4 |
|  |  | $(\mathrm{SE})$ | $(0.8)$ | $(0.28)$ | $(0.25)$ | $(1.56)$ | $(0.26)$ | $(0.32)$ | $(0.36)$ |
|  |  | $t$ | -2.55 | 0.19 | -0.01 | 1.17 | 0.32 | 1.06 | 1.13 |
|  |  | $(p)$ | $\left.\mathbf{(}^{*}\right)$ | $(\mathrm{ns})$ | $(\mathrm{ns})$ | $(\mathrm{ns})$ | $(\mathrm{ns})$ | $(\mathrm{ns})$ | $(\mathrm{ns})$ |
|  | V2Ons | $\beta$ | -2.29 | -0.19 | -0.72 | 2.69 | -0.25 | 0.34 | 0.81 |
|  |  | $(\mathrm{SE})$ | $(0.9)$ | $(0.34)$ | $(0.29)$ | $(1.76)$ | $(0.28)$ | $(0.35)$ | $(0.46)$ |
|  |  | $t$ | -2.56 | -0.56 | -2.46 | 1.53 | -0.92 | 0.96 | 1.74 |
|  |  | $(p)$ | $\left(^{*}\right)$ | $(\mathrm{ns})$ | ( $\left.^{*}\right)$ | $(\mathrm{ns})$ | $(\mathrm{ns})$ | $(\mathrm{ns})$ | $(\cdot)$ |

## Appendix B. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.wocn.2018.09.010.
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[^1]:    ${ }^{1}$ In this study we use the terms 'Voiced' and 'Voiceless' to refer to phonological voicing and to separate them from actual phonetic voicing, following Docherty (1992). We have refrained from labelling the stops as 'lenis' and 'fortis' instead, partly due to the contrast in Lebanese Arabic being based on true voicing, but more importantly due to the study looking at the geminate contrast as well. Given that the terms 'lenis' and 'fortis' have been used separately in each of the literatures on voicing contrast and gemination, and in each case either to describe the underlying phonological contrast or the phonetic implementation, it was important to keep the two separate.

[^2]:    ${ }^{2}$ As this was taken as our positive VOT measure in this study, it is important to point out that it was possible for release phases in this study to contain voicing (see results in Fig. 4), as the vowel rather than the onset of voicing were taken as the end of the release.

[^3]:    ${ }^{3}$ The script is available from https://github.com/JalalAl-Tamimi/Praat-Measurementpoints.
    ${ }^{4}$ The script is available from https://github.com/JalalAI-Tamimi/Praat-Voicing-detection.

[^4]:    ${ }^{5}$ The narrowband spectrogram was used to assess whether any low frequency components visible around the first harmonic are true voiced or unvoiced frames. The amplitude of the portion was also looked at during the decision-making. When weak formants were present in the closure phase without low frequency activity, these were not considered as true voicing.
    ${ }^{6}$ The script is available from https://github.com/JalalAl-Tamimi/Praat-f0-AccurateEstimation.

[^5]:    ${ }^{7}$ It is to be noted that F1 frequencies obtained using the Burg method can be problematic given that the formants detected may be attracted to a strong harmonic (see Shadle, Nam, \& Whalen, 2016 for more details). However, the actual testing of the procedure in the arburgh function that the authors used (with 30 ms and 14 poles LPC) may be more equivalent to Praat's "Sound: To LPC (Burg...)" with 14 poles, which we have not used, following recommendation from Praat's manual.

[^6]:    ${ }^{8}$ An example script is available from https://github.com/JalalAl-Tamimi/R-Estimating-Number-Of-Trees-RF.

[^7]:    ${ }^{9}$ Overall, the number of bursts in a geminate context were on average $2.5(\mathrm{SD}=1.2)$, whereas these were on average 1.5 ( $\mathrm{SD}=1.1$ ) in the singleton context. Place of articulation had a positive effect of number of bursts, with an average number of 3 bursts $(S D=1.4)$ in velars; in geminate velars, there were on average 4 bursts ( $S D=0.5$ ).

[^8]:    ${ }^{10}$ Although we are aware of different thresholds for pitch discrimination, with Klatt (1973) referring to 2 Hz , and 't Hart (1981) to 1.5 to 2 semitones ( $9-12 \mathrm{~Hz}$ re 100 Hz ) for pitch movements and up to 3 semitones ( 1 Hz re 100 Hz ) for piano tones.

