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UNCONDITIONALLY STABLE SMALL STENCIL ENRICHED MULTIPLE
POINT FLUX APPROXIMATIONS OF HETEROGENEOUS DIFFUSION

PROBLEMS ON GENERAL MESHES

Julien Coatléven ∗†

Abstract.We derive new multiple point flux approximations (MPFA) for the finite volume approximation
of heterogeneous and anisotropic diffusion problems on general meshes, in dimension 2 and 3. The resulting
methods are unconditionally stable while preserving the small stencil typical of MPFA finite volumes. The
key idea is to solve local variational problems with a well designed stabilization term from which we deduce
conservative flux instead of directly prescribing a flux formula and solving the usual flux continuity equations.
The boundary conditions of our local variational problems are handled through additional cell-centered
unknowns, leading to an overall scheme with the same number of unknowns than first-order discontinuous
Galerkin methods. Convergence results follow from well established frameworks, while numerical experiments
illustrate the good behavior of the method.

Introduction

Diffusion problems occur in many scientific fields such as biology, plasma physics, hydrodynamics, reservoir
simulation, etc.. As a consequence, they are probably the most widely studied problems of numerical analysis,
and the literature concerning their discretization is tremendous and increasing without end. The most classical
approaches to handle diffusion problems are of course the celebrated finite difference, finite element and finite
volume methods.

Classical Lagrange finite element methods and their historical variations allow a robust discretization of diffusion
on grids with simple cell geometries (mostly simplices and quadrilaterals/hexahedrons, although some finite
elements on slightly more general cell types such as pyramids do exist). One of the most ancient extensions of
finite elements able to cope with almost any grids are certainly discontinous Galerkin methods (see [13, 29] for
a review). More recently mimetic finite differences [16, 15, 25]) or the virtual element method ([23]), even more
closely related to classical finite elements, have been proposed as ways to handle complex cell geometries: their
success is reflected by the tremendous devoted literature that has appeared in a remarkably short amount of
time. They have been extended to most classical problems such as linear ([24, 22]) and non-linear ([26]) elasticity,
Stokes’ problem ([27]), parabolic problems ([48]), etc.. However successful, those methods are not necessarily
the most natural choice for complex flow simulations. Non-linear phenomenons inducing degeneracies are not
easy to handle with such formulations, while high-order (or built-in discontinuities in the case of discontinuous
Galerkin methods) can induce oscillations or overshoots that cause many troubles when coupling for instance
the flow with chemistry.

For those reasons, and also partly for historical reasons, lowest order finite volume methods remain extremely
popular in the industry for flow simulations or reservoir engineering. Relatively easy to implement, even in a
high performance computing (HPC) context, they allow to solve coupled non linear physical models on the same
mesh, while preserving relevant physical properties such as local mass conservation. Undoubtedly and despite
its well documented flaws, the most popular finite volume method still remains the two-point flux approximation
(TPFA), which leads to compact-stencil, cell-centered, conservative and coercive schemes. Unfortunately, the
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range of mesh satisfying its required orthogonality condition to maintain the method’s consistency is relatively
small, in particular in presence of anisotropy and strong heterogeneities (see [39]). For this reason, there has
always been a strong interest in developing alternative finite volume approaches for general meshes. Quite
recently, many finite volume schemes involving additional unknowns have been introduced. Without trying to
be exhaustive, let us mention the hybrid finite volume schemes ([40, 41]) and the related mixed finite volumes
[34] relying on additional face unknowns, or the vertex based gradient schemes [42, 47] and conservative first
order VEM ([20]). We refer the reader to [33] for a relatively recent review. Notice that those methods
are closely linked to mimetic finite differences, see [35]. The face based methods have been in some sense
generalized through the hybrid high order method (see [32]), which shares many features with virtual element
methods. Unsurprisingly, it has also been extended to most classical problems: linear ([31]) and non -linear
([14]) elasticity, fractured porous media flow ([17]), etc.. Despite the many merits of those approaches, one of
their main drawback for porous media flow for instance is that their additional unknowns are located on mesh
cells boundaries, i.e. on the surfaces of discontinuities of media properties. This leads to some sophisticated
handling of those discontinuities (see [44, 43]), considerably complexifying their implementation compared to
cell-centered approaches, as well as increasing the stiffness of the linear systems to be solved. Moreover they
are not easy to implement in legacy software and even more if a correct handling of discontinuities is required,
leading to very intrusive modifications of existing code. Those are probably the main reasons why cell-centered
approaches are still favored for instance in many popular industrial porous media flow software.

Consequently, there is still an active literature on cell-centered approximations in general and more specifically
on multiple-point flux approximations (MPFA), which are the most natural and maybe oldest extension of
the TPFA. The first communications about MPFA methods seem to be [1] and [38]. The key idea is to
solve local problems using intermediate unknowns (in general located on mesh cell boundaries) that express
flux continuity, and then use those unknowns to derive consistent flux expressions valid for general grids (see
[2, 3, 4]). The iconic MPFA method is the so-called MPFA-O method, where the local problems are defined on
the set of cells surrounding each vertex, thus forming the “O”. Alternative constructions using local domains
with different shapes have been developed, the so-called L-, U-, Z- and G- methods (see [7, 45, 6, 9])). Those
MPFA methods possess many favorable features: they have a finite volume flux-based formulation, they are
cell-centered methods, their stencil is relatively compact, and they are consistent on very general grids. Their
only apparent drawback is the fact that the resulting linear system is non-symmetric, preventing the use of some
specialized linear solvers. However, as was both observed in practice and later understood theoretically ([8, 5]),
they are not unconditionally stable, and do fail on too distorted meshes or in presence of too much anisotropy.
Consequently there have also been several alternative attempts to develop unconditionally stable cell-centered
schemes, in general using a variational formulation. However, they either lack a clear flux formulation ([19])
or possess a too large stencil making their parallel implementation impractical (see [11, 46]), or both. In fact,
looking at those attempts we can infer that using some additional unknowns seems to be quite unavoidable to
obtain a stable scheme while maintaining a compact stencil ([19, 11]).

Designing an unconditionally stable, small stencil, cell-centered finite volume method that remains consistent
on general meshes is thus still an open problem. In the present paper, we propose new MPFA methods in
dimension 2 and 3 that possess all those desired features, at the predictable expense of using additional but
cell-centered unknowns. Let us nevertheless mention that our objective here is very practical and consists
in offering an alternative to modern finite volume methods that is easier to include in existing cell-centered
software. To do so, the key idea to enforce the usual flux continuity is to solve local variational problems using
our additional unknowns internal to cells and then deducing the flux formula, instead of prescribing an analytic
formula for the flux and then solving the flux continuity equations. Because of those additional unknowns,
the resulting schemes have the same number of degrees of freedom than first-order discontinuous Galerkin
methods. The idea of using additional cell unknowns for MPFA is not new (see [18]), however they were used
as intermediate unknowns to directly enforce flux continuity, and not in the resulting global linear system.
Our additional unknowns should thus be compared to the additional face or vertex unknowns of modern finite
volume methods ([40, 41, 32, 42, 47]), with the major difference that ours are associated with cells recovering
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the “built-in” handling of discontinuities of traditional finite volume methods. In the same way, using local
variational problems has also already been tried (see [8]), but without our additional cell unknowns. This
combination of approaches will be the key to obtain the desired properties of the resulting MPFA and is, at
least to the author’s knowledge, completely new as are the resulting schemes.

The paper will be organized as follows: in a first section, we introduce our many notations describing general
meshes, describe our model problem and recall what are the main features of MPFA methods using an abstract
formulation, emphasizing the underlying mesh partitioning into a submesh. We in particular provide practical
examples of mesh partitioning that do not require any complex meshing algorithm and that apply on most
meshes encountered in industrial applications. The second section is the heart of the paper: we describe the
derivation of our new MPFA methods by solving local variational problems on the subdomains defined by our
mesh partitioning. Thanks to the variational formulation of the problem, in the third section we can link
our MPFA method with general convergence analysis frameworks, providing convergence results in a rather
automatic way. Finally in the fourth section we exhibit numerical results on canonical tests cases of the
literature, illustrating the good behavior of the method.

1 Mesh description, model problem and abstract multiple point flux
approximations

1.1 Mesh description

From now on, we assume that the domain Ω is a bounded generalized polyhedral (i.e. with potentially non
planar faces) included in Rd, d “ 2 or 3, and BΩ “ ΩzΩ denotes its boundary. A mesh on Ω, denoted by M, is
defined as a set M “ pT ,F ,SFq where:

. T is a finite family of connected open disjoint subsets of Ω (the cells of the mesh), such that Ω “ YKPTK.
For any K P T , we denote by |K| the d-dimensional Lebesgue measure of K, by hK the diameter of K,
by xK the barycenter of K.

. F is a finite family of disjoint subsets of Ω (the faces of the mesh), such that for any K P T there exists
a subset FK of F such that BK “ YσPFKσ. Then, for any σ P F , we denote by Tσ “ tK P T | σ P FKu
(the neighbours of σ), and assume that either Tσ has exactly one element, and then σ Ă BΩ (the set of
these faces is denoted Fext), or Tσ has exactly two elements (the set of these faces is denoted Fint). For
all K P T and all σ P FK , we denote by nK,σ the unit normal vector to σ outward to K, by |σ| its d´ 1
dimensional Lebesgue measure and by xσ its barycenter.

. SF is a finite family of disjoint subsets of Ω (the subfaces of the mesh) such that, for all ζ P SF , ζ is
an open connected subset included in an hyperplane of Rd, whose strictly positive pd ´ 1q-dimensional
Lebesgue measure is denoted |ζ|. We assume that for any face σ P F , there exists a subset SFσ of SF
such that σ “

Ť

ζPSFσ ζ. For any ζ P SF , we denote xζ the barycenter of ζ, while for any K P Tζ , we
denote nK,ζ the unit normal vector to ζ outward to K. For any K P T we denote SFK “ YσPFKSFσ,
and we of course denote SFext “

Ť

σPFext SFσ and SFint “
Ť

σPFint SFσ.

Notice that we do not have assumed that faces are planar in dimension 3: our definition is very permissive and
corresponds to the most common practical situations (see figure 1). Further notice that as we in fact already
done, some of the above notations describing mesh connectivity will be extended in the natural way in the
remaining of the paper without any further mention: for instance, given a subface ζ P SF , the set Tζ will
denote the cells of whom ζ is a subface, i.e. such that ζ P SFσ for some σ P FK .
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xσ
xσ

Figure 1: Example of face σ in dimension 2 (left) and 3 (right): full circles are the vertices of σ, the empty
circle is xσ, dashed lines represent a planar decomposition for face σ in dimension 3

1.2 Model problem

Our model problem will be the most classical diffusion problem:

´div pΛ∇uq “ f in Ω, (1)

complemented with homogeneous Dirichlet boundary conditions:

u “ 0 on BΩ, (2)

where BΩ “ ΩzΩ is the boundary of the domain Ω, under the additional hypothesis that f P L2pΩq and that
Λ is a measurable function from Ω to MdpRq, the set of d ˆ d matrices, and such that for almost every (a.e.)
x P Ω, Λpxq is symmetric, positive definite and there exists two strictly positive real numbers λ˚, λ

˚ such that
for every ξ P Rd:

λ˚|ξ|
2 ď Λpxqξ ¨ ξ ď λ˚|ξ|2. (3)

1.3 Abstract multiple point flux approximation

1.3.1 General formulation

We are now going to give a very general definition of multiple point flux approximations, in order to be able
to precisely describe what are the desired consistency and stability properties. If the notations and definitions
introduced here will serve as a guideline to describe our unconditionally stable MPFA, notice that apart from
the additional cell unknowns most of this subsection is completely classical, and of course no true originality is
claimed here. Our enriched set of degrees of freedom for cell-centered methods is given by

XT “
 

ppvKqKPT , pV KqKPT , pvσqσPFextq | vK P R, V K P Rd @K P T and vσ P R @ σ P Fext
(

, (4)

where we denote by convention with a bold capital letter any element V T of XT . The boundary face values
V ext

T “ pvσqσPFext are introduced to handle boundary conditions, which is classically done with a single unknown
per face in many commercial simulators. In the case of homogeneous Dirichlet boundary conditions, this
naturally leads to defining the space

XT ,0 “
 

V T P XT | V
ext
T “ 0

(

. (5)

For each cell K P T , the unknowns V K P Rd associated with each cell are our additional unknowns compared
to classical MPFA methods, hence the name “enriched” for our new MPFA methods.
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In general, multiple point flux approximation will also involve a set of intermediate degrees of freedom Xin

whose elements denoted V in do not appear in the final formulation. In practice the intermediate unknowns
U in are always computed by solving intermediate problems, allowing to express the components of U in as
functions of the components of UT , in general using only those elements of UT that are geometrically located
immediately around the considered component of U in. For instance, in dimension 2 for the MPFA-O scheme
each intermediate unknown is associated to a subface ζ surrounding an internal vertex s, and is expressed as a
function of the cell unknowns surrounding the vertex. We sum up all the possible choices by assuming that we
are given an operator Iin : XT ÞÝÑ Xin such that the solution to the MPFA approximation has to satisfy the
relation:

U in
“ IinpUT q. (6)

Along with the precise expression of the flux, the choice of operator Iin fully defines the MPFA method. To
simplify many expressions in the following, we will transfer the boundary conditions to the subfaces using the
set Xext of intermediate unknowns associated to exterior subfaces

Xext “
 

V ext
“ pvζqζPSFext | vζ P R @ ζ P SFext

(

, (7)

and a transfer operator Iext : XT ÞÝÑ Xext defined by setting:

U in,ext
“ IextpU ext

T q ðñ uζ “ IζpU
ext
T q “ uσ @σ P Fext, @ ζ P SFσ, (8)

and assuming that we always have Xext Ă Xin. As for inhomogeneous boundary conditions, this would lead
to an approximation of order h, this choice might seem peculiar, however we do so to fully match what is a
common practice: in legacy software the boundary conditions data is not given on subfaces, but on full faces.
Using those notations, the MPFA methods we are interested in take the general form

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

ζPSFK

FK,ζpUT ,U
in
q “ |K|fK @ K P T ,

uσ “ 0 @ σ P Fext,
UK “ GKpUT q @ K P T ,

U in
“ IinpUT q,

(9)

where for all K P T fK is in general chosen to be equal to fK “
1
|K|

ş

K
f and the “gradient” operator G is in

principle an approximation of the solution gradient GKpUT q « ∇u|K . The flux functions are constructed in
such a way that they satisfy the following conservation properties:

ÿ

KPTζ

FK,ζpUT ,U
in
q “ 0 @ ζ P SFin, (10)

and are in principle an approximation of the solution’s flux:

FK,ζpUT ,U
in
q « ´

ż

ζ

Λ|K∇u ¨ nK,ζ .

Notice that with a slight abuse of notations the effective flux can be defined as depending only on the desired
“cell-centered” unknowns UT , as we can write:

FK,ζpUT q “ FK,ζpUT , I
in
pUT qq. (11)

This is the usual form under which the flux is used in practice, using only the “cell-centered” unknowns.
Completely defining a MPFA method can thus be sum up as choosing operators Iin and GT “ pGKqKPT , as
well as an expression for the flux pFK,ζqKPT ,ζPSFK .
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Remark 1.1. The mappings Iext that we have used to describe boundary conditions are obviously not the
only possible choice for inhomogeneous Dirichlet boundary conditions. The most natural alternative, if one
enjoys a sufficiently precise description of boundary conditions through some function g P C0pBΩq is to use
Iζ “ gpxζq, or classical integral alternatives for g P H1{2pBΩq. Another alternative that would be more practical
for existing software would be to construct the Iζ as barycentric interpolators from the available boundary data
and thus from the puσqσPF . Notice that this might increase the stencil of boundary cells with boundary faces
from surrounding cells.

1.3.2 Submeshes and intermediate unknowns

To fix ideas on the set of intermediate unknowns Xin and as it will correspond to our needs, we introduce a
submesh based on the subfaces of the original mesh and on an additional set IF of internal faces, defined as
follows:

. IF is a finite family of disjoint subsets of Ω such that, for all ζ P SF , ζ is an open connected subset included
in a hyperplane of Rd, whose strictly positive pd ´ 1q-dimensional Lebesgue measure is denoted |ζ|. We

assume that for any ζ P IF , there exists exactly one K P T such that ζ̊ Ă K̊, and we denote Tζ “ tKu. For
any ζ P IF , we denote xζ the barycenter of ζ, while for any K P T , we denote IFK “ tζ P IF | K P Tζu.

Then, SM “ pST , tSF , IFu, tSF , IFuq is a mesh in the sense of section 1.1, whose faces are all planar and
such that the set of faces and subfaces are identical. Notice that by construction, we have:

IF “
ď

KPT
IFK .

We assume that there exists a partition of ST into NP subsets, indexed by the elements p of a partitioning set
P of size NP , and such that for any K P T there exists a subset PK of P defining a partitioning of cell K:

K “
ď

pPPK

Kp for all K P T ,

where Kp P ST for all p P PK , and that

ST “
ď

pPP
STp where STp “ tKp P ST | K P Tpu and Tp “ tK P T | p P PKu .

The exact choice of the subcells Kp will define the local domains Dp “
Ť

KPTp Kp on which the MPFA inter-
mediate problems will be solved. They however have to fulfill a few requirements: denoting for any K P T and
any p P PK

FK,p “ IFK,p Y SFK,p and SFK,p “ tζ P SFK | ζ Ă BKpu and IFK,p “ tζ P IFK | ζ Ă BKpu ,

we assume that for any K P T and p P P, we have

BKp X BK “
ď

ζPSFK,p

ζ Ă
ď

ζPSFK

ζ and BKpzpBKp X BKq “
ď

ζPIFK,p

ζ Ă
ď

ζPIFK

ζ,

as well as

BDp Ă

¨

˝

ď

ζPIFK ,KPTp

ζ

˛

‚Y

¨

˝

ď

ζPSFKXSFext,KPTp

˛

‚ where Dp “
ď

KPTp

Kp.

Notice that as a consequence of the definition of cells and faces in section 1.1, for any K P T all the Kp with
p P PK being disjoint we get that for any K P T and any ζ P SFK there exists a unique p P PK such that
ζ Ă BKp. Finally for any p P P we of course denote:

Fp “
ď

KPTp

FK,p and SFp “
ď

KPTp

SFK,p and IFp “
ď

KPTp

IFK,p.
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Finally, notice that as a consequence of the above definitions for any ζ P IFK there exists exactly two elements
p1 and p2 in P such that ζ P IFK,p1

X IFK,p2
, and we denote Pζ “ tp1, p2u.

In other words, those abstract requirements simply mean that all the cells K P T of the original mesh are
divided into subcells with one subcell Kp for each p P PK , the boundary of Kp being composed of elements of
SFK (i.e. subfaces of cell K) for its part included in BK, the remaining part being composed of elements of
IFK (i.e. subfaces internal to cell K). We give examples in the next subsection to both make things clearer
and provide practical ways of obtaining a good submesh in many situations that do not even require resorting
to a mesh generator.

Our new MPFA methods will use the following set of intermediate internal unknowns:

Xin “

!

V in
“

´

pvK,p,ζ1 qKPT ,pPPK ,ζ1PIFK,p , pvζqζPSF

¯

| vK,p,ζ1 P R @K P T , @ p P PK , @ ζ
1

P IFK,p

and vζ P R @ ζ P SFu , (12)

where in each cell K the unknowns vK,p,ζ1 are unknowns associated to the barycenters xζ1 of the internal

subfaces of cell K. As the notation suggests, we associate to each internal subface ζ
1

P IFK two values, one
for each side of ζ

1

, allowing jumps inside the cell K but not on its boundary. This should be compared to
discontinuous Galerkin methods, for which jumps are allowed on the boundary of the cell but not inside.

1.4 Examples of partitioning for meshes with star-shaped cells

Given a mesh M “ pT ,F ,SFq, let us denote V the set of vertices of the mesh and E the set of edges of the
mesh . For all s P V, we denote SFs the set tζ P SF | s P ζu, and Ts the set of cells tK P T | s P Ku. For all
K P T , the set VK stands for ts P V | K P Tsu, while for all ζ P SF , the set Vζ stands for ts P V | ζ P SFsu.
For all e P E there exists a set Ve of exactly two vertices such that e “ ConvppxsqsVeq (where Conv denotes the
convex hull of a set of points). In dimension 2, we have F “ E while in dimension 3, for any ζ P SF , there exists
a subset Eζ of E such that Bζ “ YePEζe and we have E “ YζPSFEζ . For any s P V, the geometrical position of
the vertex will be denoted xs while for any e P E , we denote by xe its barycenter..

In this subsection, we assume that for any K P T , K is star-shaped with respect to xK .

1.4.1 Face and subface based partitioning

In the case of a mesh with star-shaped cells, the simplest and probably most natural choices of partitioning sets
consist in using either the faces P “ F or the subfaces P “ SF . For those two cases, we respectively define for
any K P T :

Kσ “ ConvpxK , σq for any σ P FK and Kζ “ ConvpxK , ζq for any ζ P SFK .

In other words, in dimension 2 Kσ (respectively Kζ) is the simplex formed by xK and the vertices of σ
(respectively of ζ), i.e. Kσ “ ConvpxK , pxsqsPVσ q (respectively Kζ “ ConvpxK , pxsqsPVζ q). In dimension 3
their structure is more involved, and Kσ (respectively Kζ) is the generalized polyhedron delimited by σ and the
triangles formed by xK and the edges of σ (respectively ζ). More precisely, we have in the case of faces P “ F
and PK “ FK for all K P T :

BKσ “ σ Y
ď

ζ1PIFK,σ

ζ
1

where

IFK,σ “
ď

sPVσ

ConvpxK ,xsq if d “ 2 and IFK,σ “
ď

ePEσ

ConvpxK , pxsqsPVeq if d “ 3,

7
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and similarly in the case of subfaces P “ SFand PK “ SFK for all K P T :

BKζ “ ζ Y
ď

ζ1PIFK,ζ

ζ
1

,

where

IFK,ζ “
ď

sPVζ

ConvpxK ,xsq if d “ 2 and IFK,ζ “
ď

ePEζ

ConvpxK , pxsqsPVeq if d “ 3.

xK

K

Kσ

xL
LLσ

xσ

xK

xζ

Figure 2: Example of domain Dσ in dimension 2 (left) and half domain Dζ in dimension 3 (right): empty circles
are face centers, grey circles are the location of the unknowns of the local variational problem

1.4.2 O-shape partitioning

Assume that for any σ P F , σ is star-shaped with respect to xσ, and (see figure 3) that for any subface ζ P SFσ
in dimension 2 there exists a vertex s P Vσ such that ζ “ ζpσ, sq “ Convpxσ,xsq while in dimension 3 (see
figure 3) there exists an edge e P Eσ and a vertex s P Vσ X Ve such that ζ “ ζpσ, e, sq “ Convpxσ,xe,xsq.
For future reference, we say that such a mesh has simplicial half-edge based subfaces. Half-edge based subfaces
can be defined for meshes resulting from deformations obtained by moving vertices of polytops which are very
common in industrial applications. Then, for any K P T and any ζ P SFK , the set Kζ is naturally defined as
Kζ “ ConvpxK , pxsqsPVζ q, i.e. the simplex formed by the vertices of ζ and xK , such that we get:

K “
ď

ζPSFK

Kζ .

The O-shaped partitioning, clearly corresponding to the classical MPFA-O method, consists in choosing P “ V
with PK “ VK for all K P T on a mesh with simplicial half-edge based subfaces. For any vertex s P V, and any
K P Ts, we set:

Ks “
ď

ζPSFKXSFs

Kζ with BKs “
ď

ζPSFs

ζ Y
ď

ζ1PIFK,s

ζ
1

.
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xσ “ xe

ζpe, se,0q “ ζpσ, se,0q

ζpe, se,1q “ ζpσ, se,1q

xse,0

xse,1

xe

ζpσ, e, se,0q

ζpσ, e, se,1q

xσ

xse,0

xse,1

Figure 3: Example of face decomposition in dimension 2 (left) and 3 (right)

Recalling that Ds is given by:
Ds “

ď

KPTs

Ks, (13)

we see on figure 4 that the internal faces of Ds are precisely the subfaces ζ P SFs, that is to say the subfaces
on which we want to construct our half flux. We also recognize on figure 4 the “O” shape of domain Ds in
dimension 2 (its generalization to dimension 3 while easy to construct in practice is unfortunately quite hard
to draw).

Remark 1.2. The partitioning P and associated subcells Kp can be fairly more general than the examples
presented above in the case of meshes with a star-shaped cells. First, even in the case of meshes with simplicial
half-edge based subfaces it is clear that we could replace the O domains by domains looking like any of the
classical MPFA domains (i.e. the L, U, G or Z domains). It is also clear that there are ways to combine those
domains and still fulfill the partitioning requirements. For very complex cells however, one will have to use a
mesh generator to obtain the submesh and thus the partitioning. We do believe that most industrial software
use simple enough cells to allow using one or a combination of the approaches that we have detailed.

2 Derivation of stable multi-point flux approximations

The principle of most classical MPFA methods and in particular the MPFA-O method (see [2, 3, 4, 1]) is
to solve on the local domain Dp a local problem involving functions w that are affine in each Kp P Tp (i.e.
w|Kp P P1pKpq), such that wpxKq “ uK for K P Tp , and such that the trace of Λ∇w is continuous across the
subfaces SFp included in D, i.e.:

ÿ

KPTpXTζ

ΛK∇w ¨ nK,ζ “ 0 @ ζ P SFp, (14)

along with some extra continuity conditions inside Dp or on its boundary to close the system (in particular
in the case of the L-method, see [7]). Then, the flux FK,ζ are simply defined as ´|ζ|ΛK∇w ¨ nK,ζ . Here,
we will follow a closely related but nevertheless different approach. On each domain Dp we will solve a local
variational problem whose governing idea is the following: if w is defined on Dp and satisfies the requirements
of the MPFA-O method, then as Λ is assumed constant on each K P T we get

´divpΛK∇wq “ 0 in Kp for all K P Tp, (15)

9
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Figure 4: Example of domain around an internal vertex in dimension 2 for the O-shaped partitioning: empty
circles are face centers, grey circles are the location of the intermediate unknowns of the local problem

as its gradient is constant in each K P Ts which combined with (14) implies that divpΛK∇wq “ 0 in all Dp.
To derive our multiple-point flux, we will solve a local variational problem that is roughly speaking a discrete
counterpart of (15) on Dp. The solution to this local problem will define the mappings Iζ , while the flux FK,ζ
will simply be taken as equal to the flux of the local variational problems.

Consequently, the starting point of this section will consists in describing the local variational problems on each
Dp. Then, after providing details on the obtained flux formula, we will explain how to construct the mappings
GK in a way ensuring the stability of the method. To do so, we will choose the GK ’s such that we can
reinterpret the local variational problems as parts of a global discrete variational formulation. After providing
some implementations details, we conclude this section by establishing stability using the global variational
formulation. The principles of the enriched MPFA method are in fact independent of the choice of partitioning
set P. The main difficulty is in fact due to notations: we have tried (and probably failed) to reduce notational
cumbersomeness by using abstract notations for the intermediate unknowns internal to cells, allowing us to deal
with dimension 2 and 3 at the same time, for any choice of partitioning set P.

2.1 The local variational problem on Dp

For any p P P, the set of degrees of freedom involved in the local variational problem on Dp is given by:

Xp “

!

V p “

´

pvK ,V KqqKPTp , pvσqσPFpXFext , pvζqζPSFp , pvK,p,ζ1 qζ1PIFp

¯)

. (16)

As we consider a fixed p P P in all this subsection and as an internal subface belongs to only one cell K, to
simplify the notation we momentarily denote vζ1 instead of vK,p,ζ1 , and thus

Xp “

!

V p “

´

pvK ,V KqqKPTp , pvσqσPFpXFext , pvζ1 qζ1PFp

¯)

, (17)

10
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but it is important to keep in mind that they correspond to different values from one subcell to another, in
particular when going back to the global problem. Any element V p of Xp is subdivided into two sets of degrees
of freedom V p “ pV Tp ,V

in
p q, where

V Tp “ ppvK ,V KqKPTp , pvσqσPFpXFextq “ ppvK ,V KqKPTp ,V
ext
Tp q,

are the local “cell-centered” unknowns and

V in
p “

´

vζ1
¯

ζ1PFp
“

´

V ext
p , pvζqζPSFpXSFint , pvζ1 qζ1PIFp

¯

,

the intermediate unknowns. For any ζ P SFext as the operator Iζ was initially defined as operating on the full
set of unknowns V T , with a slight abuse of notations we denote

Iextp pV ext
Tp q “ pI

ext
ζ pV ext

Tp qqζPSFpXSFext with Iextζ pV ext
Tp q “ vσ if ζ P SFσ X SFp and σ P Fext.

Given UTp , we denote

XppUTpq “
!

V p P Xp | V Tp “ UTp and V ext
p “ Iextp pV ext

Tp q
)

. (18)

Finally let us introduce the hybrid reconstruction (see [40, 41]) operator ΠK,p : Xp ÞÝÑ P1pRq on Kp:

ΠK,ppW pqpxq “ wK `∇ΠK,ppW pq ¨ px´ xKq with ∇ΠK,ppW pq “
ÿ

ζPFK,p

|ζ|

|Kp|
pwζ ´ wKqnK,p,ζ ,

with nK,p,ζ the outgoing normal for Kp along its planar boundary part ζ
1

. We denote:

θΠ “ sup
KPT

sup
pPPK

sup
ζPFK,p

max
´

hKp |ζ| |Kp|
´1, h´1

Kp
|ζ|´1 |Kp|

¯

,

and
θF “ sup

KPT
sup
pPPK

cardpFK,pq and θP “ sup
KPT

cardpPKq,

the quality parameters of the subcells, where hKp is of course the diameter of the subcell Kp. Still following the
ideas of the MPFA-O method but in a variational fashion, we will consider the following discrete counterpart
of (15) on Dp with Neumann boundary conditions:

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

´divpΛK∇wq “ 0 in all Kp P Dp,

´ΛK∇w ¨ nDp “ ´ΛKUK ¨ nDp on BDpzpBDp X BΩq,

w “ uσ on all σ Ă BDp X BΩ.

Consequently, our local variational problem consists in finding W p P XppUTpq such that

0 “ appW p,V pq “ a0
ppW p,V pq ´

ÿ

KPTp

ÿ

ζPIFK,p

|ζ|ΛKWK ¨ nK,p,ζvζ @ V p P Xpp0q, (19)

where
a0
ppW p,V pq “

ÿ

KPTp

|Kp|ΛK∇ΠK,ppW pq ¨∇ΠK,ppV pq ` sK,ppW p,V pq, (20)

and where the stabilization bilinear form is given by

sK,ppW p,V pq “
ÿ

ζPFK,p

λ0
K,p,ζ pwζ ´ΠK,ppW pqpxζqq pvζ ´ΠK,ppV pqpxζqq

11
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`λ1
K,ppWK ´∇ΠK,ppW pqq ¨ pV K ´∇ΠK,ppV pqq, (21)

where denoting for some 0 ď ω ď 1, 0 ă γ0 ă 1 and γ1 ą 0:

λK,p,ζ “ p1´ ωqΛKnK,p,ζ ¨ nK,p,ζ ` ω||ΛK ||2 and γK,p,µ “
γ0|Kp|

p1` µq
´

ř

ζPIFK,p |ζ|hK,p

¯ ,

λ0
K,p,ζ and λ1

K,p are given by:

λ0
K,p,ζ “ λK,p,ζ |Kp|h

´2
K,p ` λ

µ,0
K,p,ζ |ζ|hK,p with λµ,0K,p,ζ “

ˇ

ˇ

ˇ

ˇ

p1` µq |ΛKnK,p,ζ ¨ nK,p,ζ |γ
´1
K,p,µ if ζ P IFK,p,

0 otherwise,

and

λ1
K,p “

ÿ

ζPIFK,p

γ1λK,p,ζ |Kp| ` λ
µ,1
K,p|ζ|hK,p with λµ,1K,p,ζ “ p1` µq

´

||ΛK ||2γK,p,µ ` |ΛKnK,p,ζ ¨ nK,p,ζ |γ
´1
K,p,µ

¯

.

The second term of our discrete variational formulation (19):

´
ÿ

KPTp

ÿ

ζPIFK,p

|ζ|ΛKWK ¨ nK,p,ζvζ “ ´
ÿ

KPTp

ÿ

ζPIFK,p

ż

ζ

ΛKWK ¨ nK,p,ζvζ ,

expresses in fact Neumann boundary conditions on the boundary of Dp under variational form for the local

problem on Dp. The coefficients λµ,iK,p,ζ are introduced to compensate for this term and ensure stability. The
precise choice we have made for them looks quite complex and arbitrary at this point but will become completely
obvious in the stability proof. For reasons that will also appear obvious later on when we will define operator
GK , parameter µ can take only the two values 0 and 1, the case µ “ 1 corresponding to a symmetric method.

The following lemma establishes the stability properties of the local discrete variational problem (19):

Lemma 2.1. For any V p P Xp, we have:

|Kp||∇ΠK,ppV pq|
2 ď θFθ

2
Π

ÿ

ζPFK,p

|Kp|h
´2
K,p|vζ ´ vK |

2. (22)

Moreover there exists γ0
a ą 0 depending only on λ˚, λ˚, θF and θΠ such that for any V p P Xp

a0
ppV p,V pq ě γ0

a

¨

˝

ÿ

KPTp

ÿ

ζPFK,p

|Kp|h
´2
K,p|vζ ´ vK |

2

˛

‚.

Proof. Using Cauchy-Schwarz inequality, we get

|Kp||∇ΠK,ppV pq|
2 ď

¨

˝

ÿ

ζPFK,p

h2
K,p|ζ|

2|Kp|
´2

˛

‚

¨

˝

ÿ

ζPFK,p

|Kp|h
´2
K,p|vζ ´ vK |

2

˛

‚,

and we get the first result as cardpFK,pq ď θF . Obviously, as λ1
K,p ě 0 and λµ,0K,p,ζ ě 0 we have

a0
ppV p,V pq ě

ÿ

KPTp

¨

˝|Kp|ΛK∇ΠK,ppV q ¨∇ΠK,ppV q `
ÿ

ζPFK,p

λK,p,ζ |Kp|h
´2
K,p |vζ ´ΠK,ppV pqpxζq|

2

˛

‚.

12
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Then, using

pa´ bq2 ě
ρ

1` ρ
a2 ´ ρ b2 @ pa, bq P R2, @ ρ ą ´1,

we see that, for all ρ ą ´1

|Kp|h
´2
K,p |vζ ´ΠK,ppV pqpxζq|

2
ě

ρ

1` ρ
|Kp|h

´2
K,p |vζ ´ vK |

2
´ ρ|Kp| |∇ΠK,ppV pq|

2
,

leading to, using λ˚ ď |λK,p,ζ | ď λ˚:

a0
ppV p,V pq ě

ÿ

KPTp

¨

˝pλ˚ ´ θFρλ
˚q|Kp| |∇ΠK,ppV pq|

2
`

λ˚ρ

1` ρ

ÿ

ζPFK,p

|Kp|h
´2
K,p |vζ ´ vK |

2

˛

‚,

and the result immediately follows with ρ “ λ˚
θFλ˚

and γ0
a “

λ2
˚

θFλ˚`λ˚
.

Immediately, noticing that for UTp “ 0 the linear problem (19) reduces to: find W p P Xpp0q such that

a0
ppW p,V pq “ 0 @ V p P Xpp0q,

we deduce from lemma 2.1 that the local variational problem (19) admits a unique solution, denotedW ppUTpq “

pUTp , I
in
p pUTpqq, defining the mappings Iζ : XM ÞÝÑ R:

Iinp pUTpq “ pIK,p,ζpUTpqKPTp,ζPFK,p “W
in
p pUTpq.

2.1.1 Flux formulation

To define our discrete flux, let us first rewrite the bilinear form ap. We get, after a straightforward computation:

a0
ppW p,V pq “

ÿ

KPTp

ÿ

ζPFK,p

ÿ

ζ1PFK,p

Aζ,ζ
1

K,ppwζ ´ wKqpvζ1 ´ vKq `
ÿ

KPTp

ÿ

ζPFK,p

ÿ

ζ1PFK,p

Dζ,ζ
1

K,ppwζ ´ wKqpvζ1 ´ vKq

`
ÿ

KPTp

ÿ

ζPIFK,p

d
ÿ

i“1

λ1
K,p,ζh

d
K,pW

i
KV

i
K ´

ÿ

KPTp

ÿ

ζPFK,p

d
ÿ

i“1

Bi,ζK,ppW
i
Kpvζ ´ vKq ` V

i
Kpwζ ´ wKqq,

where
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Aζ,ζ
1

K,p “
|ζ| |ζ

1

|

|Kp|
ΛKnK,p,ζ ¨ nK,p,ζ1 ` y

T
K,p,ζ1

SK,pyK,p,ζ ,

SK,p “ pSζ,ζ
1

K,pqζ,ζ1PFK,p , Sζ,ζ
1

K,p “ δζ,ζ1λ
0
K,p,ζ ,

yK,p,ζ “ py
ζ
1

K,pqζ1PFK,p , yζ
1

K,p,ζ “ δζ,ζ1 ´
|ζ|

|Kp|
nK,p,ζ ¨ pxζ1 ´ xKq,

Dζ,ζ
1

K,p “ λ1
K,p

|ζ||ζ
1

|

|Kp|
2
nK,p,ζ ¨ nK,p,ζ1 , Bi,ζK,p “ λ1

K,p

|ζ|

|Kp|
niK,p,ζ ,

with δζ,ζ1 is the Kronecker symbol. For any K P Tp and any ζ P FK,p, a flux function associated to ζ is then
defined by setting

F ζK,ppW pq “
ÿ

ζ1PFK,p

ˆ

Aζ
1
,ζ

K,ppwK ´ wζ1 q ` Dζ
1
,ζ

K,ppwK ´ wζ1 q

˙

`

d
ÿ

i“1

Bi,ζK,pW
i
K , (23)

13
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in order to obtain, for all V p P Xpp0q, recalling that vK “ 0, V K “ 0 and WK “ UK for all K P T :

appW p,V pq “ ´
ÿ

KPTp

ÿ

ζPFK,p

F ζK,ppW pqvζ ´
ÿ

KPTp

ÿ

ζPIFK,p

|ζ|ΛKUK ¨ nK,p,ζ1 vζ “ 0. (24)

Thus, taking one degree of freedom equal to one and the others equal to zero problem (19) is equivalent to find
Iinp pUTpq such that:

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

KPTp

F ζK,ppUTp , I
in
p pUTpqq “ 0 for all ζ P SFp X SFin,

Iinζ pUTpq “ Iextζ pU ext
Tp q for all ζ P SFp X SFext,

F ζK,ppUTp , I
in
p pUTpqq “ ´

ÿ

ζPIFK,p

|ζ|ΛKUK ¨ nK,p,ζ1 for all K P Tp and all ζ P IFK,p,

(25)

which is a convenient form for solving the local variational problem in practice. This is also a much more usual
form for MPFA local problems: those are formally flux continuity equations. Thus, the flux through the subface
ζ P FK,p for the global unknown UT is naturally defined by setting:

F ζK,ppUT q “ F ζK,ppUTp , I
in
p pUTpqq, (26)

and in particular the flux corresponding to subfaces ζ P SFK X SFp appearing in the natural formulation (9)
of our new MPFA method are given by:

FK,ζpUT q “ F ζK,ppUT q “ F ζK,ppUTp , I
in
p pUTpqq. (27)

This is of course the form under which the flux are used in practice.

Remark 2.2. By construction, notice that for any subface ζ P FK,p:

F ζK,ppUT q “ F ζK,ppUTp , I
in
p pUTpqq “ ´|ζ|ΛK∇ΠK,ppUTp , I

in
p pUTpqq ¨ nK,p,ζ´

ÿ

ζ1PFK,p

λ0
K,p,ζ

´

uζ1 ´ΠK,ppUTp , I
in
p pUTpqqpxζ1 q

¯

ˆ

δζ,ζ1 ´
|ζ|

|Kp|
nK,p,ζ ¨ pxζ1 ´ xKq

˙

`

ÿ

ζPFK,p

λ1
K,p

|ζ|

|Kp|

`

UK ´∇ΠK,ppUTp , I
in
p pUTpqq

˘

¨ nK,p,ζ , (28)

which formally reveals the reasons why those formula correspond to consistent flux. Indeed, if ϕ P P1pKq,
and if one takes uK “ ϕpxKq, UK “ ∇ϕpxKq, uζ “ ϕpxζq, then as the operator ΠK,p is exact on first order
polynomials we clearly get:

F ζK,ppUT q “ ´|ζ|ΛK∇ϕ ¨ nK,p,ζ .

Our flux are thus exact on first order polynomials and it is a classical exercise to deduce their consistency.

2.1.2 The operator GT of the enriched MPFA method

To fully define our new MPFA method, it remains to define operator GT . To this end, we will sum the local
variational problems (19) over p P P, which forces us to go back to notation vK,p,ζ for subfaces ζ interior to cell
K, i.e.:

V p “
`

pvK ,V KqqKPTp , pvσqσPFpXFext , pvpqζPSFp , pvK,p,ζqζPIFK,p
˘

.

14
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Summing over p P P and rearranging the sums, we immediately get:
ÿ

pPP
appW p,V pq “

ÿ

KPT

ÿ

pPPK

|Kp|ΛK∇ΠK,ppW pq ¨∇ΠK,ppV pq `
ÿ

KPT

ÿ

pPPK

sK,ppW p,V pq

´
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKWK ¨ nK,p,ζvK,p,ζ ,

which is a bilinear form on the space X0 “ XT ,0 ˆ Xin. Using our parameter µ P t0, 1u introduced in our
stability coefficient to enforce symmetry if desired, we slightly modify the above expression to finally define a
global bilinear form ah by setting for all pW ,V q P X0 ˆX0 :

ahpW ,V q “
ÿ

KPT

ÿ

pPPK

|Kp|ΛK∇ΠK,ppW pq ¨∇ΠK,ppV pq `
ÿ

KPT

ÿ

pPPK

sK,ppW p,V pq

´
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKWK ¨ nK,p,ζvK,p,ζ ´ µ
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKV K ¨ nK,p,ζwK,p,ζ . (29)

We see that ah is indeed symmetric if µ “ 1, and is non-symmetric if µ “ 0 although more natural starting
from the local variational problems. As (29) is clearly a discrete counterpart of the bilinear form induced by
model problem (1)-(2), we naturally consider the global variational formulation find U P X0 such that

ahpU ,V q “ lhpV q @ V P X0 with lhpV q “
ÿ

KPT
|K|fKvK . (30)

It is now easy to establish the following equivalence result:

Theorem 2.3. For any µ P t0, 1u, solving (30) is equivalent to solving the generic MPFA problem (9) with
operators Iin and pFK,pqKPT ,ζPSFK given by the local problems (25) and with operator GT defined by:

GKpUT q “
1

λGK

ÿ

pPPK

¨

˝λ1
K,p∇ΠK,ppUTp , I

in
p pUTpqq ` µ

ÿ

ζPIFK,p

|ζ|IK,p,ζpUTpqΛ
T
KnK,p,ζ

˛

‚, (31)

where λGK “
ř

pPPK λ
1
K,p ą 0.

Proof. The proof is in fact elementary and simply consists in correctly choosing test functions to make the local
problems appear. For any p P P and any V p P Xpp0q, let V̂ P X0 be such that V̂ p “ V p, V̂ p1 “ 0 for all

p
1

‰ p. Using such a V̂ , we immediately see that ap1 pW , V̂ q “ 0 for all p
1

P P, p
1

‰ p, as well as lhpV̂ q “ 0 and

´µ
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKV̂ K ¨ nK,p,ζwK,p,ζ “ 0,

as V̂ K “ 0 for all K P T . Thus we clearly have, if U is solution of (30):

ahpU , V̂ q “ appUp,V pq “
ÿ

KPTp

|Kp|ΛK∇ΠK,ppW pq ¨∇ΠK,ppV pq `
ÿ

KPTp

sK,ppW p,V pq

´
ÿ

KPTp

ÿ

ζPIFK,p

|ζ|ΛKWK ¨ nK,p,ζvK,p,ζ “ 0 @ V p P Xpp0q,

implying that Up is the unique solution to the local variational problem (25) and thus Up “ pUTp , IppUpqq.
Next, for some K P T and some 1 ď i ď d, taking V iK “ 1 in the global variational formulation and all others
degrees of freedom of V equal to zero, we get:

ÿ

pPPK

λ1
K,ppU

i
K ´∇ΠK,ppUpq ¨ eiq ´ µ

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛTKnK,p,ζ ¨ eiuK,p,ζ “ 0,

15
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and thus we do obtain UK “ GKpUT q, with GK defined by (31). Finally, we have by construction:

ahpU ,V q “
ÿ

pPP
appUp,V pq ´ µ

ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKV K ¨ nK,p,ζuK,p,ζ

“
ÿ

pPP

ÿ

KPTp

ÿ

ζPFK,p

F ζK,ppUpqpvK ´ vK,p,ζq ´
ÿ

KPTp

ÿ

ζPIFK,p

|ζ|ΛKUK ¨ nK,p,ζvK,p,ζ

´µ
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKV K ¨ nK,p,ζuK,p,ζ .

Taking vK “ 1 for some K P T and all others degrees of freedom of V equal to zero, we deduce from (30) that:
ÿ

pPPK

ÿ

ζPFK,p

F ζK,ppUpq “ |K|fK .

However as we know that Up is solution of the local flux continuity problem:
ÿ

pPPK

ÿ

ζPFK,p

F ζK,ppUpq “
ÿ

pPPK

ÿ

ζPSFK,p

F ζK,ppUpq `
ÿ

pPPK

ÿ

ζPIFK,p

F ζK,ppUpq

“
ÿ

pPPK

ÿ

ζPSFK,p

F ζK,ppUpq ´
ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKUK ¨ nK,p,ζ .

But we clearly have:

´
ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKUK ¨ nK,p,ζ2 “ ´
ÿ

ζPIFK

|ζ|ΛKUK ¨

¨

˝

ÿ

pPPK | ζPIFK,p

nK,p,ζ

˛

‚“ 0,

and we thus recover:
ÿ

pPPK

ÿ

ζPSFK,p

F ζK,ppUpq “
ÿ

ζPSFK

FK,ζpUpq “ |K|fK .

Thus, we have established that a solution of (30) is indeed solution of the generic MPFA problem (9) with the
announced choices for operators Iin and pFK,pqKPT ,pPPK andGT . As we have in fact covered all the possibilities
for the test function V it is immediate to see that the converse holds true, which concludes the proof.

In practice, it is useful to notice that multiplying equation UK “ GKpUT q by λGK we get:

0 “ λGKUK ´ λ
G
KGKpUT q “

ÿ

pPPK

GK,ppUT q,

where
GK,ppUT q “ λ1

K,p

`

UK ´∇ΠK,ppUTp , I
in
p pUTpqq

˘

´ µ
ÿ

ζPIFK,p

|ζ|IK,p,ζpUTpqΛ
T
KnK,p,ζ , (32)

which was in fact the expression from which we have deduced the precise form of GKpUT q in the above proof.
Computing eachGK,ppUT q instead ofGKpUT q will indeed lead to a much easier implementation of the method,
as we can handle them in flux-like assembling loops (see subsection 2.2).

Finally, let us observe that the stencil of the cell equations
ř

ζPSFK FK,ζpUT ,U
in
q “ |K|fK andUK “ GKpUT q

for cell K simply correspond to the cell unknowns of cell belonging to YpPPKTp. This implies that for the face
and subface based subdomains, the stencil of the resulting enriched MPFA methods for a given cell K consists
in the cells that are immediate neighbours through faces of cell K, or in other words it leads to the same stencil
as the TPFA scheme. For the O shaped domains, the corresponding enriched MPFA has this time the same
stencil has the MPFAO scheme, i.e. neighbours through vertices. In any case the enriched MPFA methods do
have a compact stencil as claimed in the introduction.
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Remark 2.4. The final formulation is very reminiscent of incomplete interior penalty (IIP) discontinuous
Galerkin method for µ “ 0 and symmetric interior penalty (SIP) discontinuous Galerkin method for µ “ 1 (see
[28, 29]). Indeed, roughly speaking we recognize in (29) the four terms of SIP dG methods: the symmetric
bilinear form on gradients, the two flux terms on some boundaries, and a stabilization part. However, a closer
look makes it obvious that there are also many differences: our boundary flux terms are not on the boundary of
the cell, but on some internal boundaries (in this sense, it could also be compared to a discontinuous Galerkin
method on the submesh SM rather that on the mesh itself, but for which jumps are not allowed only on faces
interior to the cells of the original mesh). The stabilization term does not involve jumps on the boundaries of the
cell as we enforce trace continuity on subfaces, but rather two different ways of expressing consistency. Finally
we do not use the gradient unknowns to approximate the diffusion operators, for which gradient reconstructions
based on subfaces unknowns are preferred. We only resort to the gradient unknowns to enforce flux continuity
in the interior of the cells of the original mesh. Nevertheless it is interesting to notice the formal resemblance (in
particular to establish convergence) as well as the fact that once the intermediate unknowns are eliminated, our
new MPFA methods has the same number (d` 1) of degrees of freedom per cell than first order discontinuous
Galerkin methods on the original mesh M (and not on the submesh SM).

2.2 Implementation details

The implementation of the enriched MPFA methods follows the usual lines of the MPFA methods. In a
sequential setting, the most efficient assembling procedure should loop over the partitioning set P to solve the
local problems once and use their solution to update the cell equations for cells K P Tp. In a shared memory
setting, an alternative (with storage) would consist in again looping over the set P to compute the local flux
operators and gradient operator contributions, but instead of immediately updating the cell equations postpone
it to a second loop over cells (see algorithm 1). In this way, no concurrent write access to cell equations is
needed, the only concurrency being potential simultaneous but non locking read access to the stored flux and
gradient operators (without storage, this second version implies recomputing the flux and gradient operators
several times to avoid locking write access).

Algorithm 1 Pseudo code for assembling the enriched MPFA methods

Initialization:
for p P P do

Compute the local domain Dp and its geometric properties.
for K P Tp do

Compute the local flux F ζK,p for ζ P FK,p using (23).
end for
Solve the local variational problem under flux form (25) and deduce the operators Iinp .
Compute the local “cell-centered” flux pFK,ζqKPTp,ζPSFK,p using formula (27) : FK,ζpUT q “

F ζK,ppUTp , I
in
p pUTpqq and the gradient operator contributions pGK,pqKPTp using (32), and store them.

end for
Assembly loop:
for K P T do
for p P PK do

Get the “cell-centered” flux pFK,ζqKPTp,ζPSFK,p and the gradient operator contributions pGK,pqKPTp and

add their contributions to the cell equations
ř

ζPSFK FK,ζpUT ,U
in
q “ |K|fK and UK “ GKpUT q.

end for
end for
for σ P Fext do

Enforce the Dirichlet boundary conditions uσ “ 0
end for
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2.3 Stability of the enriched MPFA methods

So far, we have only established the well-posedness of the local problems. Fortunately, we have also derived
an equivalent global variational formulation from which it is easy to deduce the stability of the overall MPFA
method. To this end, we define the scalar product

pW ,V qX,1 “
ÿ

KPT

ÿ

pPPK

ÿ

ζPFK,p

|Kp|h
´2
K pwK,p,ζ ´ wKqpvK,p,ζ ´ vKq`

ÿ

KPT

ÿ

pPPK

|Kp|pWK ´∇ΠK,ppW qq ¨ pV K ´∇ΠK,ppV qq @ pW ,V q P X0 ˆX0,

and the associated semi-norm

|V |2X,1 “
ÿ

KPT

ÿ

pPPK

ÿ

ζPFK,p

|Kp|h
´2
K,p|vK,p,ζ ´ vK |

2 `
ÿ

KPT

ÿ

pPPK

|Kp||V K ´∇ΠK,ppV qq|
2 V P X0,

which is clearly a norm on X0 . Notice that we have made a slight abuse of notations for subfaces ζ P SF by
denoting vK,p,ζ “ vζ if ζ P SFK X SFp, allowing more compact notations. Establishing stability now roughly

speaking consists in noticing that we have correctly chosen the values of λµ,0K,p,ζ and λµ,1K,p,ζ to compensate for
the boundary terms, leading to:

Theorem 2.5. There exists Ca ą 0 and γa ą 0 independent on h but depending on d, λ˚, λ˚, θF , θΠ and θP
such that such that for any pW ,V q P X0 ˆX0:

ahpW ,V q ď Ca|W |X,1|V |X,1 and ahpV ,V q ě γa|V |
2
X,1. (33)

Proof. We have by definition:

ahpV ,V q “
ÿ

KPT

ÿ

pPPK

|Kp|ΛK∇ΠK,ppV pq ¨∇ΠK,ppV pq `
ÿ

KPT

ÿ

pPPK

sK,ppV p,V pq

´p1` µq
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKV K ¨ nK,p,ζvK,p,ζ “ T1 ` T2 ` T3,

with obvious notations. Using
ř

pPPK | ζPIFK,p nK,p,ζ “ 0 for any ζ P IFK , we get

ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKV K ¨ nK,p,ζ pvK ` V K ¨ pxζ ´ xKqq “ 0.

The last term T3 thus rewrites:

T3 “ ´p1` µq
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKV K ¨ nK,p,ζ pvK,p,ζ ´ vK ´ V K ¨ pxζ ´ xKqq

“ ´p1` µq
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKV K ¨ nK,p,ζRK,p,ζpV q,

where we have denoted

RK,p,ζpV q “ vK,p,ζ ´ vK ´∇ΠK,ppV q ¨ pxζ ´ xKq ´ pV K ´∇ΠK,ppV qq ¨ pxζ ´ xKq.

To establish stability, we need to estimate T3 carefully. We get for γK,p,µ ą 0:

´|ζ|ΛKV K ¨ nK,p,ζRK,p,ζpV q ě ´γK,p,µ|ζ|hK,p

´

γ´1
K,p,µh

´1
K,p|ΛKV K ¨ nK,p,ζRK,p,ζpV q|

¯
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ě ´
γK,p,µhK,p|ζ|

2

´

h´2
K,pγ

´2
K,p,µ|ΛKnK,p,ζ ¨ nK,p,ζ ||RK,p,ζpV q|

2 ` |ΛKV K ¨ V K |

¯

.

Then

|ΛV K ¨ V K |
2 ď 2|ΛKpV K ´∇ΠK,ppV qq ¨ pV K ´∇ΠK,ppV qq| ` 2|ΛK∇ΠK,ppV q ¨∇ΠK,ppV q|,

and
|RK,p,ζpV q|

2 ď 2|vK,p,ζ ´ vK ´∇ΠK,ppV q ¨ pxζ ´ xKq|
2 ` 2h2

K,p|V K ´∇ΠK,ppV q|
2,

finally lead to:

´|ζ|ΛKV K ¨ nK,p,ζRK,p,ζpV q ě ´γ
´1
K,p,µh

´1
K,p|ζ| |ΛKnK,p,ζ ¨ nK,p,ζ | |vK,p,ζ ´ vK ´∇ΠK,ppV q ¨ pxζ ´ xKq|

2

´hK,pγ
´1
K,p,µ|ζ| |ΛKnK,p,ζ ¨nK,p,ζ |V K´∇ΠK,ppV q|

2´hK,pγK,p,µ|ζ| |ΛKpV K´∇ΠK,ppV qq¨pV K´∇ΠK,ppV qq|

´γK,p,µhK,p|ζ| |ΛK∇ΠK,ppV q ¨∇ΠK,ppV q|.

We finally obtain:

T3 ě ´p1` µq
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

´

γ´1
K,p,µ|ζ|h

´1
K,p|ΛKnK,p,ζ ¨ nK,p,ζ | |vK,p,ζ ´ vK ´∇ΠK,ppV q ¨ pxζ ´ xKq|

2

`|ζ|hK,p

´

γK,p,µ||ΛK ||2 ` γ
´1
K,p,µ |ΛKnK,p,ζ ¨ nK,p,ζ

¯

|V K ´∇ΠK,ppV q|
2

`|ζ|hK,pγK,p,µ|ΛK∇ΠK,ppV q ¨∇ΠK,ppV q|q .

Recalling that:

λµ,0K,p,ζ “

ˇ

ˇ

ˇ

ˇ

p1` µq |ΛKnK,p,ζ ¨ nK,p,ζ |γ
´1
K,p,µ if ζ P IFK,p,

0 otherwise,

and
λµ,1K,p,ζ “ p1` µq

´

||ΛK ||2γK,p,µ ` |ΛKnK,p,ζ ¨ nK,p,ζ |γ
´1
K,p,µ

¯

,

we see that the two first terms are precisely the opposite of the additional terms involving λµ,iK,p,ζ in the stabi-
lization form sp. Thus, proceeding as in the proof of lemma 2.1, we see that

|Kp|h
´2
K,p |vζ ´ΠK,ppV pqpxζq|

2
ě

ρ

1` ρ
|Kp|h

´2
K,p |vζ ´ vK |

2
´ ρ|Kp| |∇ΠK,ppV pq|

2
,

leads to, as λ˚ ď λK,p,ζ ď λ˚:

T2 ` T3 ě
ÿ

KPT

ÿ

pPPK

¨

˝´p1` µqγK,p,µ

¨

˝

ÿ

ζPIFK,p

|ζ|hK,p

˛

‚ΛK∇ΠK,ppV pq ¨∇ΠK,ppV pq`

´cardpFK,pqρλ˚|Kp| |∇ΠK,ppV pq|
2
`

λ˚ρ

1` ρ

ÿ

ζPFK,p

|Kp|h
´2
K,p |vK,p,ζ ´ vK |

2
` γ1λ˚|Kp||V K ´∇ΠK,ppV pq|

2

˛

‚,

and consequently, for any 0 ă γ0 ă 1:

ahpV ,V q ě
ÿ

KPT

ÿ

pPPK

¨

˝

¨

˝γ0|Kp| ´ p1` µqγK,p,µ

¨

˝

ÿ

ζPIFK,p

|ζ|hK,p

˛

‚

˛

‚ΛK∇ΠK,ppV q ¨∇ΠK,ppV q`
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pp1´ γ0qλ˚ ´ θFρλ
˚q |Kp| |∇ΠK,ppV pq|

2
`

λ˚ρ

1` ρ

ÿ

ζPFK,p

|Kp|h
´2
K,p |vζ ´ vK |

2
` γ1λ˚|Kp||V K ´∇ΠK,ppV pq|

2

˛

‚,

and the coercivity result immediately follows with

ρ “
p1´ γ0qλ˚
θFλ˚

and γ0
a “ min

ˆ

γ1λ˚,
p1´ γ0qλ

2
˚

θFλ˚ ` p1´ γ0qλ˚

˙

as γK,p,µ “
γ0|Kp|

p1` µq
´

ř

ζPIFK,p |ζ|hK,p

¯ .

To establish boundedness, recall that by definition:

ahpW ,V q “
ÿ

KPT

ÿ

pPPK

|Kp|ΛK∇ΠK,ppW pq ¨∇ΠK,ppV pq `
ÿ

KPT

ÿ

pPPK

sK,ppW p,V pq

´
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKWK ¨ nK,p,ζvK,p,ζ ´ µ
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKV K ¨ nK,p,ζwK,p,ζ “ T1 ` T2 ` T3 ` T4.

The treatment of the two boundary terms being identical we only detail the first one. Again, as by construction,
we have:

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKWK ¨ nK,p,ζvK “ 0,

using Cauchy-Schwarz inequality and |ζ| ď hd´1
K,p we can write:

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKWK ¨ nK,p,ζvK,p,ζ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď θΠλ
˚

¨

˝

ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|Kp||WK |
2

˛

‚

1{2 ¨

˝

ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|Kp|h
´2
K,p|vK,p,ζ ´ vK |

2

˛

‚

1{2

.

Next, we have for any ζ P FK,p:

|Kp|h
´2
K,p |vζ ´ΠK,ppV pqpxζq|

2
ď 2|Kp|h

´2
K,p |vζ ´ vK |

2
` 2|Kp|h

´2
K,p |∇ΠK,ppV pq ¨ pxζ ´ xKq|

2

ď 2|Kp|h
´2
K,p |vζ ´ vK |

2
` 2|Kp| |∇ΠK,ppV pq|

2
.

As
γ0θ

´1
Π

2θF
ď γK,p,µ ď γ0θΠ for γK,p,µ “

γ0|Kp|

p1` µq
´

ř

ζPIFK,p |ζ|hK,p

¯ ,

we see that

|λK,p,ζ | ď λ˚ and λµ,0K,p,ζ ď 4λ˚θΠθFγ
´1
0 and λµ,1K,p,ζ ď 2λ˚θΠ

`

γ0 ` 2θFγ
´1
0

˘

,

and thus using again Cauchy-Schwarz inequality we get that for some C ą 0 independent on h

T1 ` T2 ď C
ÿ

KPT

ÿ

pPPK

|Kp| |∇ΠK,ppW pq| |∇ΠK,ppV pq| ` |Kp| p|WK ´∇ΠK,ppW pq|q p|V K ´∇ΠK,ppV pq|q`

¨

˝

ÿ

ζPFK,p

|Kp| |∇ΠK,ppW pq|
2
` |Kp|h

´2
K,p |wζ ´ wK |

2

˛

‚

1{2 ¨

˝

ÿ

ζPFK,p

|Kp| |∇ΠK,ppV pq|
2
` |Kp|h

´2
K,p |vζ ´ vK |

2

˛

‚

1{2

,

from which the first result immediately follows using Cauchy-Schwarz inequality and the bound on ∇ΠK,p.
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Being able to obtain this result is the reason why we have chosen to define operator GT through a global
variational formulation. This is probably the major result of the present paper, as it provides existence and
uniqueness of solution to the discrete problem (30) and as we will see that thanks to it the convergence theory
is now very classical, up to some technicalities.

3 Convergence results

In the following, we will need to assume the following mesh regularity:

(MR) There exists θM ą 0 and a matching simplicial submesh SST of SM such that for any T P SST ,
θMhT ď rT where rT is the inradius of T , and for any K P T , any p P PK and any T P SST such that
T Ă Kp, θMhK,p ď hT .

Assumption (MR) is slightly stronger than the usual mesh regularity assumption, in the sense that do not we
require a matching simplicial submesh of the mesh M but of the submesh SM: from this point of view, SM
is the true mesh on which one should perform the numerical analysis. From [29], we know that for meshes
satisfying (MR) θF and θΠ are bounded by a function of d and θM. The same holds for θP for the examples of
sets P of section 1.4.

Due do the importance of diffusion problems in applications and also because it is a kind of standard model
problem for developing new numerical schemes, there exists a tremendous number of proofs and frameworks,
more or less abstract, that provide convergence results for multiple point flux approximations. Without trying
to be exhaustive, at the very least let us mention the classical two-point flux finite volume theory (see [39]),
the theory of discontinuous Galerkin methods (see [29]), theory devoted to MPFA (see [8, 9]) and more general
non-conforming methods (see [10, 30]), or the gradient discretization method (see [36]), the later being one of
the widest and most recent abstract generalization of the previously mentioned approaches.

Because of the jumps allowed along internal subfaces ζ P IF and the additional boundary terms in the variational
formulation, some of the elements of our method do not immediately coincide with those frameworks. Indeed,
we need to show that our additional boundary terms do correspond to consistent terms that go to zero when h
goes to zero, and that our discrete gradients are “limit conforming” (or equivalently “weakly consistent”). We
do so thanks to the following two lemmas:

Lemma 3.1 (Consistency of boundary terms). For any pW ,V q P X0 ˆX0, we have:
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKWK ¨ nK,p,ζvK,p,ζ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď θΠλ
˚|W |1,Xˆ

¨

˝

ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|Kp|h
´2
K,p|vK,p,ζ ´ vK ´∇ΠK,ppV q ¨ pxζ ´ xKq|

2 ` |Kp||V K ´∇ΠK,ppV q|
2

˛

‚

1{2

.

Proof. As we have already seen in the proof of theorem 2.5, we have:
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|ΛKWK ¨ nK,p,ζvK,p,ζ

“
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|WK ¨ Λ
T
KnK,p,ζ pvK,p,ζ ´ vK ´∇ΠK,ppV q ¨ pxζ ´ xKqq

´
ÿ

KPT

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|WK ¨ Λ
T
KnK,p,ζ pV K ´∇ΠK,ppV qq ¨ pxζ ´ xKq,

and the result immediately follows by using Cauchy-Schwarz inequality.
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Lemma 3.2 (Limit conformity (or weak consistency) of the discrete gradients). Let pMhqhPH be a family of
meshes indexed by h P H where H is a bounded at most coutable subset of R` such that 0 P H and there exists
θ ą 0 such that maxpθFh , θTh , θΠh , θMh

, θPhq ď θ for all h P H. Let us denote

ΠThpUhq|K “ uK and ∇̂ThpUhq|K “
ÿ

pPPK

¨

˝

|Kp|

|K|
∇ΠK,ppUhq ´

ÿ

ζPIFK,p

|ζ|

|K|
uK,p,ζnK,p,ζ

˛

‚ @ K P Th,

the piecewise constant function and weakly consistent gradient reconstructions. Then if Uh satisfies:

(ii) Uh P Xh,0 for all h P H,

(ii) ΠThpUhq á u weakly in L2pΩq when h ÝÑ 0,

(iii) there exists C ą 0 independent on h such that |U |1,Xh ď C for all h P H,

then u P H1
0 pΩq, ∇̂ThpUhq á ∇u weakly in L2pΩqd when h ÝÑ 0.

Proof. Let us start by extending ΠThpUhq and ∇̂ThpUhq by 0 outside of Ω, and denote those extensions respec-

tively rΠThpUhq and r∇ThpUhq. By virtue of lemma 2.1 and the fact that:

ÿ

ζPIFK,p

|ζ|uK,p,ζnK,p,ζ “
ÿ

ζPIFK,p

|ζ|puK,p,ζ ´ uKqnK,p,ζ

ď

¨

˝

ÿ

ζPIFK,p

|ζ|hK,p

˛

‚

1{2 ¨

˝

ÿ

ζPIFK,p

|ζ|h´1
K,p|uK,p,ζ ´ uK |

2

˛

‚

1{2

ď θΠθ
1{2
F |Kp|

¨

˝

ÿ

ζPIFK,p

|Kp|h
´2
K,p|uK,p,ζ ´ uK |

2

˛

‚

1{2

,

we know that ||r∇ThpUhq||L2pΩqd is bounded and thus up to a subsequence there exists G P L2pRdqd such that
r∇ThpUhq á G weakly in L2pRdqd when hÑ 0 and that rΠThpUhq á ru weakly in L2pRdq when hÑ 0, where ru
denotes the extension by zero of u outside Ω. Then notice that, for any Φ P C8c pRdqd:

ż

Rd
rΠThpUhq divΦ “

ÿ

KPTh

ÿ

pPPK

ż

Kp

uK divΦ,

which leads to:
ż

Rd
rΠThpUhq divΦ “

ÿ

KPTh

ÿ

pPPK

ÿ

ζPFK,p

|ζ|uKΦζ ¨ nK,p,ζ with Φζ “
1

|ζ|

ż

ζ

Φ.

Then, recall that for any p P PK and any ζ P SFK,p we have denoted uK,p,ζ “ uζ with Φζ “ 0 for any ζ P SFext
thus

ÿ

KPTh

ÿ

pPPK

ÿ

ζPSFK,p

|ζ|uK,p,ζΦζ ¨ nK,p,ζ “
ÿ

ζPSFint

|ζ|uζΦζ ¨

¨

˝

ÿ

KPTζ

ÿ

pPPK | ζPSFK,p

nK,p,ζ

˛

‚“ 0.

Denoting ΦK “
1
|K|

ş

K
Φ, this leads to:

ż

Rd
rΠThpUhq divΦ “

ÿ

KPTh

ÿ

pPPK

ÿ

ζPFK,p

|ζ|puK ´ uK,p,ζqΦζ ¨ nK,p,ζ `
ÿ

KPTh

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|uK,p,ζΦζ ¨ nK,p,ζ
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“
ÿ

KPTh

ÿ

pPPK

ÿ

ζPFK,p

|ζ|puK ´ uK,p,ζqΦK ¨ nK,p,ζ

`
ÿ

KPTh

ÿ

pPPK

ÿ

ζPFK,p

|ζ|puK ´ uK,p,ζqpΦζ ´ ΦKq ¨ nK,p,ζ `
ÿ

KPTh

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|uK,p,ζΦζ ¨ nK,p,ζ

“ ´
ÿ

KPTh

ÿ

pPPK

|Kp|∇K,ppUhq ¨ ΦK `
ÿ

KPTh

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|uK,p,ζΦK ¨ nK,p,ζ

ÿ

KPTh

ÿ

pPPK

ÿ

ζPFK,p

|ζ|puK ´ uK,p,ζqpΦζ ´ ΦKq ¨ nK,p,ζ `
ÿ

KPTh

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|puK,p,ζ ´ uKqpΦζ ´ ΦKq ¨ nK,p,ζ

“ ´
ÿ

KPTh

ż

K

∇̂ThpUhq ¨ ΦK ` T1 ` T2,

with obvious notations and as
ř

KPTh
ř

pPPK
ř

ζPIFK,p |ζ|uKpΦζ ´ ΦKq ¨ nK,p,ζ “ 0. Using the fact that |Φζ ´

ΦK | ď CΦhK for some CΦ ą 0 independent on h, the bound on the remaining terms T1 and T2 are classical, as
we have using Cauchy-Schwarz inequality:

|T1| ď CΦh

¨

˝

ÿ

KPTh

ÿ

pPPK

ÿ

ζPFK,p

|ζ|hK,p

˛

‚

1{2 ¨

˝

ÿ

KPTh

ÿ

pPPK

ÿ

ζPFK,p

|ζ|h´1
K,p|uK ´ uK,p,ζ |

2

˛

‚

1{2

,

and

|T2| ď CΦh

¨

˝

ÿ

KPTh

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|hK,p

˛

‚

1{2 ¨

˝

ÿ

KPTh

ÿ

pPPK

ÿ

ζPIFK,p

|ζ|h´1
K,p|uK ´ uK,p,ζ |

2

˛

‚

1{2

,

and thus |Ti| ď CΦθ
1{2
Fh θ

1{2
Ph θΠh |Ω|

1{2|U |1,Xh for i P t1, 2u, which directly leads to ∇̂ThpUhq á ∇ru weakly in

L2pRqd when hÑ 0. Thus G “ ∇ru, which implies ru P H1pRdq and consequently u P H1
0 pΩq.

The remaining necessary properties to establish convergence are the stability of the method, which we already
have, as well as the strong consistency of the gradient and the stabilization term. As we have used the hybrid
gradient in our local variational problems, establishing the consistency of ∇ΠK,p is completely classical, which in
turns immediately imply the strong consistency of the stabilization, boundary terms and of the weakly consistent
gradient ∇̂T , using of course for v regular enough V K “ ∇vpxKq and vK,p,ζ “ vpxζq for the additional degrees
of freedom of our enriched MPFA, thanks to either lemma 3.1 or

ÿ

pPPK | ζPIFK,p

|ζ|

|K|
vpxζqnK,p,ζ “ 0.

Combining those classical results with the fact that we have established the desired properties for our unusual
terms, using one’s favorite option among the many available frameworks (and in particular such as [10] or [30]
for the non-symmetric case) it is now a classical matter to obtain the following convergence results for our stable
MPFA (SMPFA) method:

Proposition 3.3. Let d = 2 or 3, and assume that the meshes satisfy (MR). Then, we have:

(i) Let pMhqhPH be a family of meshes indexed by h P H where H is a bounded at most countable subset of
R` such that 0 P H and there exists θ ą 0 such that θ ą 0 such that maxpθFh , θTh , θΠh , θMh

, θPhq ď θ for
all h P H. Then if Uh denotes the solution of the multiple point flux approximation associated to mesh
Mh, we have when h ÝÑ 0

||ΠThpUhqu||L2pΩq ÝÑ 0 and ||∇ThpUhq ´∇u||L2pΩqd ÝÑ 0 and ||GThpUhq ´∇u||L2pΩqd ÝÑ 0,
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where the piecewise constant function and gradient reconstructions are given for all K P Th by:

ΠThpUhq|K “ uK and ∇ThpUhq|K “
ÿ

pPPK

|Kζ |

|K|
∇ΠK,ζpUhq and GThpUhq|K “ GKpUhq.

(ii) If Λ P W 1,8pΩq and u P H1
0 pΩq XH2pΩq, then there exists Cu ą 0 depending on u, Ω, λ˚, λ˚, θF , θT ,

θΠ, θP but independent on h such that:

||ΠT pUq ´ u||L2pΩq ď Cuh and ||∇T pUq ´∇u||L2pΩqd ď Cuh and ||GT pUq ´∇u||L2pΩqd ď Cuh.

Notice that the convergence and error estimates for GT pUq are in fact obtained a posteriori thanks to the fact

ÿ

KPT

ÿ

pPPK

λ1
K,p|V K ´∇ΠK,ζpV q|

2 ď ahpV ,V q,

and proceeding in the same way than for establishing the strong convergence of ∇T pUq. We thus know that
our new MPFA methods will have the desired convergence behavior. Let us also mention that up to some
additional (mainly technical) hypothesis, it is feasible to obtain superconvergence of the L2 reconstruction for
the symmetric version µ “ 1, i.e. ||ΠThpUhq ´ u||L2pΩq ď Cuh

2 using the classical Aubin-Nitsches duality
argument (see [37, 36]). As the global formulation for the non-symmetric version (µ “ 0) is formally very close
to the IIP discontinuous Galerkin method, we expect that super-convergence can be lost for the non-symmetric
version in specific cases (see [49]).

4 Numerical experiments

In this section, we test our stable MPFA method (SMPFA) on the classical set of test cases used for instance
in [20]. We consider six SMPFA schemes: the SMPFA schemes based on faces in symmetric (SMPFA-FS)
and non-symmetric (SMPFA-FN) versions, the SMPFA schemes based on subfaces in symmetric (SMPFA-SS)
and non-symmetric versions (SMPFA-SN), and the SMPFA schemes using the O-shaped domain in symmetric
(SMPFA-OS) and non-symmetric (SMPFA-ON) versions. Notice that in dimension two, in practice we use faces
as subfaces (F “ SF) and the schemes based on subfaces and faces are identical, thus we will only display
results for (SMPFA-F). All the SMPFA schemes are used with ω “ 0.5, γ0 “ 0.9 and γ1 “ 0.01. We compare
the SMPFA schemes to other unconditionally stable finite volume approaches: the hybrid finite volume scheme
([40, 41]), the original VAG scheme of [42] as well as the naturally stable variant VAGRT based on a tetrahedral
subdivision of cells of [47], and the conservative first order VEM called virtual volumes (VVM) of [20]. Finally,
we also consider the classical conditionally stable MPFA-O method ([1]). For simplicity, the L2 convergence
results that will be plotted correspond to

a

ř

KPT |K|pupxKq ´ uKq
2 where u is the exact solution. Apart from

the MPFAO scheme, all other finite volume methods used here require additional unknowns, corresponding to
of course our additional cell unknowns for our SMPFA schemes, mesh faces for the hybrid scheme, and to mesh
vertices for all the other ones. Thus, a fair comparison cannot rely only on classical convergence curves against
h, as the different methods use different sets of unknowns. We consequently also display convergence curves in
terms of the total number of unknowns.

4.1 Numerical results in dimension 2

We consider the domain Ω “s0, 1rˆs0, 1r which is subdivided into four areas, denoted Di, i “ 1..4, and we
use a sequence of meshes fitting this partition (see figure 5). On this domain, we consider the three tests
cases of [7] and [46], that allow to study the behavior of the method in presence of strong heterogeneity and
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D1D2

D3 D4

2π{3

Figure 5: Domain subdivision and example of mesh

Figure 6: Isolines of solutions for ConvTest1, ConvTest2 and ConvTest3

for low regularity solutions. The first test case (named ConvTest1, see figure 6) is such that Λ|D1
“ λ1Id and

Λ|ΩzD1
“ λ2Id. A solution of ´divpΛ∇uq “ 0 is then given by :

u “

ˇ

ˇ

ˇ

ˇ

ˇ

rα cospαpθ ´ π{3qq for θ P r0, 2π{3s,

βrα cospαp4π{3´ θqq for θ P r2π{3, 2πs,
(34)

with α “ p3{πq arctan
a

1` 2{κ and β “ cospαπ{3q{ cosp2απ{3q, and κ “ λ1{λ2 “ 0.1. For the same tensor,
the second test case (named ConvTest2, see figure 6), is given by

u “

ˇ

ˇ

ˇ

ˇ

ˇ

rα sinpαpθ ´ π{3qq for θ P r0, 2π{3s,

βrα sinpαp4π{3´ θqq for θ P r2π{3, 2πs,
(35)

with α “ p3{πq arctan
?

1` 2κ and β “ 1{p2 cospαπ{3qq, and κ “ λ1{λ2. Finally, for Λ|D1
“ Λ|D3

“ λ1Id and
Λ|D2

“ Λ|D4
“ λ2Id, the third test case (named ConvTest3, see figure 6) is given by upr, θq “ ´upr, θ ´ πq and

u “

ˇ

ˇ

ˇ

ˇ

ˇ

rα cospαpθ ´ π{3qq for θ P r0, 2π{3s,

βrα sinpαp5π{6´ θqq for θ P r2π{3, πs,
(36)

with α “ p6{πq arctan
`

1{
?

1` 2κ
˘

and β “ cospαπ{3q{ sinpαπ{6q, and κ “ λ1{λ2 “ 30. The solutions of
convTest1, ConvTest2 and ConvTest3 have the respective approximate regularities H2.29, H1.79 and H1.24, as
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α « 1.29 for ConvTest1, α « 0.79 for ConvTest2 and α « 0.24 for ConvTest3. From the results displayed
in figures 10, 11 and 12, we deduce the approximate convergence orders of table 1. Apart for the SMPFA-
ON scheme, all are in agreement with the optimal order of minp2, 2αq which is 2 for the ConvTest1, 1.58
for ConvTest2 and 0.48 for ConvTest3. The SMPFA-ON scheme does not superconverge for ConvTest1 and
ConvTest2 , which is probably the effect of the non-symmetry. Also notice that its symmetric version SMPFA-
OS outperforms all other schemes on the low regular ConvTest3.

Table 1: Approximate orders of convergence for ConvTest1, ConvTest2 and ConvTest3

ConvTest1 ConvTest2 ConvTest3

SMPFA-FS 1.99 1.72 0.53

SMPFA-FN 2.02 1.51 0.47

SMPFA-OS 1.75 1.60 0.86

SMPFA-ON 1.05 0.88 0.45

MPFAO 2.06 1.56 0.45

Hybrid 1.97 1.55 0.39

VAG 1.98 1.52 0.53

VAGRT 2.07 1.53 0.54

VVM 1.97 1.59 0.50

Then, to assess the behavior of the method in presence of anisotropy and on distorted mesh, still on Ω “

s0, 1rˆs0, 1r, we consider

upx, yq “ sinpπxqsinpπyq Λ “

ˆ

1 0
0 ε

˙

, (37)

with ε “ 10´2, which will be named ConvTest4. We consider five types of mesh sequences. The first one is a
sequence of Delaunay meshes (2dDelaunay), while the second one (2dDualDelaunay) is obtained by considering
the dual meshes of the first sequence. The third one (2dVoronoi) is the sequence of Voronöı meshes associated
to the same sequence of Delaunay meshes. The fourth sequence (2dKershawBox ) is a sequence of Kershaw
meshes of the unit square, and finally the fifth one (2dCheckerBoardBox ) is a sequence of checkerboard meshes
of the unit square. These two sequences have only quadrangular cells which are distorted for the sequence
2dKershawBox, while the sequence 2dCheckerBoardBox allows to test the behavior of the method in presence
of non conformities.

Figure 7: Example of meshes for the 2dDelaunay, 2dDualDelaunay and 2dVoronoi mesh sequences
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Figure 8: Example of meshes for the 2dKershawBox and 2dCheckerBoardBox mesh sequences

Table 2: Approximate orders of convergence for ConvTest4

2dDelaunay 2dDualDelaunay 2dVoronoi 2dKershawBox 2dCheckerBoardBox

SMPFA-FS 1.93 2.13 2.04 1.92 2.06

SMPFA-FN 1.93 2.10 2.04 1.91 2.06

SMPFA-OS 2.06 2.09 2.00 1.35 2.04

SMPFA-ON 2.03 2.03 1.97 1.65 2.04

MPFAO - - 1.84 1.94 2.04

Hybrid 1.93 2.17 2.02 1.91 2.33

VAG 2.02 2.19 2.04 1.52 1.99

VAGRT 2.02 2.08 1.98 1.66 1.94

VVM 2.03 2.24 2.14 1.79 2.01

The convergence curves are displayed on the five figures 13-14-15-16-17, each one corresponding to one of the
mesh sequences, while the approximate convergence orders are given in table 4.1. Notice that the MPFAO
scheme exhibits instabilities for the 2dDelaunay and 2dDualDelaunay mesh sequences. All the other schemes
converge on all the mesh sequences with the expected convergence order. Nevertheless notice that on the
2dDelaunay mesh sequence, the error constant of the Hybrid scheme is quite high, most probably because of
some non-alignment of the gradients on this anisotropic test case for this very specific mesh sequence: indeed, on
simplicies the classical stabilization terms cannot compensate for those alignments problems. Naturally the same
holds for the SMPFA-FS and SMPFA-FN for which the subproblems will share the same deficiencies. Numerical
experiments reveals that adding extra stabilization terms (under the form |Kp|h

2
K,p∇K,ppUq∇K,ppV q) improves

the convergence of both the Hybrid and SMPFA-F schemes on this mesh sequence. For the 2dKershawBox
mesh sequence that do not really satisfy (MR), we can see some effect of the mesh irregularity: the convergence
is slower for all schemes, and in particular for the SMPFA-OS, SMPFA-ON, VAG and VAGRT schemes. For
the SMPFA-O schemes, the reason is most likely the fact that the subcells Kp become highly distorted, thus
θΠ grows which increases the contribution to the error of the stabilization terms. On this mesh sequence,
the SMPFA-F versions are clearly a better option than the SMPFA-O, contrary to what happened for the
2dDelaunay mesh sequence. Concerning the three other mesh sequences, all the stable finite volume schemes
perform comparably, the “best” scheme not being the same for every mesh sequence.

Figures 13-14-15-16-17 also reveals the evolution of the L2 error with the total number of unknowns. First, it
reminds that apart for the MPFAO scheme, the number of unknowns for a given scheme is highly dependent
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on the geometry of the cells: the Hybrid scheme for instance has much less unknowns on simplices (where it is
also less good) than on Voronöı cells. The main point is to notice that the more complex the cells, the better
the number of unknowns of the SMPFA scheme will compare with other approaches. Moreover in general for a
given number of unknowns the L2 error of the SMPFA schemes are competitive when compared with the other
finite volume schemes. Nevertheless, we must mention that for the VAG, VAGRT, VVM and Hybrid schemes,
the cell unknowns can be eliminated from the linear system through static condensation. We have not at this
stage worked on a way to reduce the size of the final linear systems for the SMPFA schemes, hybridization
techniques (see [12, 21]) probably being the right approach.

Finally, let us mention that when the non-symmetric versions of the SMPFA scheme superconverge, they always
outperform their symmetric counterpart, as should be expected: indeed, the symmetric version adds an extra
stabilization term that increases the overall approximation error.

4.2 Numerical results in dimension 3

We now perform a few experiments in dimension 3. To assess the behavior of the method in presence of
anisotropy and on distorted mesh, we consider

upx, yq “ sinpπxqsinpπyqsinpπzq Λ “

¨

˝

ε 0 0
0 ε 0
0 0 1.0

˛

‚, (38)

with ε “ 10´2. We test this solution on a Cartesian mesh sequence of the unit cube (named 3dBox ), a
checkerboard mesh sequence (3dCheckerBoardBox ), a randomly perturbed cartesian mesh 3dRandomBox, as
well as the distorted mesh sequence 3dSweep displayed on figure 4.2. Meshes of these last sequence are obtained
by mapping a polygonal mesh of the unit square in the xy plane to a non planar surface. For the last two
sequences, the planar subfaces are obtained by splitting the non planar into triangles based on the face’s
barycenter.

Figure 9: Example of meshes for the 3dSweep and 3dBoxRandom mesh sequences

The results are presented on figures 18-19-20-21, with the corresponding approximate convergence orders in
table 3. The observations are roughly speaking the same than in dimension 2. The main point is the fact that
the face and subface based SMPFA schemes are no longer the same in dimension 3: on our examples, because
the subface based local domains Dζ are more distorted for the 3dSweep and 3dRandomBox sequences that their
face based counterparts Dσ, we see that the face based versions outperform the subface based ones.
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Table 3: Approximate orders of convergence for ConvTest5

3dBox 3dCheckerBoardBox 3dSweep 3dRandomBox

SMPFA-FS 2.00 2.10 2.33 2.18

SMPFA-FN 1.99 2.04 2.31 2.25

SMPFA-SS 2.00 2.10 1.64 1.86

SMPFA-SN 1.99 2.04 1.96 2.11

SMPFA-OS 1.86 1.97 2.00 2.34

SMPFA-ON 1.95 1.99 2.22 2.20

MPFAO 1.96 1.76 - -

Hybrid 2.00 2.29 2.47 1.63

VAG 1.90 1.95 2.05 2.25

VAGRT 2.00 1.59 2.08 2.48

VVM 1.94 1.93 2.25 2.50
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Figure 10: Convergence curves for ConvTest1

Conclusion

We have presented a family of enriched multiple point flux approximation leading to fully cell-centered finite
volume schemes using additional cell unknowns. Both symmetric and non-symmetric versions were introduced,
and the unconditional stability of the methods was established for general meshes. The convergence theory
follows from established frameworks, and numerical results were exhibited to emphasize the good behavior
of the approach on challenging tests cases. On going works concern the extension of the method to linear
elasticity as well as increasing the stability of the face-based version on simplicies. Future work will concern the
application of the SMPFA to porous media flow.
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Figure 11: Convergence curves for ConvTest2
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Figure 12: Convergence curves for ConvTest3
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Figure 17: Convergence curves for Sinusoidal2D for the 2dCheckerBoardBox mesh sequence
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Figure 19: Convergence curves for Sinusoidal3D for the 3dRandomBox mesh sequence
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