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1 Introduction

1.1 Motivations

This paper studies the optimal investment and consumption problem for spread mod-
els during a fixed time interval [0,T ]. In this case, we do not define the individual
dynamics of the asset itself but the difference (spread) between assets so that the
underlying idea is to take long/short positions to get profit from deviations in the
asset valuations. This approach has been proposed for nearly three decades in Wall
Street by Nunzio Tartaglia’s quantitative group at Morgan Stanley investment bank
and financial services company. The spreads are used also to study precious metals
markets, oil markets, electricity and gas markets, etc. (see, for example, [18,7,3] and
the references therein). However, although the idea of pairs trading is widely used,
academic researches are still small [6]. The spread (or pairs trading) strategy aims
to gain profits from misprizing of two assets. This means to go long for one asset
and go short on the other depending on the deviation from their long-term mean. By
doing this consistently, the investor will gain profit from the opportunities generated
by the divergence. To use the spread technique, assets must be jointly co-integrated,
which means that the difference in their prices must be described by a stationary pro-
cess, usually, an autoregressive process in discrete time, which corresponds to a stable
Ornstein-Uhlenbeck (OU) process in continuous time. This model is a particular case
of the affine processes widely used in risky asset modeling [5,10]. It should be noted
here that, there exist other spread models based on the Brownian bridge process (see,
for example, [15]) but with additional conditions on the markets.

1.2 Main contribution

In this paper, we develop finance portfolio optimization methods for power utility
functions for the OU spread markets. Firstly such problems were considered sepa-
rately only for pure optimal investment or only for a special optimal consumption
(see, for example in [2,8]). Unfortunately, in these papers, the authors find strategies
that only maximize the main part in Hamilton–Jacobi–Bellman (HJB) equation. Usu-
ally, these strategies are optimal, but this should be proven in each case. In addition,
which is most important for financial applications, it is necessary to find conditions
under which these strategies will be optimal. The HJB maximization is not sufficient,
this is just a necessary condition, but to construct optimal strategies one needs to
maximize the objective functions not only the HJB equation. This means that the
question of constructing optimal strategies for spread markets has not been studied
even for pure optimal investment problems without consumption. In this paper, we
study optimal investment and consumption problems in the classical mathematical
economics setting and, probably for the first time, on the basis of the stochastic pro-
gramming approach we give the solution for these problems in the complete form
through the verification theorem method. The challenge here is that we could not
use the HJB analysis method from [2,8] which was due to the additional strongly
nonlinear term corresponding to the consumption. Moreover, it turns out that con-
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trary to the Black–Scholes market, the HJB equation for the spread model has an
additional variable corresponding to the risky asset. It should be noted, that the same
situation is observed in the stochastic volatility case when the HJB equation contains
additional variables corresponding to the volatility random generator. It should be
noted that in stochastic volatility mar- kets the HJB solution is bounded with respect
to the additional variables and can be studied directly using the variable separation
technique (see for example, [20,1,12]). For spread models the HJB solution is un-
bounded, moreover, it has an explosive exponential form and, unfortunately, cannot
be studied by the methods previously developed for financial markets. In order to
find optimal financial strategies in this paper, we develop special analytical methods
to find conditions for market models which provide the uniform integrability prop-
erty for the HJB solution calculated on the optimal wealth process (see, Condition D)
in Section 3). It should be noted that this is the main condition to construct optimal
strategies using verification theorem methods. In this paper, we study the HJB equa-
tion through the corresponding Feynman – Kac (FK) mapping and we show that the
HJB solution coincides with the fixed point of this mapping in a special metric space
in which this mapping is contracted. Using this property, we study the convergence
rate of numerical methods for calculating optimal strategies.

1.3 Main tools

First note, that even in the pure investment problem, (see, for example, in [2]) the HJB
solution is extremely explosive, i.e. it goes to infinity in a squared exponential power
rate (≈ eνs2

) as the spread variable (s→ ∞) for some ν > 0. This means that if we
replace the variable s with a gaussian random variable, we can obtain a nonintegrable
random variable which can block the construction of the optimal strategies. It should
be noted here, that there exist some special cases of the financial markets for the pairs
trading where the HJB solution has not explosive form (see, for example, in [14,16,
19]) and for this case, one can use the verification theorem methods developed for
the Black – Scholes models. In this paper, we study the explosive HJB solution and
we find conditions under which we provide the portfolio optimization solution for
the power utility functions. In this case, the optimal strategies depend on the solution
of a nonlinear partial derivative equation of parabolic type. We study this equation
through the Feynman–Kac (FK) representation. It should be noted that for the first
time this method was proposed in [4] for the optimal investment and consumption
problem for the stochastic volatility markets with jumps. It turns out that the HJB
solution coincides with the fixed point of the corresponding FK mapping. Later in
[1] and [12] this approach was used for the Black-Scholes models with random co-
efficients and, moreover, it was found the convergence rate of the approximations
for the fixed point which is super - geometric. This property is very important for
practical implementations. Unfortunately, we can’t use these results here since we
can’t represent directly HJB solution through the FK mapping. For spread models,
the HJB solution has an exponential form of a solution of some quasi-linear equation
of parabolic type which can be found through a corresponding probability representa-
tion, i.e. FK mapping, which is completely different from the FK mappings used early
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for optimization problems. For spread models, this mapping is much more compli-
cated and, in particular, it depends nonlinearly on the partial derivatives of functions.
Therefore, one needs to develop new special analytic tools to study FK mapping. To
this end, we introduce a special metric space in which it is contracted. Taking this
into account, we show the fixed point theorem for this mapping and we show that
the FK fixed point coincides with the classical solution for the HJB equation in our
case. Then we find an explicit upper bound for the approximation accuracy of the
constructed iterative sequences and we get the convergence rate for both the value
function and the optimal financial strategies. It turns out that in this case, as in [1,12],
the convergence rate is super geometric, i.e. more rapid than any geometric one. The
discovered ”super geometric rate effect” significantly increases the speed of informa-
tion processing and decision-making for practical problems of portfolio optimization
in spread markets.

1.4 Organization of the paper

The rest of the paper is organized as follows. In Section 2 we introduce the Ornstein–
Uhlenbeck financial market. The HJB equation and the optimal strategies are defined
in Section 3. In Section 4 we describe the probability method for the analysis of the
HJB equation. We state the main results of the paper in Section 5. In Section 6 we
present the main plan of this paper. Thereafter in Section 7, we study the properties
of the FK mapping. In Section 8 we study the properties of the fixed point function.
The stochastic optimal control method is given in Section 9. The Cauchy problem
is stated in Section 10. The proofs of the main results are given in Section 11 and
numeric simulations are presented in Section 12. Finally, in Section 13 we summarize
our work. The auxiliary technic results are given in Appendix.

2 Ornstein–Uhlenbeck model

Let (Ω ,FT ,(Ft)0≤t≤T ,P) be a standard filtered probability space with (Ft)0≤t≤T
adapted Wiener processes (Wt)0≤t≤T . Our financial market consists of one bond (risk-
less asset) with the interest rate r ≥ 0 and risky spread asset (St)0≤t≤T defined by the
stable Ornstein - Uhlenbeck process

dSt =−κStdt +σdWt , (1)

where the initial value S0 is some fixed non random constant, κ > 0 is the market
mean-reverting parameter from R and σ > 0 is the market volatility. We assume
that the bond’s interest rate 0 ≤ r ≤ κ . Let now (Xt)0≤t≤T be the wealth process,
αt be the investment position in risky assets (stocks) at the moment 0 ≤ t ≤ T and
the consumption rate is given by a non-negative function (ct)0≤t≤T . Using the self
financing principle with the consumption from [11] we get

dXt = r(Xt −αtSt)dt +αtdSt − ctdt.
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Replacing here the differential dSt by its definition in (1), we obtain the following
stochastic differential equation for the wealth process

dXt = (rXt −κ1αtSt − ct)dt +αtσdWt , (2)

where κ1 = κ + r. Now we need to define all possible admissible strategies.

Definition 1 The financial strategy u = (uv)t≤v≤T with uv = (αv ,cv) is called admis-
sible on the time interval [t,T ] if it is (Ft,v)t≤v≤T progressively measurable stochastic
process, where Ft,v = σ{Ws−Wt , t ≤ s≤ v}, such that∫ T

t
α

2
v dv < ∞ ,

∫ T

t
cv dv < ∞ a.s. (3)

and the equation (2) has a unique strong nonnegative solution. We denote by At the
set of such admissible financial strategies.

For any admissible strategy u∈At we introduce the objective function on the interval
[t,T ] as

J(x,s, t;u) := E
(∫ T

t
cγ

vdv+ϖ(XT )
γ |Xt = x, St = s

)
, (4)

where 0 < γ < 1 and ϖ > 0 are some fixed constants. Our goal is to maximize this
objective function on the interval [0,T ], i.e.

sup
u∈A

J(x,s,0;u) , (5)

where A = A0. To do this we use the dynamic programming method, according to
which we need to study for any 0≤ t ≤ T the value function

U(x,s, t) = sup
u∈At

J(x,s, t;u) . (6)

Remark 1 Note, that the problem (4) is optimal investment and consumption problem
in classical setting for power utility functions (see, for example, [11] and the refer-
ences therein). The coefficient 0 < ϖ < ∞ explains the investor preference between
consumption and pure investment problem.

3 Hamilton–Jacobi–Bellman equation

In this section we introduce the Hamilton–Jacobi–Bellman (HJB) equation for the
problem (6). Denoting by ςt = (Xt ,St), we can rewrite equations (1) and (2) as,

dςt = a(ςt ,ut)dt +b(ςt ,ut)dWt , (7)

where ut = (αt ,ct),

a(ς ,u) =
(

rx−κ1αs− c
−κs

)
, b(ς ,u) =

(
ασ

σ

)
and u = (α,c) .
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According to the dynamic programming method (see, for example, in [11] p. 130),
for any 0≤ t ≤ T and any two times differentiable R+×R→R function z we set the
Hamilton operator as

H(ς , t,∂ z,∂ 2z) := sup
u∈R×R+

(
a′(ς , t,u)∂ z+

1
2

tr
(
bb′(ς , t,u)∂ 2z

)
+ cγ

)
, (8)

where the prime ′ denotes the transposition,

∂ z =
(

zx
zs

)
and ∂

2z =
(

zxx zxs
zsx zss

)
.

To construct optimal strategies for the problem (6), firstly one needs to study the HJB
equation which is given byzt(ς , t)+H(ς , t,∂ z,∂ 2z) = 0, t ∈ [0,T ],

z(ς ,T ) = ϖxγ , ς ∈ R+×R .
(9)

Note that, in this case the Hamilton function H = +∞ if zxx ≥ 0 or zx ≤ 0, and for
zxx < 0 and zx > 0,

H(ς , t,∂ z,∂ 2z) = a′(ς , t,u0)∂ z+
1
2

tr
(
bb′(ς , t,u0)∂

2z
)
+ cγ

0 ,

where the optimal value u0 = (α0,c0) is defined as

α0 =
κ1szx
σ2zxx

− zsx
zxx

and c0 =

(
zx
γ

) 1
γ−1

. (10)

Using this in (9), we can represent the HJB equation as
zt +

(σ2zxs−κ1szx)
2

2σ2|zxx|
+

σ2zss
2

+ rxzx−κszs +(1− γ)

(
zx
γ

) γ

γ−1
= 0 ,

z(ς ,T ) = ϖxγ , ς ∈ R+×R .

(11)

We will find a solution of this equation in the following exponential form

z(x,s, t) = ϖxγ exp
{

s2

2
g(t)+Y (s, t)

}
. (12)

Here g is the solution of the ordinary differential equation

ġ(t)−2γ2g(t)+ γ1g2(t)+ γ3 = 0 , g(T ) = 0 , (13)

where the coefficients γi are defined as

γ1 =
σ2

1− γ
, γ2 =

γκ1
1− γ

+κ and γ3 =
γκ2

1
(1− γ)σ2 .
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Moreover, the function Y = Y (s, t) in (12) is a solution of the non linear equation of
parabolic type

Yt(s, t)+
1
2

σ2Yss(s, t)+ s(γ1g(t)− γ2)Ys(s, t)+F
(

s, t,Y,Ys

)
= 0 ,

Y (s,T ) = 0 ,
(14)

where F is the non negative function defined as

F(s, t,y1,y2) = g0(t)+
γ1y2

2
2

+ϖ1 G(s, t,y1) , (15)

g0(t) = σ2g(t)/2+ rγ , ϖ1 = (1− γ)ϖ1/(γ−1) and

G(s, t,y) = exp
{
− 1

1− γ

(
s2

2
g(t)+ y

)}
. (16)

To find optimal strategies for the problem (6) one needs to calculate the optimal
control variables (10) for the HJB solution (12), i.e. we obtain that

α0(x,s, t) = α̃0(s, t)x, and c0(x,s, t) = c̃0(s, t)x ,

where the fractional coefficients are given as

α̃0(s, t) =
σ2sg(t)+σ2Ys(s, t)− sκ1

σ2(1− γ)
and c̃0(s, t) = ϖ

1
γ−1 G(s, t,Y (s, t)) . (17)

To define the optimal wealth process we set

A∗(s, t) = r−κ1sα̃0(s, t)− c̃0(s, t) and B∗(s, t) = σα̃0(s, t) . (18)

If we use in the equation (2) the strategy (17), then we obtain the following stochastic
differential equation for the wealth process

dX∗t = a∗(t)X∗t dt +b∗(t)X∗t dWt , (19)

where a∗(t) = A∗(St , t) and b∗(t) = B∗(St , t). Taking into account that the processes
a∗(t) and b∗(t) are continuous, and using the Itô formula we obtain that

X∗t = x exp
{∫ t

0
b∗(v)dWv +

∫ t

0

(
a∗(v)− 1

2
(b∗(v))2

)
dv
}
, (20)

i.e. it is positive almost sure. Now, using this process, we set

u∗t = (α∗t ,c
∗
t ) , α

∗
t = α̃0(St , t)X

∗
t and c∗t = c̃0(St , t)X

∗
t . (21)

Note that the processes (α̃0(St , t))0≤t≤T and c̃0(St , t))0≤t≤T are the fractional invest-
ment and consumption strategies respectively. To show that the strategy (21) is op-
timal we will use the verification theorem method. To this end we need to impose
some additional technical condition of Dirichlet type (see, for example, in [17]) for
the optimal HJB process z∗t = z(X∗t ,St , t).
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D) For all x≥ 0, s ∈R and 0≤ t ≤ T the family
(
z∗

τ

)
τ∈Mt

is uniformly integrable

with respect to the conditional probability P
(
·|X∗t = x,St = s

)
, where Mt is the set

of all stopping times with the values in [t,T ].
The condition D) plays a crucial role in the proof of the verification theorem.

Remark 2 Note that, the HJB solution for a pure investment problem given in [2] is
the particular case of the (12) with the function Y = 0. One can check that directly,
that the solution for pure investment problem can be obtained from (21) as ϖ → ∞.

4 Probability representation

In this paper we study the equation (14) on the basis of the probability representation
method. First, for any 0 ≤ t ≤ T and s ∈ R, we introduce the process (ηs,t

u )t≤u≤T as
the solution of the following stochastic differential equation

dη
s,t
u = g1(u)η

s,t
u du+σdW̃u , η

s,t
t = s, (22)

where g1(t) = γ1g(t)− γ2, g is defined in (13) and (W̃u)u≥0 is a standard Brownian
motion. It is clear that ηs,t

u ∼N (s µ(u, t),σ2
1 (u, t)), with

µ(u, t) = exp
{∫ u

t
g1(ν)dν

}
and σ

2
1 (u, t) = σ

2
∫ u

t
µ

2(u,z)dz . (23)

To obtain the probability solution for (14) we set for any h ∈ C2,1(R× [0,T ])

Lh = Lh(s, t) =
∫ T

t
EΨh(η

s,t
u ,u)du , Ψh(s, t) = F

(
s, t,h(s, t),hs(s, t)

)
, (24)

where the function F is defined in (15). This operator is called the Feynman–Kac
(FK) mapping (see, for example, in [1]).

Now, we need to introduce some special metric space in which we will find the
solution of the equation (14). To do this we denote by C1,0

+

(
R× [0,T ]

)
the set of

positive functions from C1,0
(
R× [0,T ]

)
, i.e. the set of continuous R× [0,T ]→ R+

functions having the continuous partial derivatives in s. Using this we set

X =
{

h ∈ C1,0
+

(
R× [0,T ]

)
: sup

s,t
h(s, t)≤ B0, sup

s,t
|hs(s, t)| ≤ B1

}
, (25)

where B0 =
(
γκ1/2+ rγ +ϖ1 + γ1B2

1/2
)

T and

B1 =
(1− γ)

√
π

2σ
√

2T

1−

√√√√(1− 16T

πϖ
1

1−γ

)
+

 .

Here (x)+ = max(x,0). Now, for some κ > 1, which we will precise later, we intro-
duce the metric

ρ( f ,h) = sup
s∈R ,0≤t≤T

e−κ(T−t)
ϒf ,h(s, t) , (26)

where ϒf ,h(s, t) = |h(s, t)− f (s, t)|+ |hs(s, t)− fs(s, t)|.
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Proposition 1 The space (X ,ρ) is a complete metric space.

This proposition is shown in the same way of Proposition 5.1 in [1]. Now we can
provide a probability solution for the equation (14).

Proposition 2 For any 0≤ r ≤ κ in the model (1) the equation (14) has at least one
bounded solution in C2,1(R× [0,T ]) which coincides with the FK fixed point h, i.e.
h = Lh. Moreover, any FK fixed point h from X is a solution of the equation (14).

This proposition is shown in Appendix 14.1.

Remark 3 It should be noted, that we can’t apply the usual methods to show the
uniqueness of the classical solutions for the equation (14) since the coefficient of the
partial derivative Ys is not bounded in R (see, for example, Theorem 8.1 on the p. 495
in [13]).

Remark 4 As we will see later, under some additional conditions the optimal strate-
gies can be represented through a FK fixed point h from X .

5 Main results

First of all we study the strategy (21).

Theorem 1 Assume that the condition D) holds, then the equation (14) has the unique
bounded solution and the value function (6) is given by

U(x,s, t) = J(x,s, t,u∗) = ϖxγ exp
{

s2

2
g(t)+Y (s, t)

}
, (27)

where the optimal strategy u∗ = (α∗s ,c
∗
s )t≤s≤T is defined in (21).

Remark 5 It should be noted that Proposition 2 and Theorem 1 hold true for more
general condition when 0≤ r≤ κ/

√
γ which provides the representation of the func-

tion g in the form (32). In the case when r > κ/
√

γ one needs to add additional
conditions on the coefficients of the markets (1) to resolve this equation. Indeed, it
is not necessary to consider the case in which the interest rate r is large. We can al-
ways to reduce this rate including the corresponding part in the consumption for the
problem (5). Indeed, in practice the interest rate r is sufficiently small, contrary to the
coefficient κ which cannot be small, since for small coefficient the model (1) tends
to the Brownian motion which cannot be a good model for the spread markets based
on the difference of the co-integrated assets. So, the condition that 0≤ r ≤ κ is very
natural for the model (1).

Now we need to discuss the cases for which the condition D) holds true. In the fol-
lowing proposition we give some simple sufficient condition for this.

Proposition 3 Assume that ϖ ≥ (16T/π)1−γ . Then for the wealth process (19) de-
fined through the FK fixed point h from X the condition D) holds.
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This proposition is shown in Appendix 14.2
Now we have to study the FK fixed point function h. To this end we define the iterative
sequence (hn)n≥1 as

hn = Lhn−1
, n≥ 1 (28)

and h0 is an arbitrary function from X , for example, h≡ 0.

Theorem 2 Assume that ϖ ≥ (16T/π)1−γ , then the solution of the the equation (14)
coincides with the FK fixed point function from X . Moreover, the sequence (28) goes
to this function such that for any 0 < δ < 1/2

lim
n→∞

nδn ‖ h−hn ‖= 0 , (29)

where ‖ f ‖= sups∈R sup0≤t≤T (| f (s, t)|+ | fs(s, t)|).

To calculate the optimal strategies, we use the approximations (28) in the fractional
strategies (17), i.e. we set

α̃0,n(s, t) =
1

σ2(1− γ)

(
σ

2sg(t)+σ
2 ∂

∂ s
hn(s, t)−κ1s

)
and

c̃0,n(s, t) = ϖ
1

γ−1 G(s, t,hn(s, t)) .
Theorem 2 and the definitions of α0 and c0 in (21) imply the following result.

Theorem 3 If ϖ ≥ (16T/π)1−γ , then for any 0 < δ < 1/2,

lim
n→∞

nδn sup
s∈R

sup
0≤t≤T

(∣∣α̃0(s, t)− α̃0,n(s, t)
∣∣+ ∣∣c̃0(s, t)− c̃0,n(s, t)

∣∣)= 0 .

Now using these approximations we set

α
∗
n (t) = α̃0,n(St , t)X

∗
n (t) and c∗n(t) = c̃0,n(St , t)X

∗
n (t) , (30)

where

dX∗n (t) = (r(X∗n (t)−α
∗
n (t)St)− c∗n(t))dt +α

∗
n (t)dSt , X∗n (0) = x .

Finally, we can obtain the approximations for the optimal strategies (21).

Theorem 4 If ϖ ≥ (16T/π)1−γ , then for any 0 < δ < 1/2,

P− lim
n→∞

nδn sup
0≤t≤T

(∣∣α∗n (t)−α
∗
t

∣∣+ ∣∣c∗n(t)− c∗t
∣∣)= 0 . (31)

Theorems 1, 2 and 4 are shown in Section 11.

Remark 6 Note that, similarly to [1] the convergence rate for the iterative scheme is
super geometric, i.e. more rapid than any geometric ones.

Remark 7 Note that the condition of this theorem ϖ ≥ (16T/π)1−γ means that we
study the optimization problem for large ϖ , i.e. the optimization problem in which
the capital value is more preferable. Note also, that if

ϖ < (16T/π)1−γ i.e. T > ϖ
1/(1−γ)

π/16 := T∗ ,

then one needs to divide the interval [0,T ] in m parts 0 = t0 < t1... < tm = T with
max1≤ j≤m(t j− t j−1)≤ T∗ and to use the strategy (21) on each interval [t j−1, t j].
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6 Key ideas

In this paper, we find the optimal strategies by the following plan.

1. We consider the problem (6) in a framework of the optimal stochastic control and
to resolve this problem we use the stochastic dynamical programming method,
according to which we need to study the corresponding HJB equation (11). To
this end, we search the solution in the form (12), where the function Y satisfies
the quasi - linear parabolic equation (14) for which we use the Ladyzenskaja -
Solonnikov - Ural’ceva method (Theorem 6).

2. To construct the optimal strategies we develop the verification theorem method
for the problem (6):
(a) we use the verification theorem method for a general optimal stochastic con-

trol problem for the positive utility functions;

(b) we show the verification theorem for the spread markets by checking all con-
ditions stated in the general optimal stochastic control problem.

3. To calculate the HJB solution, we use the probabilistic representation for the
equation (14) on the basis of the FK mapping (24). To this end we develop the
fixed point method for the FK mapping:

(a) we construct a special complete metric space in C1,0
(
R× [0,T ]

)
;

(b) we show that in the introduced space the FK mapping is contracted;

(c) we represent the HJB solution through the fixed point of the FK mapping.

4. We conduct the following numerical analysis for the application of the constructed
optimal strategies:
(a) using the contraction properties of the FK mapping we find the upper bound

in the explicit form for the approximation accuracy of the iterative scheme;

(b) minimizing the obtained upper bound we establish the super geometric rate
of the convergence for the iterative scheme.

7 Properties of the FK mapping

Now we need to study some properties of the mapping (24). To do this note, that for
0≤ r ≤ κ/

√
γ the solution of the equation (13) can be represented as

g(t) = ϑ1−ϑ2−
2ϑ2(ϑ1−ϑ2)

ϑ2−ϑ1 +(ϑ1 +ϑ2)e2ϑ2γ1(T−t)
, (32)

where ϑ1 = γ2/γ1 and ϑ2 =
√

ϑ 2
1 − γ3/γ1. It is clear that this function is decreasing,

i.e., max0≤t≤T g(t) = g(0). Moreover, taking into account that 0≤ r ≤ κ , we get that
ϑ 2

1 ≥ γ3/γ1 +(1− γ)2κ2/σ4 and, therefore,

g(0)≤ ϑ1−ϑ2 ≤
γκ2

1
σ2(γκ1 +2(1− γ)κ)

≤ γκ1
σ2 . (33)
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From here we can obtain directly that the function g1 defined in (22) can be bounded
from above as g1(t)≤ γ1g(0)− γ2 ≤−κ . Therefore, from (23) we can conclude that

σ
2
1 (u, t)≥ σ

2
µ

2(u, t)(u− t) for u > t . (34)

Now we study the main properties of the mapping (24).

Proposition 4 If ϖ ≥ (16T/π)1−γ , then Lh ∈X for any h∈X , i.e. Lh : X →X .

Proof First, note that we can represent the function Lh(s, t) as

Lh(s, t) =
∫ T

t
g2(u)du+

γ1
2

E
∫ T

t
h2

s (η
s,t
u ,u)du+ϖ1E

∫ T

t
G(ηs,t

u ,u,h(ηs,t
u ,u))du ,

where g2(t) = σ2g(t)/2+ rγ and ϖ1 = (1− γ)ϖ
1

γ−1 . Using the inequality (33) and
the bounds B0 and B1 defined in (25), we obtain

|Lh(s, t)| ≤
σ2

2
g(0)(T − t)+

γ1
2

B2
1(T − t)+ rγ(T − t)+ϖ1(T − t)≤ B0 . (35)

Then by taking the derivative in s, we get

∂

∂ s
Lh(s, t) =

γ1
2

∂

∂ s
E
∫ T

t
h2

s (η
s,t
u ,u)du+ϖ1

∂

∂ s
E
∫ T

t
G(ηs,t

u ,u,h(ηs,t
u ,u))du.

From Lemma 2 in Appendix 14.5 and as 0 < G(s, t,y)≤ 1, we have∣∣∣∣ ∂

∂ s
Lh(s, t)

∣∣∣∣≤ γ1
σ

√
2(T − t)

π
B2

1 +ϖ1
2
σ

√
2(T − t)

π
.

Taking into account the definition B1 in (25) we obtain,∣∣∣∣ ∂

∂ s
Lh(s, t)

∣∣∣∣≤ γ1
σ

√
2T
π

B2
1 +ϖ1

2
σ

√
2T
π

= B1 .

So, we get that Lh ∈X . Hence Proposition 4. �

Proposition 5 For all f ∈X , for all s ∈ R and 0≤ t ≤ T ,

∂

∂ s
L f (s, t) =

∫ T

t

(∫
R

F
(

z, t, f (z,u), fs(z,u)
)

ϕ1(s, t,z,u)dz

)
du .

Here the function F is defined in (15) and

ϕ1(s, t,z,u) =
∂

∂ s
ϕ(s, t,z,u) = v

µ(u, t)
σ1(u, t)

ϕ(s, t,z,u) , (36)

where

ϕ(s, t,z,u) =
e−

v2
2

√
2πσ1(u, t)

and v = v(s, t,z,u) =
z− sµ(u, t)

σ1(u, t)
.
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The proof is given in Appendix 14.3. Now we set

r∗ = max
(

1,
(

1+
√

2/σ

)(
γ1B1 +ϖ

1
γ−1
))

, (37)

where the coefficient B1 is given in (25).

Proposition 6 For any κ > r2
∗ in the metric (26) the mapping L is contraction in

X , i.e. for any h, f ∈X ,

ρ(Lh,L f )≤ λρ(h, f ) and λ =
r∗√
κ

< 1 . (38)

Proof Using the definition (24), we obtain that for any h and f from X ,

Lh−L f =
γ1
2

E
∫ T

t

(
h2

s (η
s,t
u ,u)− f 2

s (η
s,t
u ,u)

)
du

+ϖ1E
∫ T

t

(
G
(

η
s,t
u ,u,h(ηs,t

u ,u)
)
−G

(
η

s,t
u ,u, f (ηs,t

u ,u)
))

du .

Taking into account that the function (16) is lipschitzian, i.e. for any y1≥ 0 and y2≥ 0∣∣G(s, t,y1)−G(s, t,y2)
∣∣≤ 1

1− γ
|y1− y2| ,

we obtain that

|Lh−L f | ≤
γ1
2

∣∣∣∣∣
∫ T

t
E
(

h2
s (η

s,t
u ,u)− f 2

s (η
s,t
u ,u)

)
du

∣∣∣∣∣
+ϖ

1
γ−1 E

∫ T

t

∣∣∣h(ηs,t
s ,u)− f (ηs,t

u ,u)
∣∣∣du. (39)

Recall that f and h belong to X , i.e. the difference for the squares of their derivatives
can be estimated as

∣∣h2
s (z,u)− f 2

s (z,u)
∣∣≤ 2B1|hs(z,u)− fs(z,u)|. Therefore,∣∣Lh(s, t)−L f (s, t)

∣∣≤ B2

∫ T

t
ϒ
∗

h, f (u)e−κ(T−u) eκ(T−u)du,

where B2 = γ1B1 +ϖ
1

γ−1 and ϒ ∗h, f (t) = supy∈Rϒh, f (y, t). Using here (26) we get

∣∣Lh(s, t)−L f (s, t)
∣∣≤ B2

ρ(h, f )
κ

eκ(T−t) .

Moreover, using Proposition 5, we obtain that∣∣ ∂

∂ s
Lh(s, t)−

∂

∂ s
L f (s, t)

∣∣∣= ∣∣∣∣∫ T

t

∫
R

γ1
2
(h2

s (z,u)− f 2
s (z,u))

+ϖ1(G(z,u,h(z,u))−G(z,u, f (z,u))
)

ϕ1(s, t,z,u)dzdu
∣∣∣∣ .
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Now note, that in view of the bound (34), for u > t

sup
s∈R

∫
R
|ϕ1(s, t,z,u)|dz ≤ 1

σ

√
2
π

1√
u− t

. (40)

It should be noted also, that∣∣∣γ1
2
(h2

s (z,u)− f 2
s (z,u))+ϖ1(G(z,u,h(z,u))−G(z,u, f (z,u))

∣∣∣≤ B2ϒ
∗
f ,h(u) .

Thus, the bound (40) implies∣∣∣∣ ∂

∂ s
Lh(s, t)−

∂

∂ s
L f (s, t)

∣∣∣∣≤ B2

∫ T

t
ϒ
∗
f ,h(u)

∫
R
|ϕ1(s, t,z,u)|dzdu≤ B2

σ

√
2
π

∫ T

t

ϒ ∗f ,h(u)√
u− t

du .

Using again here the definition (26) and the fact that
√

π =
∫ +∞

0 e−zz−1/2dz, we get

∣∣ ∂

∂ s
Lh(s, t)−

∂

∂ s
L f (s, t)

∣∣∣≤ B2
σ

√
2
π

ρ( f ,h)
∫ T

t

eκ(T−u)
√

u− t
du

≤ B2
σ

√
2
π

ρ( f ,h)eκ(T−t)
∫ T

t

e−κ(u−t)
√

u− t
du≤

√
2B2
σ

ρ( f ,h)
eκ(T−t)
√
κ

.

Therefore, for any κ > 1 we get ρ(Lh,L f )≤ (r∗/
√
κ)ρ( f ,h) where the coefficient

r∗ is defined in (37). Hence Proposition 6. �

Proposition 7 Assume that ϖ ≥ (16T/π)1−γ . Then for the mapping L there exists
a unique fixed point h in X , i.e. Lh = h. Moreover, for any n ≥ 1 and κ > r2

∗ the
approximation sequence (28) satisfies the following inequality

ρ(h,hn)≤
2(B0 +B1)

1−λ
λ

n and λ =
r∗√
κ

< 1 , (41)

where the coefficients B0, B1 and r∗ are given in (25) and in (37) respectively.

Proof Indeed, Proposition 6 implies ρ(hn,hn+1) = ρ(Lhn−1
,Lhn

) ≤ λρ(hn−1,hn).
Therefore,

ρ(hn,hn+1)≤ λρ(Lhn−1
,Lhn

)≤ λ
2
ρ(hn−2,hn−1)≤ ...≤ λ

n
ρ(h0,h1).

Note that from the definitions (25) and (26) we can obtain directly that for any h0 and
h1 from X the metric ρ(h0,h1)≤ 2(B0 +B1). So, for m > n,

ρ(hn,hm)≤ 2(B0 +B1)(λ
n +λ

n+1 + ...+λ
m−1)≤ 2(B0 +B1)

∞

∑
i=n

λ
i .

Therefore, in view of Proposition 1 there exists an unique fixed point h ∈X for the
mapping L which satisfies the inequality (41). Hence Proposition 7. �
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8 Properties of the FK fixed point function

In this section we study some regularity properties for the function h. First we study
the smoothness with respect to the variable s.

Proposition 8 If h ∈X is a FK fixed point, i.e. h = Lh, then for any 0 < ε < 1,

sup
0≤t≤T

sup
s1,s2∈R

∣∣hs(s1, t)−hs(s2, t)
∣∣

|s1− s2|ε
< ∞.

Proof In view of Proposition 5 and the definition (24) the partial derivative of h can
be represented as

∂

∂ s
h(s, t) =

∫ T

t

∫
R

Ψh(z,u) ϕ1(s, t,z,u)dzdu ,

i.e.∣∣∣∣ ∂

∂ s
h(s1, t)−

∂

∂ s
h(s2, t)

∣∣∣∣≤ ∫ T

t

∫
R
|Ψh(z,u)| |ϕ1(s1, t,z,u)−ϕ1(s2, t,z,u)|dzdu .

Note that for any h from X the function Ψh(z,u) is bounded, i.e.

Ψ
∗ = sup

h∈X
sup

z∈R ,0≤u≤T
|Ψh(z,u)|< ∞ . (42)

Therefore, if ∆ = |s1− s2| ≥ 1 then, using the bound (40), we get

1
∆ ε

∣∣∣ ∂

∂ s
h(s1, t)−

∂

∂ s
h(s2, t)

∣∣∣≤Ψ
∗
∫ T

t

∫
R

∣∣ϕ1(s1, t,z,u)
∣∣dzdu

+Ψ
∗
∫ T

t

∫
R

∣∣ϕ1(s2, t,z,u)
∣∣dzdu < ∞ .

Let now 0 < ∆ < 1. Then,

1
∆ ε

∣∣∣ ∂

∂ s
h(s1, t)−

∂

∂ s
h(s2, t)

∣∣∣≤Ψ
∗ I(∆) , (43)

where

I(∆) =
∫ T

t

∫
R

∣∣ϕ1(s1, t,z,u)−ϕ1(s2, t,z,u)
∣∣

∆ ε
dzdu .

Then for ∆1 = ∆ 2ε we can rewrite it as

I(∆) =
∫ t1

t

∫
R

∣∣ϕ1(s1, t,z,u)−ϕ1(s2, t,z,u)
∣∣

∆ ε
dz du +

∫ T

t1

∫
R

∣∣ϕ1(s1, t,z,u)−ϕ1(s2, t,z,u)
∣∣

∆ ε
dzdu ,
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where t1 = t +∆1. So,

I(∆)≤ 1
∆ ε

∫ t1

t

(∫
R

∣∣ϕ1(s1, t,z,u)
∣∣dz+

∫
R

∣∣ϕ1(s2, t,z,u)
∣∣dz

)
du

+
1

∆ ε

∫ T

t1

∫
R

∣∣ϕ1(s1, t,z,u)−ϕ1(s2, t,z,u)
∣∣dzdu.

Taking into account again the bound (40), we estimate the integral I(∆) as

I(∆)≤ 4
σ

√
2
π
+

1
∆ ε

∫ T

t1

∫
R

∣∣ϕ1(s1, t,z,u)−ϕ1(s2, t,z,u)
∣∣dz du.

Then

I(∆)≤ 4
σ

√
2
π
+

1
∆ ε

∫ T

t1

∫ s2

s1

∫
R

∣∣ϕ2(s, t,z,u)
∣∣ dzdsdu,

where

ϕ2 =
∂

∂ s
ϕ1(s, t,z,u) =

µ2
√

2πσ3
1

e
−v2

2

(
v2−1

)
and v =

z− sµ(u, t)
σ1(u, t)

.

Thus, on view of the lower bound (34)∫
R
|ϕ2(s, t,z,u)|dz≤ µ2

√
2πσ2

1

∫
R
(v2 +1)e

−v2
2 dv≤ 2

σ2(u− t)

and, therefore,

I(∆)≤ 1
σ

√
2
π
+

2
σ2 ∆

1−ε

∫ T

t1

1
u− t

du≤ 1
σ

√
2
π

+
2

σ2 ∆
1−ε(| ln∆1|+ | lnT |) .

Hence Proposition 8. �

Now, we study the smoothness properties for the function h with respect to t.

Proposition 9 Let h = Lh, with h ∈X . Then, for all N ≥ 1 and 0 < ε < 1/2,

sup
0≤t1<t2≤T

sup
|s|≤N

∣∣h(s, t2)−h(s, t1)
∣∣+ ∣∣hs(s, t2)−hs(s, t1)

∣∣
(t2− t1)ε

< ∞ .

Proof Firstly, note that

h(s, t) =
∫ T

t
Ψ h(s, t,u)du and Ψ h(s, t,u) =

∫
R

Ψh(z,u)ϕ(s, t,z,u) dz.

Therefore, for any 0≤ t1 < t2 ≤ T

h(s, t2)−h(s, t1) =
∫ T

t2

(
Ψ h(s, t2,u)du−Ψ h(s, t1,u)

)
du−

∫ t2

t1

Ψ h(s, t1,u)du .
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Let now ∆ = t2− t1 and ∆1 = ∆ 2ε for some 0 < ε < 1/2. Talking into account that
the function Ψ h(s, t,u) is bounded, we obtain that for some 0 < c∗ < ∞

1
∆ ε

∣∣h(s, t2)−h(s, t1)
∣∣≤ c∗

(
1

∆ ε
I(∆)+∆

1−ε

)
, (44)

where I(∆) =
∫ T

t2

∫
R ϕ(z,u)dzdu and ϕ(z,u) = |ϕ(s, t2,z,u)−ϕ(s, t1,z,u)|. We repre-

sent this term as I(∆) = I1(∆)+ I2(∆), where

I1(∆) =
∫ t2+∆1

t2

∫
R

ϕ(z,u)dzdu and I2(∆) =
∫ T

t2+∆1

∫
R

ϕ(z,u)dzdu.

Since
∫
R ϕ(z,u)dz≤ 2, we get I1(∆)≤ 2∆1. To estimate I2(∆) note, that

ϕ(z,u) = |ϕ(s, t2,z,u)−ϕ(s, t1,z,u)| ≤
∫ t2

t1

∣∣ϕt(s,θ ,z,u)
∣∣dθ ,

where

ϕt(s, t,z,u) =
∂

∂ t
ϕ(s, t,z,u) =−

(
σ2

2
√

2π σ3
1

+
vv̇√
2πσ1

)
e−

v2
2 ,

the dote˙is the derivative with respect to t, σ2 = ṡ and s = σ2
1 . Note, here that

v̇ =− sµ̇

σ1
− z− sµ

σ2
1

σ̇1 =−
sµ̇

σ1
− vσ2

2σ2
1
.

Moreover, using the inequality (34) and taking into account, that µ̇ and σ2 are bounded,
we obtain that for some c∗ > 0 and u > t∣∣∣∣ ∂

∂ t
ϕ(s, t,z,u)

∣∣∣∣≤ c∗ (1+ |s|) (v
2 + |v|+1)

σ3
1

e−
v2
2 ≤ c∗ (1+ |s|) (v

2 + |v|+1)
σ1(u− t)

e−
v2
2 .

Therefore, for some c∗ > 0∫
R

∣∣∣∣ ∂

∂ t
ϕ(s, t,z,u)

∣∣∣∣ dz≤ c∗(1+ |s|)
u− t

,

and we get

|I2(∆)| ≤ c∗ (1+ |s|)
∫ t2

t1

(∫ T

t2+∆1

1
u−θ

du

)
dθ

≤ c∗ (1+ |s|) ∆

∫ T

t2+∆1

du
u− t2

≤ c∗ (1+ |s|)∆ | ln∆1|.

Therefore,

limsup
∆→0

1
∆ ε

sup
s∈R

∣∣h(s, t2)−h(s, t1)
∣∣

1+ |s|
< ∞ .
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Now through Proposition 5 we obtain that

∂

∂ s
h(s, t) =

∂

∂ s
Lh(s, t) =

1√
2π

∫ T

t

µ(u, t)
σ2

1 (u, t)

(∫
R

Ψh(z,u)v e−
v2
2 dz

)
du , (45)

i.e. this derivative can be represented as

∂

∂ s
h(s, t) =

∫ T

t

µ(u, t)
σ1(u, t)

(∫
R

Ψh(sµ +σ1v,u)v
e−

v2
2

√
2π

dv

)
du

=
∫ T

t

µ(u, t)
σ1(u, t)

(
E Ψh(sµ(u, t)+σ1(u, t) ξ ,u)ξ

)
du =

∫ T

t
q1(t,u)q2(t,u)du ,

where ξ ∼N (0,1), q1(t,u)=EξΨh(sµ(u, t)+σ1(u, t)ξ ,u) and q2(t,u)= µ(u, t)/σ1(u, t).
Setting now q3(u) = q1(t2,u)q2(t2,u)−q1(t1,u)q2(t1,u), we obtain that

∂

∂ s
h(s, t2)−

∂

∂ s
h(s, t1) =

∫ T

t2

q3(u)du−
∫ t2

t1

q1(t1,u)q2(t1,u)du .

Moreover, note that the inequality (34) implies, that for u > t,

q2(u, t) =
µ(u, t)
σ1(u, t)

≤ 1
σ
√

u− t
. (46)

Now we recall, that the functionΨh is bounded. Therefore, we get that for some c∗> 0∣∣∣∣ ∂

∂ s
h(s, t2)−

∂

∂ s
h(s, t1)

∣∣∣∣≤ ∫ T

t2

∣∣q3(u)
∣∣du+

∫ t2

t1

c∗
√

u− t1
du≤ I∗1 (∆)+I∗2 (∆)+2c∗

√
∆ ,

where I∗1 (∆) =
∫ t2+∆1

t2

∣∣q3(u)
∣∣du and I∗2 (∆) =

∫ T
t2+∆1

∣∣q3(u)
∣∣du. First note, that

I∗1 (∆)≤ c∗
∫ t2+∆1

t2

(
1

√
u− t2

+
1

√
u− t1

)
du≤ 4c∗

√
∆1.

To study I∗2 (∆) we use the bound (46) which implies that for any u > t2∣∣q3(u)
∣∣≤ c∗

(∣∣q2(u, t2)−q2(u, t1)
∣∣+ 1
√

u− t1

∣∣q1(u, t2)−q1(u, t1)
∣∣).

From the definition of q2, we can obtain that for some c∗ > 0 and any u > t2∣∣q2(u, t2)−q2(u, t1)
∣∣≤ c∗

∫ t2

t1

1
(u−θ)3/2 dθ ≤ c∗

∆

(u− t2)3/2 .

Therefore, ∣∣q3(u)
∣∣≤ c∗

(
∆

(u− t2)3/2 +
1

√
u− t1

∣∣q1(u, t2)−q1(u, t1)
∣∣) .
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Note that the definition (15) and Proposition 8 imply that for any 0 < ε < 1∣∣∣Ψh(s2, t)−Ψh(s1, t)
∣∣∣≤ c∗|s2− s1|ε , (47)

where c∗ is some positive constant. So,∣∣q1(u, t2)−q1(u, t1)
∣∣≤ c∗ (1+ |s|ε)

(
|µ(u, t2)−µ(u, t1)|ε +

∣∣σ1(u, t2)−σ1(u, t1)
∣∣ε) .

It should be noted here also that for some c∗ > 0

|σ1(u, t2)−σ1(u, t1)|=
|s(u, t2)− s(u, t1)|

σ1(u, t2)+σ1(u, t1)
≤ c∗

∆
√

u− t2
,

i.e., for t2 < u≤ T∣∣q1(u, t2)−q1(u, t1)
∣∣≤ c∗(1+ |s|ε)∆ ε

(
1+

1
(u− t2)ε/2

)
≤ c∗(1+ |s|)∆ ε

(u− t2)ε/2 .

This implies directly that

I∗2 (∆)≤ c∗(1+ |s|)
∫ T

t2+∆1

(
∆

(u− t2)3/2 +
∆ ε

(u− t2)(ε+1)/2

)
du

≤ c∗(1+ |s|)

(
∆√
∆1

+∆
ε(∆1)

(1−ε)/2

)
= c∗(1+ |s|)

(
∆

1−ε +∆
2ε−ε2

)

and, therefore, for any 0 < ε < 1/2

limsup
∆→0

1
∆ ε

sup
s∈R

I∗1 (∆)+ I∗2 (∆)

1+ |s|
< ∞ .

Hence, Proposition 9. �

9 Stochastic optimal control

Now we give the verification theorem from [1]. Consider on the interval [0,T ], the
stochastic control process given by the n - dimensional Itô process

dςt = a(ςt , t,ut)dt +b(t,ςt ,ut)dWt , (48)

where (Wt)0≤t≤T is a standard k - dimensional Brownian motion and the initial value
ς0 is non random and belongs to is some convex set Ξ ⊆ Rn. We assume that the
control process u takes its values in some convex set Θ ⊆ Rd . Moreover, we assume
that the coefficients a and b satisfy the following conditions:

A1) For all t ∈ [0,T ] the functions a(., t, .) and b(., t, .,) are continuous on Rn×Θ .
A2) For any fixed nonrandom vector θ ∈Θ and any x ∈ Ξ the stochastic differential

equation (48) for ut ≡ θ has a unique strong solution belonging to Ξ .
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Now we introduce admissible control processes for the equation (48) on the time
interval [t,T ] for any 0≤ t ≤ T . To this end we set the family Ft = (Ft,s)t≤s≤T with
Ft,s = σ{Wv , t ≤ v≤ s}.

A stochastic control process u = (us)t≤s≤T is called admissible on [t,T ] if it is
Ft - progressively measurable with values in Θ , and for any x ∈ Ξ the equation (48)
on the time interval [t,T ] with ςt = x has a unique strong a.s. continuous solution
(ςv)t≤v≤T belonging to Ξ such that∫ T

t
(|a(ςv,v,uv)|+ |b(ςv,v,uv)|2)dv < ∞ a.s. .

We denote by At the set of all admissible control processes on the time interval [t,T ].
Moreover, let f and h be continuous utility Ξ× [0,T ]×Θ → [0,∞) functions. For any
0≤ t ≤ T we define the cost function by

JJJ(x, t,u) = E

(∫ T

t
f(ςv,v,uv)dv+h(ςT ,T,uT )|ςt = x

)
.

Our goal is to solve the optimization problem

sup
u∈V

JJJ(x, t,u) . (49)

In order to find the solution to (49) we investigate the HJB equationzt(ς , t)+H(ς , t,zς ,zςς ) = 0, t ∈ [0,T ] ,

z(ς ,T ) = h(ς), ς ∈ Rn ,
(50)

where

H(ς , t,zς ,zςς ) := sup
u∈Θ

(
a′(ς , t,u)zς +

1
2

tr[bb′(ς , t,u)zςς ]+ f(ς , t,u)
)
.

Here, zt = zt(ς , t) denotes the partial derivative of z with respect to t, zς = zς (ς , t)
the gradient vector with respect to ς in Rn and zςς = zςς (ς , t) denotes the matrix
of the second order partial derivatives in the variables ς . We assume the following
conditions hold:

H1) There exists a Rn × [0,T ]→ (0,∞) function z from C2,1(Rn × [0,T ]), which
satisfies the HJB equation.

H2) There exists a measurable Rn× [0,T ]→Θ function u0 = u0(ς , t) such that for
all ς ∈ Rn and 0≤ t ≤ T ,

H(ς , t,zς ,zςς ) = a′(ς , t,u0)zς +
1
2

tr
(

bb′(ς , t,u0)zςς

)
+ f(ς , t,u0)

H3) There exists a unique strong solution to the Itô equation

dς
∗
t = a0(ς

∗
t , t)dt +b0(ς

∗
t , t)dWt , ς

∗
0 = x, t ≥ 0 ,

where a0(ς , t) = a(ς , t,u0(ς , t)) and b0(ς , t) = b(ς , t,u0(ς , t)).
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H4) For all x ∈ Rn and 0 ≤ t ≤ T the family (z(ς∗τ ,τ))τ∈Mt
is uniformly integrable,

where Mt is the set of all stopping times with the values in [t,T ].

Theorem 5 Assume that conditions H1)- H4) hold, then for any 0≤ t ≤ T the process
(u∗t )t≤s≤T is a solution for the problem (49), i.e;

sup
u∈V

JJJ(x, t,u) = JJJ(x, t,u∗)

and z(x, t) = JJJ(x, t,u∗).

10 Cauchy Problem

In this section we give the existence theorem from [13] for the following Cauchy
problem: ut −∑1≤i, j≤n ai j(x, t,u)uxix j

+a(x, t,u,ux) = 0 ,

u|t=0 = u(x,0) = ψ0(x).
(51)

We assume that there exists some functions (a1,a2, ...,an), such that

ai j(x, t,u, p)≡ ∂ai(x, t,u, p)
∂ p j

. (52)

Using these functions we set

A(x, t,u, p)≡ a(x, t,u, p)−
n

∑
i=1

∂ai
∂u

pi−
n

∑
i=1

∂ai
∂xi

.

Moreover, for any N ≥ 1 we define the following set

ΓN = {(x, t) : |x| ≤ N , 0≤ t ≤ T} .

We introduce the following conditions for ensuring the existence of at least one solu-
tion u(x, t) for the problem (51).

C1) There exists ε > 0 such that for all N ≥ 1,

ψ0(x) ∈H 2+ε(ΓN) and max
x∈Rn
| ψ0(x) |< ∞ .

C2) There exists h ≥ 0 and some R+ → R+ function Φ , such that for all x ∈ Rn,
u ∈ R and for all 0≤ t ≤ T ,

A(x, t,u,0)u≥−Φ(|u|)|u|−b, and
∫

∞

0

dτ

Φ(τ)
= +∞ . (53)

C3) For t ∈ (0,T ] for arbitrary x, u, p ∈ Rn, and any ξ = (ξ1,ξ2, ...,ξn) ∈ Rn, there
exists 0 < ν1 ≤ ν2 such that

∑
1≤i, j≤n

ai j(x, t,u, p)ξiξ j ≥ 0 and ν1|ξ |2 ≤ ai j(x, t,u, p)ξiξ j ≤ ν2|ξ |2.
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C4) The functions ai(x, t,u, p) and a(x, t,u, p) are continuous, the functions (ai)1≤i≤n
are differentiable with respect to x,u and p ∈ Rn , and for any N ≥ 1

sup
(x,t)≤ΓN

sup
|u|≤N

sup
p∈Rn

∑
n
i=1

(
|ai|+

∣∣∂ai

∂u

∣∣)(1+ |p|)+∑
n
i, j=1 |

∂ai

∂x j
|+ |a|

1+ |p|2
< ∞ .

C5) For all N ≥ 1, and for all (x, t) ∈ ΓN , |u| ≤ N and |p| ≤ N, the functions ai, a,
∂ai/∂ p j, partialai/∂u, and ∂ai/∂xi are continuous functions satisfying a Hölder
condition in x, t, u and p with exponents ε , ε/2, ε and ε respectively for ε > 0
from the condition C1).

Theorem 6 ( See Theorem 8.1, p. 495 of [13]) Assume that the conditions C1)–C5)
hold. Then there exists at least one solution u(x, t) of Cauchy problem (51) which is
bounded in Rn× [0,T ] and for any N ≥ 1 belongs to H 2+ε,1+ε/2(ΓN).

11 Proofs

11.1 Proof of Theorem 1

To proof this theorem we use Theorem 5, i.e. we need to check the conditions H1)
– H5) of this theorem for the problem (6). As to the first condition, note that using
Proposition 2 one can check directly that the solution of the equation (11) can be
represented in the form (12), where the functions g and Y satisfy the equations (13)
and (14) respectively. Moreover, using the HJB solution (12) in (10) we calculate the
optimal control variables (17). Hence H2). Then, using these variables in the wealth
process (2) we obtain the optimal wealth process represented by the stochastic differ-
ential equation (19) which can be resolved through the Ito formula and represented
in the form (20). This implies H3). Note also, that the function Y in (12) is bounded,
therefore, the condition D) yields the condition H4). So, Theorem 5 implies that the
strategy (21) is optimal and the function (12) coincides with the value function (6).
This means that a solution of the equation (14) can be represented through the value
function which is unique. Therefore, the equation (14) has the unique solution in
C2,1(R× [0,T ]). Hence Theorem 1. �

11.2 Proof of Theorem 2

We set ∆n(y, t) = h(y, t)−hn(y, t). So, in view of Proposition 7 for any κ > (r∗)2

sup
y∈R ,0≤t≤T

(
|∆n(y, t)|+ |

∂∆n(y, t)
∂y

|
)
≤ eκT

ρ(h,hn)≤ 2(B0 +B1)
λ n

1−λ
eκT .

where λ = r∗/
√
κ, B0 and B1 are defined in (25). Therefore, If we take in this upper

bound κ = n(r∗)2 and λ = 1/
√

n, then for the norm defined in (29) we obtain that
‖∆n‖= O(n−δn) as n→ ∞ for any 0 < δ < 1/2. Hence Theorem 2. �
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11.3 Proof of Theorem 4

First note that, from the definition of the process X∗n in (30) we deduce that

dX∗n (t) = a∗n(t)X
∗
n (t)dt +b∗n(t)X

∗
n (t)dWt , X∗n (0) = x , (54)

where a∗n(t) = r− κ1St α̃0,n(St , t)− c̃0,n(St , t) and b∗n(t) = σα̃0,n(St , t). Similarly to
(20), , through the Ito formula we obtain that

X∗n (t) = x exp
{∫ t

0
b∗n(u)dWu +

∫ t

0

(
a∗n(u)−

1
2
(b∗n(u))

2
)

du
}
. (55)

Note now that for any L > 0 on the set {max0≤t≤T |St | ≤ L} this process coincides
with the prcess X̌n(t) defined in (55) by replacing the coefficients a∗n(u) and b∗n(u) with
ǎn(u) = a∗n(u∧σL), b̌n(u) = b∗n(u∧σL) and σL = inf{t ≥ 0 : |St | ≥ L}∧T . Taking
into account that the functions ǎn(u) and b̌n(u) are bounded, i.e. for a nonrandom
constant C the upper bound supn≥1 max0≤t≤T

(
|ǎn(t)|+ |b̌n(t)|

)
≤C, we can obtain,

that for some constant C > 0

X̌n(t)≤C exp
{∫ t

0
b̌n(u)dWu−

1
2

∫ t

0
(b̌n(u))

2du
}

:=CEt(b̌) .

Note that if (Mt)0≤t≤T is a square integrated martingale, then through the Doob in-
equality

E sup
0≤t≤T

M2
t ≤ 4EM2

T . (56)

It should be noted that in this case the stochastic exponential Et(b̌) is martingale and,
moreover, supn≥1 EE 2

T (b̌)<∞. Therefore, supn≥1 E max0≤t≤T X̌2
n (t)<∞. Moreover,

using the fact that limL→∞ P(σL < T ) = 0 we get

lim
N→∞

sup
n≥1

P( max
0≤t≤T

X∗n (t)≥ N) = 0 . (57)

Note now, that to show this theorem it suffices to check that for any 0 < δ < 1/2

P− lim
n→∞

nδn max
0≤t≤T

|∆n(t)|= 0 , where ∆n(t) = X∗n (t)−X∗t . (58)

To this end we set

τn,N = inf{t ≥ 0 : |X∗n (t)|+ |X
∗
t | ≥ N}∧σN .

It is clear that the property (57) implies that

lim
N→∞

sup
n≥1

P(τn,N < T ) = 0 . (59)

Therefore, to show (58) we have to provide that for any N > 0

P− lim
n→∞

nδn max
0≤t≤τn,N

|∆n(t)|= 0 . (60)
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Indeed, from (19) and (54) it follows that on the set {t ≤ τn,N}

d∆n(t) = Z1,n(t)dt +Z2,n(t)dWt , ∆n(0) = 0 , (61)

where Z1,n(t) = (a∗n(t)X
∗
n (t)−a∗(t)X∗t )χ(t) and Z2,n(t) = (b∗n(t)X

∗
n (t)−b∗(t)X∗t )χ(t)

and χ(t) = 1{t≤τn,N}. It is easy to see, that if we set

υn = sup
s∈R

sup
0≤t≤T

(∣∣α̃0(s, t)− α̃0,n(s, t)
∣∣+ ∣∣c̃0(s, t)− c̃0,n(s, t)

∣∣) ,
then |Z1,n(t)|+ |Z2,n(t)| ≤CN (υn + |∆n(t)|χ(t)) for some constant CN > 0. Note now,
that from the equation (61) we get

max
0≤t≤τn,N

∆
2
n (t)≤ 2T

∫ t

0
Z2

1,n(t)dt +2 max
0≤u≤t

(∫ u

0
Z2,n(v)dWv

)2

.

Setting ρn(t) = Emax0≤u≤t∧τn,N
∆ 2

n (u) and using here the inequality (56) we obtain
that

ρn(t)≤CN,T

(
υn +

∫ t

0
ρn(u)du

)
, 0≤ t ≤ T .

Thus by the Gronwall - Bellman lemma ρn(T ) ≤CN,T eTCN,T υn. Theorem 3 implies
the limit (60). �

12 Numerical example

In this section we calculate the strategy (21), (20) through the Python soft, using the
following parameters: σ = 1, γ = 1/2, r = 1/20, κ = 1/2 T = 1 and ϖ = 10. The
Feynman–Kac mapping is calculated as

Lh(s, t) =
∫ T

t

∫
R

Ψh(z, t)ϕ(s, t,z,u)dzdu , (62)

where the function Ψh is defined in (15) and

ϕ(s, t,z,u) =
e−

v2
2

√
2πσ1(u, t)

and v = v(s, t,z,u) =
z− sµ(u, t)

σ1(u, t)
.

The function µ defined in (23) can be calculated in the explicit form

µ(u, t) = e−γ1ϑ2(u−t)
(

e2γ1ϑ2T − c2e2γ1ϑ2u

e2γ1ϑ2T − c2e2γ1ϑ2t

)ρ

(63)

where

c1 =
2γ1ϑ2(ϑ1−ϑ2)

ϑ1 +ϑ2
, c2 =

ϑ1−ϑ2
ϑ1 +ϑ2

and ρ =
c1

2c2ϑ2γ1
.

In Figure 1 we calculated the fixed point function h for n = 4.
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Fig. 1: The fixed point function function h

In the table below we study the convergence for the functions (hn)n≥1 calculating the
approximation accuracy as

δn = sup
s,t
|hn(s, t)−hn−1(s, t)| .

We observe that δ1 ≈ 0,07, δ2 ≈ 10−3, δ3 ≈ 10−7 and δ4 ≈ 10−9. Therefore, one
can conclude, that in this example the ”super-geometric” effect is well confirmed
numerically.

n 1 2 3 4
δn 0,071 0,00026 6,4 ·10−7 1,15 ·10−9

Table 1: The accuracy δn at each iteration

Figures 2 and 4 below represent the fractional strategies (17). Figures 4 and 5 repre-
sent the optimal strategy (21) with the initial value x = 10.
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Fig. 2: The fractional investment strategy

Fig. 3: Investment strategy
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Fig. 4: The fractional consumption strategy

(a) Fig. 5(a): Optimal wealth (b) Fig. 5(b): Consumption
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It should be emphasized that the numerical algorithm (30) synthesizing the optimal
strategies can be implemented very quickly, i.e. we need only four iterations to cal-
culate the fixed point h in Figure 1 and to construct the strategy. Then note, that the
investment strategy explicitly shows in Figure 3 how mach spreads should be bought
and sold. As one can see in Figures 5 (a) and 5 (b) the consumption strategy shows
in this example, how much the investor can consume to increase its terminal capital
with respect to the initial one, in particular, in this case the terminal capital is X∗T ≈ 16
and the initial X∗0 = 10. As to the fractional strategies (17) presented in Figures 2 and
4 we note that in this case the investment increases for the negative spread values
and decreases for the positive ones. As to the consumption strategy, we note that the
maximal consumption value corresponds to the small spread value for this market.
This example numerically illustrates the practical value for the obtained theoretical
results.

13 Conclusion

In conclusion, emphasize that in this paper, probably for the first time, the investment
and consumption problem for the spread financial markets is studied completely, i.e.
we provide the sufficient condition D) under which the optimal strategies are con-
structed through the verification theorem. It should be noted that this condition is
very closed to the necessary, since without the uniform integrability property, gener-
ally it is not possible to show that the strategies constructed on the basis of the HJB
solution are optimal. In this case, we obtained the new HJB equation for this problem
and we found the form for its solution in (12). The main difficulty is that we can’t use
the usual methods developed for the Black–Scholes or stochastic volatility markets
to analyze the HJB solution. To this end, we develop the probability methods based
on the corresponding Feynman - Kac representation and the fixed point technique in
a special metric space and, as a consequence, we establish the convergence rate of
a numerical scheme for the optimal strategies which is super geometric. As to the
practical point of view the discovered ”super geometric rate effect” makes it possi-
ble to realize numerical optimal financial control algorithms possessing to increase
essentially the speed of information processing and decision making. As a result this
will significantly improve the efficiency of using the developed optimal methods for
practical investment portfolio calculations under conditions of stochastic financial
uncertainty. The economic significance of the obtained results lies in the fact that it
is described the financial market conditions under which the optimal investment and
consumption strategies are obtained, and the numerical algorithms for their practical
implementation are provided. Moreover, in Remark 7 we explain how one needs to
use the optimal strategies in the spread markets for large time intervals.
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14 Appendix

14.1 Proof of Proposition 2

First, using the definition of ΨY (s, t) in (24) and putting u(s, t) = Y (s,T − t), the
equation (14) can be rewritten as

ut −
σ2

2
uss− sg̃1(t)us−

γ1u2
s

2
− g̃0(t)−K(s, t) e−

u
1−γ = 0 ,

u|t=0 = 0 ,

(64)

where g̃i(t) = gi(T − t) and K(s, t) = ϖ1 e−
s2 g̃(t)
2(1−γ) . Note, that we can represent the

equation (64) in the form (51) with n = 1, a1(s, t,u, p) = σ2 p/2 and

A(s, t,u, p) = a(s, t,u, p) = sg̃1(t) p− γ1 p2

2
− g̃0(t)− g̃1(s, t)e−

u
1−γ .

Taking into account that 0≤ K(s, t)≤ ϖ1 we obtain that for any u ∈ R

A(s, t,u,0)u≥−a∗|u| and a∗ = σ
2g(0)/2+ rγ +ϖ1 .

So, we obtain the condition C2) with the function Φ ≡ a∗ and b = 0. Taking into
account that the conditions C3)–C5) can be checked directly we obtain through The-
orem 6 that the equation (14) has a bounded solution. By using this solution and
applying the Itô formula to the process (22) we can obtain that

Y (s, t) =−
∫

τn

t

(
(Yt(η

s,t
u ,u)+g1(u)ηs,t

u Ys(η
s,t
u ,u)+

σ2

2
Yss(η

s,t
u ,u)

)
du

−
∫

τn

t
Ys(η

s,t
u ,u)dW̃u +Y (ηs,t

τn
,τn) ,

where τn = inf
{

u≥ t : |ηs,t
u | ≥ n

}
∧T . Taking into account equation (14), we obtain

that
Y (s, t) =

∫
τn

t
ΨY (η

s,t
u ,u) du−

∫
τn

t
Ys(η

s,t
u ,u) dW̃u +Y (τn,η

s,t
τn
).

As E
∫

τn
t Ys(η

s,t
u ,u) dW̃u = 0, we obtain

Y (s, t) = E
∫

τn

t
ΨY (η

s,t
u ,u) du+EY (τn,η

s,t
τn
).

Note here that Y is bounded. So, by Dominated Convergence theorem and in view of
the boundary condition in (14)

lim
n→∞

EY (ηs,t
τn
,τn) = E lim

n→∞

Y (ηs,t
τn
,τn) = EY (ηs,t

T ,T ) = 0 .

Reminding here, that ΨY ≥ 0, the Monotone Convergence theorem yields

Y (s, t) = E lim
n→∞

∫
τn

t
ΨY (η

s,t
u ,u) du = E

∫ T

t
ΨY (η

s,t
u ,u)du = LY (s, t),
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i.e. Y (s, t) is a fixed point for L . Moreover, let h be an another FK fixed point function
from X . Consider now the following equation

ft(s, t)+
σ2 fss(s, t)

2
+ sg1(t) fs(s, t)+Ψh(s, t) = 0, f (s,T ) = 0, (65)

where g1(t) = γ1g(t)− γ2 and Ψh(s, t) is given in (15). Similarly to (64) denoting
u(s, t) = f (s,T − t), we can rewrite the previous equation as

ut(s, t)−
σ2uss(s, t)

2
+a(s, t,u,us) = 0, u(s,0) = 0, (66)

where a(s, t,u, p) = −sg1(t)p−Ψh(s,T − t). Note here, that using the bound (42)
we get a(s, t,u,0)u =−Ψh(s,T − t)u≥−Ψ ∗|u| and, therefore, the condition in (53)
holds with Φ(r) ≡Ψ ∗ and b = 0. In view of Propositions 8 and 9, the function Ψh
satisfies the Hölder condition C5) for any 0< ε < 1/2. By using Theorem 6 we obtain
that equation (66) has a bounded solution. Therefore, there exists a bounded solution
for the equation (65) also. and similarly to the first part of this proof we can obtain
that f =Lh = h, i.e. any fixed point for L from X is a solution of the equation (14).
Hence Proposition 2. �

14.2 Proof of Proposition 3

First of all note, that Propositions 3 and 7 imply that the equation (14) has an unique
solution in X which coincides with the fixed pint h of the mapping (24), i.e. the
functions Y (s, t) and Ys(s, t) are bounded. Therefore, taking into account the form
(12) and the bound (33) we note, that to show this proposition it suffices to check that
there exists β > 1 such that for any x > 0, s ∈ R and 0≤ t ≤ T

sup
τ∈Mt

E

(
(X∗

τ
)β1 eβ2

S2
τ

σ2 |Xt = x ,St = s

)
< ∞ , (67)

where β1 = βγ and β2 = βγκ1/2.
Indeed, using the optimal wealth process (19) and the Itô formula we get

X∗t = xe
∫ t

0 a∗(u)du E0,t(b
∗) , E0,t(b

∗) = exp
{∫ t

0
b∗(u)dWu−

1
2

∫ t

0
(b∗(u))2du

}
,

i.e.

X∗t = xexp
{∫ t

0
a∗1(u)du+

∫ t

0
b∗(u)dWu

}
,

where a∗1(u) = A∗1(Su,u) and A∗1(s, t) = A∗(s, t)−(B∗(s, t))2/2. Therefore, for τ ∈Mt

E

(
(X∗

τ
)β1 exp

{
β2

S2
τ

σ2

}∣∣∣∣Xt = x,St = s

)
= xβ1 E exp

{
β1It,τ +β2

S2
t,τ

σ2

}
, (68)
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where It,v =
∫ v

t a∗1,t(u)du+
∫ v

t b∗t (u)dWu, a∗1,t(u)= a∗t (u)−(b
∗
t (u))

2/2, a∗t (u)=A∗(St,u,u),
b∗t (u) = B∗(St,u,u) and for u > t

St,u = e−κ(T−t)s+σξt,u and ξt,u = e−κu
∫ u

t
eκvdWv .

Note here, that Proposition 1.1.5 from [9] implies that for any N > 0

sup
τ∈Mt

EeN|ξt,τ | < ∞ . (69)

Therefore, we can write that S2
t,u/σ2 = ξ 2

t,u + S̃t,u, where the process (S̃t,u)t≤u≤T sat-
isfies the property (69). Moreover, taking into account that

dξ
2
t,u =−2κξ

2
t,udu+du+2ξt,udWu and ξt,t = 0 ,

the exponential power in the left side of the equality (68) can be represented as

ϒt,ν = β1It,v +β2

S2
t,v

σ2 = Lt,v + S̃t,ν (70)

and

Lt,v =
∫ v

t
(β1b∗t (z)+2β2ξt,z)dWz +

∫ v

t
(β1a∗1,t(z)−2β2κξ

2
t,z +β2)dz .

Note here that, from the definitions of A∗(s, t) and B∗(s, t) in (18), we get that

a∗t (v) =
κ2

1
1− γ

g̃(v)ξ 2
t,v + ãt(v) and b∗t (v) =−

κ1
1− γ

g̃(v)ξt,v + b̃t(v) ,

where g̃(v) = 1−σ2g(v)/κ1, b̃t(v) is bounded and ãt(v) is such that for any N > 0,

Eexp
{

N
∫ T

t
|ãt(v)|dv

}
< ∞ . (71)

Note here, that the upper bound (33) implies directly that 1− γ ≤ g̃(v)≤ 1.
Therefore, we can rewrite the term (70) as

ϒt,v =
∫ v

t
ζ1(z)ξt,zdWz +

∫ v

t
ζ2(z)ξ

2
t,zdz+ϒ̃t,v ,

where

ζ1(z) = 2β2−
β1κ1g̃(z)

1− γ
and ζ2(z) =

β1κ2
1 g̃(z)

1− γ
−

β1κ2
1 g̃2(z)

2(1− γ)2 −2β2κ . (72)

and the process ϒ̃t,v is such that for any N > 0

sup
τ∈Mt

EeNϒ̃t,τ < ∞ .
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We fixe now p > 1 which will be chosen later. Then taking into account that

sup
τ∈Mt

E exp
{

p
∫

τ

t
ζ1(z)ξt,zdWz−

p2

2

∫
τ

t
ζ

2
1 (z)ξ

2
t,zdz

}
≤ 1 ,

we obtain through the Hölder inequality with q = p/(p−1), that for any τ ∈Mt

Eexp
{

ϒt,τ
}
≤
(

E exp
{

q
∫

τ

t

(
ζ2(z)+

p
2

ζ
2
1 (z)

)
ξ

2
t,zdz+qϒ̃t,τ

})1/q

.

Using here the definitions (72) we get that

ζ2(z)+
p
2

ζ
2
1 (z) =−t1 g̃2(z)+ t2g̃(z)t3 ,

where

t1 =
(1− pβ1)β1κ2

1
2(1− γ)2 , t2 =

β1κ1
1− γ

(κ1−2pβ2) and t3 = 2β2 (pβ2−κ) .

We chose now p > 1 such that pγ < 1, for example p = (1+ γ)/(2γ). Then, taking
β = 1/pγ , we obtain β1 = γβ = 1/p and β2 = (βγκ1)/2 = κ1/(2p) and

ζ2(z)+δζ
2
1 (z) =

κ1(κ1−2κ)

2p
≤ 0

and we come to Proposition 3. �

14.3 Proof of Proposition 5

Firstly, note that from the definition (24) we get that for any −1 < δ < 1,

Lh(s+δ , t)−Lh(s, t)
δ

=
∫ T

t

∫
R

(
Ψh(z,u)

(
ϕ(s+δ , t,z,u)−ϕ(s, t,z,u)

δ

)
dz

)
du ,

where ϕ is given in (36). Now from (36) we obtain that

ϕ(s+δ , t,z,u)−ϕ(s, t,z,u)
δ

=
1
δ

∫ s+δ

s
ϕ1(θ , t,z,u)dθ = ϕ1(s, t,z,u)+Dδ (s, t,z,u),

where Dδ (s, t,z,u) = δ−1 ∫ s+δ

s

(
ϕ1(θ , t,z,u)−ϕ1(s, t,z,u)

)
dθ . So, this yields

Lh(s+δ , t)−Lh(s, t)
δ

=
∫ T

t

∫
R

Ψh(z,u)ϕ1(s, t,z,u)dzdu+Gδ ,

where Gδ =
∫ T

t

∫
RΨh(z,u)Dδ (s, t,z,u)dzdu. Now we have to prove that Gδ → 0 as

δ → 0. As the function Ψh(s, t) is bounded for h ∈X , therefore,

|Gδ | ≤Ψ
∗
∫ T

t

1
|δ |

∫ s+|δ |

s−|δ |
L(θ ,u)dθ du≤Ψ

∗
∫ T

t
L∗

δ
(u)du ,
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where Ψ ∗ = suph∈X supz∈R, 0≤t≤T |Ψh(z,u)|, L∗
δ
(u) = maxs−|δ |≤θ≤s+|δ |L(θ ,u) and

L(θ ,u) =
∫
R
|ϕ1(θ , t,z,u)−ϕ1(s, t,z,u)|dz.

From (34) and (36) we can obtain, that

sup
−1<δ<1

L∗
δ
(u)≤ 4

√
2

σ
√

π(u− t)
.

Moreover, it is clear, that for any N > 1

limsup
δ→0

L∗
δ
(u)≤ 2 sup

s−1<θ<s+1

∫
|z|>N

|ϕ1(θ , t,z,u)|dz .

Using the bound (34) we get, that for any s−1 < θ < s+1 and u > t∫
|z|>N

|ϕ1(θ , t,z,u)|dz≤ 1
σ
√

2π(u− t)

∫
|σ1v+θ µ|>N

|v|e−
v2
2 dv

≤ 1
σ
√

2π(u− t)

∫
|v|>N1

|v|e−
v2
2 dv ,

where N1 =
(
N− (|s|+ 1)µ

)
/σ1. Thus, for any fixed s ∈ R and 0 ≤ t < u ≤ T we

get that limδ→0 L∗
δ
(u) = 0. So, by the Lebesgue dominated convergence theorem,∫ T

t L∗
δ
(u)du→ 0 as δ → 0. Hence Proposition 5. �

14.4 Grownwall - Bellman lemma

Lemma 1 Let ρ be a non negative bounded R→ R function and for some constants
C1 > 0 and C2 > 0 and for any 0≤ t ≤ T

ρ(t)≤C1 +C2

∫ t

0
ρ(u)du .

Then
max

0≤t≤T
ρ(t)≤C1 eC2T . (73)

Proof Let now K > 0 be a some constant such that sup0≤t≤T ρ(t)≤ K. Then by the
induction method we can show that for any n≥ 2

ρ(t)≤C1

n−1

∑
j=0

(C2t) j

j!
+

K(C2t)n

n!
.

Passing here the limit as n→ ∞, we get the upper bound (73). Hence Lemma 1. �.
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14.5 The smoothness properties of the process (22).

Lemma 2 For any bounded function Q in X and for T > t∣∣∣∣ ∂

∂ s

∫ T

t
EQ(ηs,t

u ,u)du
∣∣∣∣≤ 2Q∗t

σ

√
2(T − t)

π
and Q∗t = sup

z∈R
sup

t≤u≤T
|Q(z,u)| .

Proof First note, that

EQ(ηs,t
u ,u) =

1√
2πσ1(u, t)

∫
R

Q(z,u)exp
{
− (z− sµ(u, t))2

2σ2
1 (u, t)

}
dz .

Using here Lebesgue’s dominated convergence theorem we can get that

∂

∂ s

∫ T

t
EQ(ηs,t

u ,u)du =
∫ T

t

µ(u, t)√
2π

∫
R

Q(z,u)
z− sµ(u, t)

σ3
1 (u, t)

exp
{
− (z− sµ(u, t))2

2σ2
1 (u, t)

}
dzdu

=
∫ T

t

µ(u, t)√
2πσ1(u, t)

∫
R

Q(sµ(u, t)+ vσ1(u, t),u)ve−v2/2dvdu .

Using here the bound (34), we obtain that∣∣∣∣ ∂

∂ s

∫ T

t
EQ(ηs,t

u ,u)du
∣∣∣∣≤ Q∗t√

2πσ

∫ T

t

du√
u− t

∫
R
|v|e−v2/2dv =

2Q∗t
σ

√
2(T − t)

π
.

Hence Lemma 2. �
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