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Weak error estimates of fully-discrete schemes for the stochastic
Cahn—Hilliard equation

Charles-Edouard Bréhier, Jianbo Cui, and Xiaojie Wang

ABSTRACT. We study a class of fully-discrete schemes for the numerical approximation of solutions
of stochastic Cahn—Hilliard equations with cubic nonlinearity and driven by additive noise. The
spatial (resp. temporal) discretization is performed with a spectral Galerkin method (resp. a tamed
exponential Euler method). We consider two situations: space-time white noise in dimension d = 1
and trace-class noise in dimensions d = 1,2,3. In both situations, we prove weak error estimates,
where the weak order of convergence is twice the strong order of convergence with respect to
the spatial and temporal discretization parameters. To prove these results, we show appropriate
regularity estimates for solutions of the Kolmogorov equation associated with the stochastic Cahn—
Hilliard equation, which have not been established previously and may be of interest in other
contexts.

1. Introduction

Over the last decades, a large number of research works have been devoted to the numerical study
of stochastic partial differential equations (SPDEs). The classical convergence theory of numerical
approximations often requires nonlinearities of SPDEs to be globally Lipschitz continuous (see, e.g.,
[43]). However, nonlinearities of many practical SPDE models are only locally Lipschitz continuous
and the classical convergence results for standard explicit numerical schemes fail to hold (see, e.g.
[34), 2], 18]). Prominent examples of SPDEs with non-globally Lipschitz continuous nonlinearities
include stochastic phase-field models such as the stochastic Allen—-Cahn equation and the stochastic
Cahn—Hilliard equation. In the last decade, numerical analysis of such stochastic phase-field models
has been a very active field of research, see, e.g., [38], [44], 25, [37, 16, 27, 9], 4], 26] and references
therein. Progress on the convergence aspects of numerical approximations for stochastic phase-field
model has been made recently, including strong and weak convergence rate analysis for the stochastic
Allen-Cahn equation (see, e.g., |3}, [7, 19, (46, 10, (41, 42}, 48], 13,22, [6]) and the strong convergence
rate analysis for the stochastic Cahn—Hilliard equation (see, e.g., [47, 20} 1, 21}, [31], 14}, 45]).

In this paper, we consider the stochastic Cahn—Hilliard equation driven by additive noise and
with homogeneous Neumann boundary conditions

du — Awdt = dW?(t), (t,z) € (0,T] x D,
w=—Au+u®—u, (t,x)e(0,T]xD,
(1) ou Jw
@ T] x 0D
= o 0, (t,z)e (0,T]x oD,
U(O,lt) = UQ(I'), zeD,
where D = (0,1)%, with d € {1,2,3} and (WQ(t))t>0 is a suitable Q-Wiener process. We consider

two situations: space-time white noise in dimension d = 1 and trace-class noise in dimensions
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d =1,2,3. In the sequel, the SPDE is interpreted in the sense of stochastic evolution equations,
see [23], with values in H = L?(D):

(2) dX(t) + A(AX(t) + F(X(t)))dt = dW?(t), X(0) = o,
where the linear operator —A is the Laplace operator on the bounded domain D equipped with
homogeneous Neumann boundary condition. The nonlinearity F(u) = u — u corresponds to

the double-well potential. The driving Wiener process W€ can be used to describe impurities
in the alloy, effects of external fields, or thermal fluctuations. As a stochastic phase-field model for
studying the spinodal decomposition [17, [40], the stochastic Cahn-Hilliard equation (also called
Cahn—Hilliard—Cook equation) shows a better agreement with experimental data in the presence of
noise |28].

The objective of this manuscript is to give weak error estimates for numerical schemes applied
to (2). Recall that in contrast with strong error estimates, which mainly deal with mean-square
convergence of the numerical schemes, weak error estimates are associated with the convergence in
distribution, and that in many situations the weak order of convergence is twice the strong order
of convergence for such SPDE systems. This result has been established recently for the stochastic
Allen—Cahn equation, see [19), 10, 13} 22, [6] (and previously for parabolic semilinear SPDEs with
globally Lipschitz continuous nonlinearities). We intend to fill a gap in the existing literature and
prove that the result also holds for the stochastic Cahn-Hilliard equation. Since the strong order
of convergence of the numerical scheme has been studied in previous works, we focus on the weak
error estimates. The problem is more challenging than in the stochastic Allen—Cahn case since the
nonlinearity does not satisfy a monotony or one-sided Lipschitz continuity property in H = L?(D).
Note that it is relevant to study carefully the weak convergence rate, since owing to [39] it has an
influence on the required number of samples in multilevel Monte Carlo schemes [29].

In order to describe the main results of this work, let us first describe the considered numerical
method. We propose and analyze an explicit fully discrete scheme which combines the spectral
Galerkin method and a tamed exponential Euler scheme, which reads

—APNF(XNJC)
1+ At|PvF(Xn )l
with initial value Xy o = Pnzg = Xn(0) and Wiener increments

AWE = WO(ts) — WO(te).

In the numerical scheme, N € N is the parameter of the spectral Galerkin method, Py are the
associated orthogonal projections, At = T'/K is the time step size, T € (0,0), K € N and t;, = kAt
for k€ {0,..., K — 1}.

The main result of this article is the following weak error estimate: for any function p : H - R
of class C? with bounded first and second order derivatives and all v € [0,T), one has

(4) [Elp(Xn,x)] = E[p(X(T))]] < C(7, T,z0, ) (A2 + A7),

where the value of the parameter I' depends on the regularity of the noise: I' = 3/2 in the space-
time white noise case (d = 1) and I' = 2 in the trace-class noise case (d € {1,2,3}). We refer
to Theorems [3.1] and [3:3] below for precise statements. As mentioned above, we thus prove that
for the considered scheme , the weak order of convergence is twice the strong order (see the
discussion below). We refer to the recent preprint [14] for the strong error estimates satisfied by
the scheme considered in this article. We would like to mention that the recent preprint [12]
gives preliminary weak error estimates for implicit fully discrete schemes applied to stochastic Cahn—
Hilliard equation , however the authors of that preprint employ different techniques and they have
not been able to prove that the weak order is twice the strong order. Our work thus substantially
improves [12].

(3)  Xnps1 = e M Xy + (A7) 71T — e 2% + e A Py AR,
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Let us review other recent relevant works on numerical approximations for the stochastic Cahn—
Hilliard equation. The articles |27, [38] obtain the strong convergence and the semi-strong error
estimates (in a large subsample space) of the finite element method and its implicit discretization
for equation driven by a spatial regular noise. The manuscript [33] studies both the exponential
integrability and the strong convergence rate of the spectral Galerkin method for driven by
trace class noise. By exploiting the equivalence of the original problem and a system consisting of a
random PDE and stochastic convolution, the article [47] presents the strong convergence rate of the
finite element method and a fully discrete scheme in the trace class noise case, and the article [21]
obtains strong error estimates with higher order for an accelerated implicit full discretization in
the space-time white noise case. Finally, the article [20] provides a strong convergence analysis
of numerical schemes for the stochastic Cahn—Hilliard equation driven by multiplicative noise with
unbounded diffusion coefficient.

Let us also explain why it is relevant to consider the tamed numerical scheme . It is known
that applying standard explicit schemes (e.g., Euler-Maruyama) to stochastic differential equations
(SDEs) with non-globally Lipschitz continuous coefficients may lead to divergence approximations
due to the lack of moment bounds, see for instance [34]. Using a tamed Euler method [35] is one
of the many possible strategies to overcome this issue, and avoid implicit schemes (that would be
admissible but may lead to higher computational costs), see the monograph [32] and references
therein for further examples. Recently, tamed and truncated Euler schemes have been extended
to treat SPDEs with non-globally Lipschitz continuous coefficients, see for instance [30}, 36, 48,
14, 13), 3l, 14]. Most of the references are concerned with strong and weak convergence rates of
explicit time-stepping schemes for Allen—-Cahn type SPDEs. The tamed exponential explicit Euler
scheme has been introduced and studied for in the recent preprint [14], where only the
strong convergence is studied and the ()-Wiener process is chosen to ensure mass preservation of
the solution. Instead the present work considers a general ()-Wiener process and for completeness
we thus give a detailed proof of the required moment bounds property, see Theorem [3.2] below, for
the scheme . In addition, the proof proposed in Section [7] is slightly different from the proof
of [14] Corollary 3.6].

In order to prove the weak error estimates (see Theorem and , one needs to prove
some auxiliary regularity properties for solutions of the (infinite dimensional) Kolmogorov equations
associated with . We refer to Theorem below for a precise statement. Such results have been
obtained for parabolic semilinear equations, such as the stochastic Allen—-Cahn equation, however
it seems that Theorem is the first result of this type for the stochastic Cahn—Hilliard equation.
One of the major difficulty we need to deal with is the fact that the nonlinearity AF in does
not satisfy a monotonicity property in H (whereas the nonlinearity F' in the Allen—Cahn case is
one-sided Lipschitz continuous). To overcome this issue, we study energy estimates in L? and H~!
norms, which are similar to the tools used in [14}, [45] for instance to prove strong error estimates.
The proofs of Theorem and are then based on standard arguments which need to combine
carefully the moment bounds on the numerical scheme and the regularity results on the Kolmogorov
equation to obtain the expected result, that the weak order is twice the strong order. Note that
the proof does not require Malliavin calculus techniques, due to the choice of a scheme based on an
exponential integrator. Theorem gives regularity results on the Kolmogorov equation associated
with which may be useful in other contexts.

In future works, it may be interesting to study weak error estimates for variants of the scheme ((3)).
Instead of using a spectral Galerkin method, the spatial approximation can be performed using a
finite element method (see for instance [38] and the strong error estimates in [47]). For the temporal
discretization, one may use implicit methods for both the linear and the nonlinear parts. In addition,
it may be interesting to study the long time behavior of the scheme and of the weak error estimates
and the issue of approximation of invariant distributions.
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The article is organized as follows. Section [2]is devoted to giving the notation, the assumptions
in order to be able to handle the stochastic evolution equation . In Section (3| we then provide
a detailed presentation of the numerical scheme , and separate the analysis of the spatial and
temporal discretization errors. We state the main results of this article: Theorem [3.1] and B3] Sec-
tion [4]is concerned with the statement and the proof of the regularity properties of the Kolmogorov
equation. The proof of Theorem on the spatial discretization error is given in Section [b| whereas
the proof of Theorem on the temporal discretization error is given in Section [6] Section [7] gives
the proof of the moment bounds stated in Theorem

2. Setting

2.1. Notation. The set of integers is denoted by N = {1,...,}, and Ny = {0} u N. In the
sequel, we often use the notation j > 1 (resp. j = 0) instead of j € N (resp. j € Np).

Let d € {1,2,3} and let D = (0,1) = R? be the standard d-dimensional unit cube. For all
p € [1,0], let LP denote the standard Banach space LP(D) of the p-fold integrable real-valued
mappings defined on D, with the norm denoted by | - |zr. In this article, we denote the space of
square-integrable real-valued mappings defined on D (p = 2) by H = L? = L?(D). Note that H is an
Hilbert space, with norm and inner product denoted by | - || and (-, -) respectively. For all z,y € H,
one has (z,y) = § x(&)y(&)d¢, and for all p € (1,0) one also use the notation (z,y) = {, z(&§)y(§)d¢
for all z € LP(D) and y € Lﬁ(D). If L: H— H is a linear operator, its trace (when it is finite) is
denoted by Tr(L). The set of bounded linear operators from H to H is denoted by £(H ), and the
set of Hilbert-Schmidt linear operators from H to H is denoted by Lo(H), with associated norm
denoted by | - |z,

For all s € [0,2], let W*?%(D) denote the standard fractional Sobolev spaces, with norm denoted
by |- |ws.2, see for instance [49, Section 1.11].

If ¢ : H — R is a mapping of class C? with bounded first and second order derivatives, set

De(x).h D?*p().(h, ho)

() lellz = sup sup ——=== +sup  sup
xeH heH\{0} |h| xeH hq,hoeH\{0} |h1||h2|

In the sequel, the values of constants C' € (0, 00) appearing in the statements and proofs of the
moment bounds and of the error estimates may change from line to line. Similarly, the value of the
integer ¢ € N may also change from line to line.

2.2. Assumptions.

2.2.1. Linear operator. In this article, — A is the Laplace operator A considered with homoge-
neous Neumann boundary conditions on ¢D. This means that the linear operator A is unbounded
and self-adjoint, with domain D(A) = {v e W22(D); g—:’l = 0 on 0D} c H. Moreover, there exists a

complete orthonormal system (ej) of the Hilbert space H and a non-decreasing sequence of

§=0,1,...

nonnegative real numbers (/\j) such that for all j € Ny one has

Jj=0
Aej = )\jej.
One has eg(-) = 1 and A9 = 0. In addition, one has A\; = Ay > 0 for all j € N, and there exists
cq € (0,00) such that A\; ~ caj?® when j — .
Introduce the Hilbert space H < H defined by
(6) H = span{e;; j > 1}
and let P be the associated orthogonal projection operator: for all x € H, one has
(7) Pz = Z<a:, ejre; = x —{x,ep)eq.

j=1
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For all « € RT and all x € H, set

(8) ] = Z Az, e5)” € [0, 0],

and for all « € RT introduce the space
9) H = {z e H; |z|o < 0}.

The space H* may be considered both as a dense subspace of the Hilbert space H, and as an Hilbert
space with norm | - |,. Note that one obtains H = H° when o = 0, and in that case the notation
|-]="ois used in the sequel.

For any o € R, the linear unbounded self-adjoint, operator A% is then defined with the domain
D(A%) = H* and such that for all € H* one has

(10) Ay = Z A?(x,q)ej.

=1

Finally, for all « € RT set

(11) H® ={z e H; Px e H"},
and for all z € H® set
(12) |22 = [Pxf3 + (x, e0)”.

For any o € R™, one defines the bounded self-adjoint linear operator A~% on H as follows: for all
x € H, set

(13) A2y = Z )\;%<x,ej>ej.
j>1
For all N € N, define the finite dimensional subspace
(14) Hpy = span{eg, ..., en}

of H. In addition, define the orthogonal projection operator Py as follows: for all x € H, set

N
(15) PNCIZ = Z<x, 6j>6j € HN.
§=0
Let also Hy = span{ey,...,ex}. Note that Hy < H* and Hy < H* for all « > 0 and N € N.
It remains to introduce the semigroup (e*tAQ) of bounded linear operators defined on H.
For all t > 0 and all x € H, set
(16) ey = Z e_t)‘?@c, ej).

j=0

t=0

Note that e*tAQeo = ¢ for all ¢ = 0, and that for all x € H and ¢ > 0, one has et e H. For all
t>=0, e~ 4? is a bounded linear operator from H to H, and one has

A2

- o=t 4%a] < [a],

le™ 4P| < e |Pal,

forallt >0and z € H.
The following smoothing property is employed frequently in this article: for all « € [0, 4], there
exists C, € (0,00) such that for all ¢ € (0,00) and all z € H, one has e *4’z € H* with

_tA2 _a
(18) le” 2 < Call +t71)]z].
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In fact, more precisely one has e~ A’Pg € H and the inequality
(19) e " Pa|y < Cot ™ 1|Pa.

In addition, the following regularity property holds: for all « € [0,4], there exists C, € (0, 0) such
that for all £ > 0 and all z € H%, one has

(20) |(e7** — I)z| < Cat? 2o
In fact, more precisely, one has the equality <e_tA2x, ep) = {x, €9y and the inequality
(21) [(e7° = I)Pa| < Cot ¥ |Pla.

2.2.2. Nonlinearity. Let f: R — R be the polynomial function defined by f(z) = 23 — z for all
z € R. For all p € [1,00], the mapping F : L3 — LP is defined by the equality

(22) Fz) = f(o()) = 2° — 1z,
for all x € L3P. .
Observe that for all y € L*, one has F(y) € L3, therefore the expression (F(y), y) is well-defined.

In addition, for all arbitrarily small € € (0, 1), there exists C; € (0,0) such that for all y € L*, one
has

(23) —(Fy)y = —lylze + )72 < —(1 = )lyl7« + C.
and for all y, z € L*, one has
(24) [KE(y +2) = F(y), w)l < elylza + Ce(1 + |2]74)

2.2.3. Wiener process. Let (5j)j>0 be a sequence of independent standard real-valued Wiener

processes, defined on a probability space (Q, F, ]P’), equipped with a filtration (.7-}) 1o Which satisfies
the usual conditions.
The cylindrical Wiener process is defined formally by

(25) W(t) = Bi(t)e;,
j=0

where we recall that (ej) is the complete orthonormal system of H associated with the linear

operator A. Note that

j€No

E[JAEW0)*] = D A7 <o
j=1
if and only if a > d/2 (since one has \; ~ ¢z7%? when j — o), where we recall that (—A4)~2 is
defined by (13). In particular, W (t) does not take values in H.
Two cases are treated in this article. On the one hand, we consider the stochastic Cahn—
Hilliard equation driven by space-time white noise in dimension d = 1: in this case, set ) = I the
identity operator, and WQ(t) = W(t). On the other hand, we consider the stochastic Cahn-Hilliard

equation driven by trace-class noise in dimension d € {1,2,3}: in this case, let @ be a self-adjoint,
nonnegative, trace-class linear operator on H, and set W?(t) = Q%W(t), where Q% is the square-
root of ). Precisely, there exists a sequence of nonnegative real numbers (qj) and a complete

Q
J ) jeNp

jeNg’
of H, such that one has Zj>0 gj < o0, and for all z € H one has

Qr = Z q;{x, e?>e§2.
=0
6
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The operator Q% is defined such that for all z € H one has

Q%w = Z @(w,e?k?.

7=0
The operator @ is trace-class by assumption, which implies that Q% is an Hilbert—Schmidt operator:

Te(Q) = Y {Qej,ej) = D Qe ey = > gj <

3>0 §=0 7=0
1 1 1
1Q% 2,y = D, Q21> = Y 1Q2¢7 1% = D] ¢ < .
j=0 Jj=0 j=0
The Q-Wiener process (WQ(t)) +>0 can be expressed as
(26) WRt) = > Va8 (1),
j=0

where (BJQ(t))jeNO
sequel, we only use the expression

1 1
(27) WE(t) = 3 Bi(HQze; = QZW (1),
3=0
where W (t) is given by (2F]), which is well-defined in H: for all ¢ > 0 one has E[|[W@(¢)|?] =
t209 = tTr(Q) < . The two formulations and for WQ(t) are equivalent.

Note that if the range of @) is included in H, meaning that Qx € H for all x € H, or equivalently
that (Qx,ep) = 0 for all z € H, then the Q-Wiener process W& takes values in H: W?(t) € H for
all £ > 0. The condition above also implies the mass conservation for solutions of (see |27, 21]
for instance).

Let us mention that it is not necessary to assume that the linear operators A and ) commute.

is a sequence of independent standard real-valued Wiener processes. In the

2.3. Auxiliary inequalities. Owing to the Cauchy-Schwarz inequality, for all z € H', one
has

(28) |2]2 < |A"2Pa| |A2Pa| + (z, e0)? = |A™ 2P| [Pz + (x, e0)?.

Let us recall the following result concerning the spaces H® = D(A%) and the associated norms
| - |a for a € [0,2], see for instance [49], Theorem 16.9]. On the one hand, for all a € [0, 3), one has

H* = W*%(D).
On the other hand, for all o € (3,2], one has

0
H® = WD) = {v e W2(D); aU — 0 on éD} ¢ We2(D).
n
In addition, for all a € [0,2]\{2}, the norms | - |4 and | - |ya2 are equivalent on H®: there exists
Cq € [1,00) such that for all x € H* one has
(29) Ot zlwee < Jzla < Callz|wes.

Recall the following Sobolev embedding property: for all a > d/2, one has W*2(D) = L*(D), and
there exists Cy 4 € (0,00) such that
(30) |z < Coal e

As a consequence of and (30)), for all a € (d/2,2]\{3/2}, there exists C, € (0,0) such that one
has the inequality

(31) |z < Calz]a
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for all x € H*. In addition, for all « € (d/2,2]\{3/2}, the space H® is an algebra: there exists
Cy € (0,00) such that for all x,y € HY, one has zy € H* and the inequality

(32) lzylla < Calzlally]a-
Note also that for all x € H and y € H* with « € (d/2,2]\{3/2}, one has
(33) lzyll < Calz|ylla-

A duality argument implies the following additional inequality: for all o € (d/2,2]\{3/2} and = € L',
one has

(34) |A”5Pz| < Cala] 1.

Note that H' is an algebra only when d = 1, whereas H? is an algebra for all values of d € {1,2,3}.
In order to prove the moment bounds for the exact and numerical solutions stated below, the
cases d = 1 and d € {2,3} are treated using different techniques. On the one hand, when d = 1,

one has the Sobolev embedding Hs = W%Q(D) < L%(D) (see for instance [24, Theorem 6.7]), and
there exists C € (0,00) such that for all z € H3 one has

1
(35) lzlpe < Clzl, 1 < Claly < C(|ASP| + Kz, e0)]).

Lo
w3
Moreover, when d = 1, one also has the following Gagliardo—Nirenberg inequality, see, e.g., [11],
Theorem 1]: there exists C € (0,00) such that for all x € H? one has

1 5 L5 1, .5
(36) lzlze < Clalfyezlzle < Claf3zls < C(IAPz| + KKz, e0)|)® =5

On the other hand, when d € {2, 3}, we introduce the energy functional J defined as follows: for all
xe H' n L* set

1 1 1
(37) J(@) = Slal + Jholts — Slzle.

In addition, for all d € {1,2,3}, one has the Sobolev embedding properties H i c L' and

H' = LS (see for instance [24, Theorem 6.7]), and there exists Cy € (0, 0) such that for all x € Hi
one has

(38) |zs < Clla] 4. < Clz] e,
(39) [z Le < Clz[wre < Ol

The properties of the spaces H® discussed above are now applied to state a few additional
properties of the nonlinearity F'. For all d € {1,2,3} and ~ € (d/2,2]\{3/2}, there exists C € (0, 0)
such that for all z € HY one has F(x) € H” and

(40) |F(@)y < Cy(1+|]3).

The inequality is a straightforward consequence of the algebra property for H”. In addition,
for all v € (d/2,2]\{3/2}, there exists C, € (0,0) such that for all y € L* and z € HY one has

(41) |E(y +2) = Fy)l < (3ly22] + 322 + 12°]) < Oy (1 + lyl7a) (1 + [12]3)-

Finally, for all v € (d/2,2]\{3/2}, there exists C € (0,00) such that for all x € H” and all h,k € H,
one has

|F'(@)-h] = I ((:))hC) 2 < C(1+ [l3)[A]
|F" (). (h )l = 1" (2 (DROEO] 2 < C(1+ Jz]) [R]]1E]-

The inequalities are straightforward consequences of the algebra property for H7.
8

(42)



2.4. Well-posedness and moment bounds. Let us introduce the stochastic convolution
process (Z(t)),., defined by

t=0

(43) Z(t) = JO t e~ =D g Q(s),

which is understood as the unique mild solution of the stochastic evolution equation
dZ(t) + A2Z(t)dt = dWO(t)
with initial value Z(0) = 0.
Recall that the Wiener process (WQ(t)) >0 18 defined by 7 where two cases are considered

for the covariance operator ). In order to study the properties of the stochastic convolution process
defined by , it is convenient to introduce the parameters I' and I'g defined as follows.

ASSUMPTION 1. Let one of the conditions be satisfied.
(i) Let d =1 and Q = I. In that case, setT = 3 and Ty = 1.
(13) Let d € {1,2,3} and let Q be a self-adjoint, nonnegative, trace-class linear operator on H.
In that case, setI' =2 and I'g =1 + %.

Note that in both cases the condition v € (I'g,I") implies v € (d/2,2]\{3/2}. Imposing the
condition v € (I'g,T") is necessary in the proofs, however assuming that v > Iy is not restrictive
since the orders of convergence are obtained when choosing v arbitrarily close to I'.

One has the following result concerning the stochastic convolution (see, e.g., |21, Section 2]
and [45] Lemma 3.2]).

LEMMA 2.1. Let Assumptions |1| be satisfied. For all T € (0,00), m € N and all v € [0,T), one
has

(44) E[ sup [ Z(8)[7%]+ E[ sup [Z(#)[5] < .
0<t<T o<t<T

The moment bounds in the L* norm (first term in the left-hand side of ([#4))) are a straight-
forward consequence of the moment bounds in the norm | - ||, (second term in the left-hand side
of ([44))) and of the Sobolev inequality (BI)).

We are now in position to state a well-posedness result for mild solutions of the stochastic
evolution equation

(45) dX(t) + A(AX(t) + F(X(t)))dt = dWO(t)

with initial value X (0) = . To indicate that the initial value of X (0) is equal to x¢, the notation
Ez,[-] is used in the sequel.

PROPOSITION 2.2. Let Assumption be satisfied and assume that xo € H'. Then the stochastic
evolution equation admits a unique global mild solution with initial value X (0) = xy, namely a

H -valued continuous stochastic process (X(t))t>0 such that for all t > 0 one has

t t
(46) X(t) = et gy — j e_(t_S)A2AF(X(S))ds + J e_(t_S)AQdWQ(s).
0 0
Moreover, there ezists ¢ € N such that for all T € (0,00), m € N and all v € (I'g,T"), one has the
moment bound

1
(Exo sup X @)™
(47) sup Ost= <

woeH (1 + [lzol5)
9



and the increment bound

3=

E X(ta) — X(t1)|™
" vy (EallX() - X))
roEHY 0<t1<ta<T |t2 — tl‘z(l + H(L‘o”%)

The proof of Proposition is omitted. Under Assumption (z) (space-time white noise case
in dimension d = 1), the strong moment bounds follow from [21], Proposition 1] for instance.
Under Assumption (zz) (trace-class noise case in dimensions d = 1,2,3), the strong moment
bounds follow from [45], Theorem 3.7] and for instance. The increment bounds are
then obtained by standard techniques. Observe that the Kolmogorov regularity criterion ensures

that almost surely the trajectories t € [0,7] — X (t) € H are 7-Holder continuous for all v € [0,T).

3. Numerical methods and convergence results

In this section, we first describe in Section [3.1]the method employed for the spatial discretization:
a spectral Galerkin approximation method is introduced. Our first main result is Theorem 3.1} which
gives a weak order of convergence I' in terms of Ay when the approximation parameter N goes to
o0 — whereas the strong order of convergence is known to be equal to I'/2, see for instance [21], [45]
and below. We then describe in Section the fully discrete method: a tamed exponential
Euler scheme is employed for the temporal discretization. Our second main result is Theorem [3.3]
which gives a weak order of convergence I'/2 in terms of the time-step size At — whereas the strong
order of convergence is known to be equal to I'/4, see for instance [14]), see also [21] for a similar
result for an implicit scheme. When an accelerated exponential Euler scheme is used, there is no
approximation error for the contribution of the stochastic convolution and the temporal strong order
of convergence may be improved, see [21].

3.1. Spatial discretization. Let N € N be an integer. Introduce the Hp-valued process
(XN (1)) 1o Which is the solution of the stochastic evolution equation

(49) dXn(t) + A(AXN(t) + PyF(Xn(1)))dt = PydW9(t)

with initial value X (0) = Pyzp. The process Xy is an approximation of X using the spectral
Galerkin method. Note that the noise in the stochastic evolution equation is a Wiener process
with covariance operator PyQPy. If the covariance operator Q and the linear operator A commute
(which is not assumed to the case in general), then one has PydW@(t) = Z;V:O V@ Bi(t)e;.

Before stating Theorem [3.1] it is worth mentioning two auxiliary results. First, the results
of Proposition [2:2] hold for Xy, uniformly with respect to N € N. Precisely, for all N € N, the
stochastic evolution equation admits a unique mild solution with values in Hp, defined for all
times. Moreover, for all T' € (0,0), m € N and v € (I'g, I'), there exists C., ,,,(T) € (0,0) such that
for all zg € H” one has the moment bounds

1
(50) sup (Epyae| sup [Xn(@)[7]) ™ < Com(T)(1 + [0]9),
NeN o<t<T

where the integer ¢ € N is given by Proposition (in particular, it does not depend on the spatial
approximation parameter N € N). Similarly, for all zp € H” and 0 < ¢; < to < T, one has the
increment bounds

(51) sup (Epyao[|Xn (t2) — Xn (t1)]™])
NeN

s

< Cym(D)]ta — t1]T (1 + |20 2).

Second, the strong error between X (7T') and X(7T') converges to 0 when N — oo, with order I'/2
with respect to Ay, in the following sense, see |21, Theorem 1| and [14, Theorem 3.1|: there exists
10



q € N such that, for all T € (0,00), m € N and v € (I'g,I"), there exists C, ,,,(T) € (0,00) such that
for all xg € H” and all N € N one has the strong error estimate

1 _
(52) (E[IXN(T) = X(D)[™]) ™ < Com(T)(A + Jzold) Ay,

with initial values X (0) = zg and Xy (0) = Pyxo.
We are now in position to state our first main result. Recall that ||¢]|2 is given by (F).

R

THEOREM 3.1. Let Assumption[1] be satisfied. There exists ¢ € N such that the following holds.
For allT € (0,0) and v € (I'y,T"), there exists Cy(T) € (0,00) such that for all functions ¢ : H — R
of class C* with bounded first and second order derivatives, xo € HY and N € N, one has the weak
error estimate

(53) [E[p(Xn(T))] = E[p(X(T)]| < Co(T)(1 + [zo|D) [l ell2AN"
with initial values X (0) = xg and Xn(0) = Pyxyp.

The proof of Theorem is postponed to Section [5] however let us describe the most impor-
tant arguments. Since the function ¢ is globally Lipschitz continuous, owing to the strong error

estimate , one has
[Elp(Xn(T)] = B[p(X(T)]] = lim [E[o(Xx(T))] = E[p(Xa(T))]];
therefore it suffices to prove the following weak error estimate:

(54) Sup [E[p(Xn(T)] - Elp(Xn(T)]] < CHT)A + [zl [l ll2Ay",

The weak error appearing in the left-hand side of the inequality can be written as
(55) Elp(Xn(T))] = E[e(Xnm(T))] = Elunr (0, Xn(T))] — Elun (T, X0 (0))],
where M > N, and the function u,; is defined by

(56) up (t, @) = B[ (Xn(1))]

for all £ = 0 and x € Hj;, see equation . Section 4| below is devoted to the analysis of the
regularity properties of the function u s, which is the solution of a Kolmogorov equation associated
with the stochastic evolution equation with N = M. The delicate point of the analysis is to
obtain suitable estimates on the first and second order derivatives of uys with respect to the variable
2 which are uniform with respect to M € N: we refer to Theorem and Section [] below for such
results. The use of It6’s formula and of the Kolmogorov equation and the application of the suitable
regularity estimates for up; then provide the weak error estimate (54), see the details in Section
The strategy is standard in the literature, however one needs to perform the analysis in Section []
which is the main novelty in this work on numerical methods for the stochastic Cahn—Hilliard
equation.

3.2. Full discretization. Let us now introduce the full discretization which is performed us-
ing a tamed exponential Euler scheme, combined with the spectral Galerkin method described in
Section (with discretization parameter still denoted by N € N). Let At denote the time-step
size. Without loss of generality, assume that At = T'/K where T € (0,00) is a fixed positive real
number, and K € N is an integer. For all k£ € {0,..., K}, set t;, = kAt. The tamed exponential
Euler fully discrete scheme we consider is defined as follows: for all k =0,..., K — 1, set

—APNF (X )

X _ 7AtA2X A2 -1 I — —AtA?
(57) N+l =€ N+ (A7) —e )1+At\|PNF(XN,k)H

+ e A PyAWR,

with initial value Xn o = Pvzo = Xn(0), and where

AW = W tgr) — WO(ty).
11



The taming procedure consists in introducing the factor in the right-hand side

1
I+AtPNF (XN 5|
of (57). To understand the construction of the scheme, note that one has

(AQ)—l(I o e—AtA2> _ j

ti

te+1
6_(tk+1_t)A2 dt.

Before stating Theorem it is worth mentioning two auxiliary results. First, one has moment
bounds for X j, which are uniform with respect to NV and At. Note that the scheme is explicit,
therefore the taming procedure plays a crucial role. Indeed, the moment bounds are not expected
to hold if one employs a standard exponential Euler scheme.

THEOREM 3.2. Let Assumption[]] be satisfied. For all T € (0,00), m € {1,...} and vy € (I'p,T),
there exists ¢ € N and Cy p,(T') € (0,0) such that for all xo € HY, all N € N and all At = T/K
with K € N, one has

(58) (Epyaol Sup | Xnel5])

IR

3=

S Cym(T)(A + [o]l3)-

The proof of Theorem is postponed to Section [7] A similar result has been obtained in a
recent preprint [14, Corollary 3.6], where a special class of Q)-Wiener process is chosen to ensure
mass preservation of the solution. However, the present work considers a general Q)-Wiener process
and a detailed and slightly different proof is given below for completeness.

Second, the strong error between Xy g and Xn(T') = Xy (K At) converges to 0 when At — 0
(K — o0), with order I'/4, uniformly with respect to Ay, in the following sense, see [14] Theo-
rem 3.8]: there exists ¢ € N such that, for all T" € (0,00), m € N and v € (I'g,T"), there exists
Cym(T) € (0,0) such that for all zg € H”, K € N and all N € N one has the strong error estimate

1 2
(59) (BIX Nk = Xn(D)™) " < Com(T)(1 + z0]4)At7.
We are now in position to state the second main result of this article.

THEOREM 3.3. Let Assumption (1| be satisfied. For all T € (0,00), v € (I'g,T") and z¢p € H?,
there exists Co(T, |xolly) € (0,00) such that for all N € N*, all At = T/K with K € N, and all

functions ¢ : H — R of class C? with bounded first and second order derivatives, one has the weak
error estimate below for the tamed exponential Euler scheme (At — 0 with fized N € N):

(60) [Ele(Xwx0)] - Elp(Xn(T)]| < COu T, Lol loll2AtE.

Furthermore, one obtains the following weak error estimate for the fully discrete scheme (At — 0
and N — o ): under the same assumptions, one has

(61) [Ele(Xni)] ~ Ele(X(D)]| < CO T ol lglla(A8F +A3).

Note that the weak error estimate for the fully discrete scheme is a straightforward con-
sequence of and . The proof of Theorem is postponed to Section @ however let us
describe the most important arguments. The weak error is written as

(62) Elo(Xn.x)] = E[p(Xn(T))] = Elun (0, Xn,x)] = E[lun(T, Xno0)],

where uy is the auxiliary Nfunction defined by '~ For any N € N and At, let us introduce a
continuous-time process (X]%t(t))0<t<T, such that X{t(t;) = Xy for all k € {0,...,K}. The
process is defined as follows: for all ¢ € [tk, tx11], set

(63)

Xl%t(t) = ef(tftk)AzXNk +

t —APNF (X
f —(t—s) A2 N ( N,k) ds_’_ef(tftk)AQPN(WQ(t) —WQ(tk)).
t

e
1+ At|PnF(Xn)|
12



Using a telescoping sum argument and the auxiliary process, one then has

K-1

Elp(Xn, k)] — E[e(Xn(T))] = (E[un(T = tgs1, Xnps1)] — Elun (T — i, Xnx)])
k=0

K-1
= Y (Elun (T = thp1, X8 (tes1))] — Elun (T — te, X5 (t))])
k=0

Like for the proof of Theorem [3.1] the use of It6’s formula and of the Kolmogorov equation and the
application of the suitable regularity estimates for uy then provide the weak error estimate ,
see the details in Section [6] The strategy of the proof described above is standard in the literature,
the main novelty in this work is the application of the results on the Kolmogorov equation from
Section [l

REMARK 3.4. If the cubic nonlinearity F' is replaced by a globally Lipschitz continuous mapping
of class C?, with bounded derivatives, one can prove variants of Theorems (md using similar
arguments, and obtain again that the weak order is twice the strong order. In addition, considering
the case F' = 0 would show that the strong and weak orders of convergence are optimal. In fact,
in the globally Lipschitz case the proof of the moment bounds (Theorem (3.2) and of the regularity
properties for solutions of Kolmorogov equations (Theorem would be substantially simplified.
Even if, to the best of our knowledge, this situation has not been treated in the literature, the details
are omitted and we only consider the cubic nonlinearity case.

4. Regularity results for solutions of Kolmogorov equations

Let ¢ : H — R be a function of class C2, with bounded first and second order derivatives.
As explained in Sections and the mappings ujys defined by , which are solutions of
Kolmogorov equations, play an important role in the proof of weak error estimates studied in this
article. The objective of this section is to study the regularity properties of u,s and to prove bounds
which are uniform with respect to M € N. To the best of our knowledge, such results have not
been obtained yet for stochastic Cahn—Hilliard equations, and are one of the main novelties of this
article.

For all M € N, define the function wuyy : [0,00) x H — R such that

(64) unm(t, ) = Ex[p(Xn(1))]

for all t > 0 and = € Hyy, where (X (t))t>0 is the solution of the stochastic evolution equation (49))
with initial value X/(0) = x and N = M. We recall that the notation E,[-] means that X,(0) = x.
For all M € N and all ¢ > 0, the mapping uy;(t, -) is of class C? on Hyy, and for all o, h, h1, ho € Hyy,
one has

Dupy(t,2).h = Eo[Do(Xar ()0 (t)]
(65) 2 _ h1,ho 2 h1 ho
D=upy(t,x).(h1, h2) = Ex[Do(Xar(t))-Cp 2 (8)] + Ex[D (X ())-(my7 (), ma7 ()],

where the processes (nf,(t)) >0 and ( ]}\l/}’hQ (t)) +0 are the solutions of the first variational equation
dnl, (t
(66) ) Al (8) — APy (F (Xar ()l (1),

with initial value 775(4(0) = h, and of the second variational equation

h1,h2
67) SO gty APy (PO 0)C" (1) — APy (" (Xas ()l (03 ().
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with initial value C]}\L/}k (0) = 0, respectively. Note that n,(t) and C;\L/}’M (t) also depend on the initial

value x = X/(0), however this dependence is omitted to simplify the notation. Since the noise is
additive in ([49)), %, () and C]}\L/}’hQ(-) are solutions of evolution equations which are not driven by a
Wiener process.

For all M € N, the mapping uys : [0,7] x Hyr — R is the solution of the Kolmogorov equation
(see for instance the monograph [15])
68 orup(t, z) = Lygupr(t,x), (¢,x) € [0,T] x Hay,
( ) UM(O,I’):QO(.I‘), x € Hy,
where the infinitesimal generator £, associated with the stochastic evolution equation (49) (with
N = M) on H)y is given by

(69) Lyd(x) = Do(x).(— A%z — APy F(x)) + % > D*¢(z).(PyQ%e;, PyQe;)
7=0

for all z. € HM if ¢ : Hyy — R is of class C.

4.1. Statement of the regularity estimates. The main challenge is to prove estimates on
Dup(t,x).h and D?ups(t, z).(h1, he), with upper bounds independent of M € N, and which are
suitable to obtain the weak error estimates in Theorems B.11and 3.3l The main result of this section
is Theorem 4.1] below.

THEOREM 4.1. Let Assumption |1] be satisfied. There exists q € N such that the following holds.
For all a € 0,2) and all a1, g € [0,2) such that an+ae < 2, ally € (I'y,T") and all T € (0,0), there
ezist positive real numbers Co~(T) € (0,0) and Cu, ay~(T) € (0,00) such that for all functions ¢ :
H — R of class C?> with bounded first and second order derivatives, all M € N, all x, h, hy, ho € Hyy
and all t € (0,T], one has

| Dups(t, x).h| _a,
< Cay (T2 (JA™Ph| + [Ch, €0)l)
(1 + z13) llell2 !
D?ups(t,x).(h1, h
| D% un( q)( 1, ha)| < Coy oy (T
@+ [zl Nl

Let us emphasize that the real numbers Cy (T") and Cy, ,(T") appearing in the right-hand
side of do not depend on M € N. Taking o = a3 = ag = 0 in Theorem justifies that
ups(t,-) is of class C? for all t > 0, and gives bounds on the first and second order derivatives which
are uniform with respect to M € N. However, for the proof of weak error estimates in Theorems
and , one requires the inequalities with a > 0 and a3 + a2 > 0, more precisely a and «; need
to be chosen arbitrarily close to 2 (with ay = 0) to obtain a weak order of convergence which is twice
the strong order. The upper bounds are not uniform with respect to t € [0, T] since the initial value
up(0,-) = o(Ppy-) is not assumed to satisfy this type of regularity estimate. The inequalities ([70)
thus exhibit a regularization effect, which is due to the smoothing property . The condition
v € (To,T') implies the condition v € (%,F)\{%}, which is required due to the application of the
properties from Section and ensures the validity of moment bounds .

Theorem [£.1] is a variant of results previously obtained for solutions of Kolmogorov associated
with parabolic semilinear stochastic evolution equations: see [5] (additive noise) and [8] (multi-
plicative noise) in the case of globally Lipschitz nonlinearities, and [9, 22] (Allen—Cahn equation)
and [19], 6] (dissipative polynomial nonlinearities). In the references above, the spatial approxima-
tion parameter M € N is sometimes omitted even if an auxiliary spectral Galerkin approximation
is applied. We use arguments similar to those employed in the aforementioned references in order
first to prove Theorem and second to apply this result to prove weak error estimates. To the
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best of our knowledge, Theorem [£.1] is the first result in the literature giving regularity results for
solutions of Kolmogorov equations associated with stochastic Cahn—Hilliard type equations driven
by additive noise. Note that the case of globally Lipschitz nonlinearities F' has not been treated
in the literature, however one can obtain a version of Theorem [£.1] using similar arguments with
substantial technical simplifications. Compared with the parabolic semilinear case, note that the
power in the singularity t~2 is related to the smoothing inequality , and is thus different from
the singularity appearing in the parabolic case.

Before proceeding with the proof of Theorem [£.I] let us mention that the expression of the
inequalities requires to write h = Ph + (h,eg) and to treat differently the two contributions.
Indeed, since —A is the Laplace operator with Neumann boundary conditions, one has Aey = 0,
whereas if Dirichlet boundary conditions were considered all the eigenvalues of A would be bounded
positive and bounded away from 0. In the setting considered in this article, A~ for a > 0 is defined
only on the subspace H = P(H), which results in more complicated expressions in the right-hand
sides of .

To understand the dependence in the right-hand sides of the inequalities with respect to
a, aq, (g, it is relevant to consider the case F' = 0, and to assume that Q and A commute. Instead
of uyy, consider the mappings vys defined by

on(t,2) = E[p(e ™ Pyz + Py Z(1))],

for all t > 0 and =z € H)js, where we recall that (Z(t))t>0 is the stochastic convolution defined

by (43). It is then straightforward to check that for all M € N, z, h, hy, hy € Hyy and t € [0, 77, one
has

Duy(t,2).h = E[Dp(e " Pyyz + Py Z(t)).e 47 1)
D?vp(t, 2).(hy, ha) = E[D?*p(e ™" Py + Py Z(1)).(e 7 hy, e hy)].
As a consequence, one obtains the inequalities
| Dont (t,2).h] < [loll2|e ™R
Callllat™2 (JA~*Ph| + [Ch, e0)])
D2y (t, ). (ha, ha)| < [lpll2lle™ ha [l Ry

_ajtan _ _

Carasllellzt™ 2 (JAT* Phy| + [Kha, e0)]) (|A™**Pha| + [Che, eo)l)

as straightforward applications of the smoothing inequality associated with the semigroup
(e_tAQ)tZO. Note that in the inequalities for Duvys(t,x).h and D?vps(t,x).(h1, he) one may choose
arbitrary o, aq,as = 0. The study above explains the meaning of the inequalities from The-
orem [£.J] and why they may be seen as optimal in the treatment of the parameters «, aq, as. The
conditions a < 2 and a; + s < 2 appear due to the presence of a nonlinearity F', and the expression
1+ ||z|? appears due to the fact that F has polynomial growth.

A

A

4.2. Auxiliary results. In order to prove Theorem [4.1] it is convenient to introduce the family
(HM(t, s)) =50 ©f random linear operators on Hjy, which is defined as follows. For all M € N,

s> 0and h e Hy, t € [s,00) — My (t,s)h € Hy = 0 (t,s) is the solution of the linear random
evolution equation
dny (t, s)
() A0S g (0, 5) — APy (P (X ()l (1,5)),
for t > s, with initial value n},(s,s) = h. The linear operators II/(t,s) also depend on the initial
value x € Hys of Xjs. This dependence is omitted to simplify the notation. These two parameter
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family of linear operators have already been used in [8), 10, 19] in order to obtain regularity
properties of solutions of Kolmorov equations for parabolic semilinear SPDEs.
First, note that the processes (77}1\L4(t>)t>0 and (¢Mhz (), Which are solutions of and

respectively can be expressed using the linear operators I (¢, s).
LEMMA 4.2. For all M € N, x,h,h1,ho € Hy; and t = 0, one has

i (1) = (£, 0)h
¢
() = j Iy (t, 8) APa (F"(Xas(s)) (Tag (s, 0) by, Tag (5, 0)ha) ) ds.
0

PROOF OF LEMMA 21 The identity n%,(t) = Iy (¢, 0)h is a straightforward application of the
definition of the linear operators (ILy(t, O))t>0 (with s = 0).

To check that the second identity holds, it suffices to write the evolution equation satisfied by
the right-hand side in terms of ¢t > 0: it is also solution of (using the first identity) and vanishes
when ¢ = 0, therefore it is equal to C]]\l/}’hr" (t) at all times ¢ > 0.

The proof of Lemma [£.2] is completed. O

The main technical result in this section, which is instrumental in the proof of Theorem (4.1} is
Lemma [4.3]

LEMMA 4.3. For all o € [0,2), v € (I'0,T") and all T € (0,00), there exists a real number
Car(T) € (0,00) such that for all M € N, all x,h € Hpr, all 0 < s <t <T, one has almost surely

(72) ITar (£, $)h[| < Cap(T) (1 + e | X2 (r)I5) (t = )" % (|A~"Ph| + [<h, eo)]).
re(s,
Note that the real numbers C, (T") appearing in the statement of Lemma {4.3| are deterministic.

Observe that if F' = 0, one has I, (¢,0) = e APy for all t > 0, therefore the inequality may
be interpreted as a variant of the smoothing inequality, this is consistent with the discussion above
concerning the interpretation of Theorem

The proof of Lemma [4.3| is the most delicate contribution of this section. The proof requires
two steps: the inequality is proved first for « € [0, 1], and then for « € (1,2). A key argument
of the proof is to set

(73) hr(t,8) = iy (t,s) — e
for all M € N, 2,h € Hy; and t > s > 0. Observe that (I — P)ijk,(t,s) = 0 for all t > s, and that
=

it (s,s) = 0. In addition, for all ¢ > s one has
dﬁ}]%/[ (t,s) 2~h / ~h / —(t—s)A2
(74) == + A% (6, s) + APar (F'(Xar (6)31 (8, 9)) = —APw (F' (X (1)) (e h)).

A variant of Lemma yields the following identity: for all ¢ > s, one has

(75) Bit:5) = = | Wr5) (APw (F' () (e 4R) )

s

Since for all t > s one has
M (t,5)h = gty s) = eI h 4 il (¢, ),

owing to the smoothing inequality it suffices to prove upper bounds for 7j%, (¢, s). When a € [0, 1]

(first step), the proof of these upper bounds requires to exploit two energy estimates, in the HA_% g
and |- | norms, using the evolution equation (74). When « € (1,2) (second step), the inequality
is obtained by combining the identity and the inequality obtained when o = 1 (first step).
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PROOF OF LEMMA 3] In this proof, the value of s > 0 is fixed. Let M € N, and let z, h € Hys
also be fixed.
Let us first prove the inequality when « € [0,1]. Recall that %, (¢, s) € H for all t > s. Due

to (74)), one obtains two energy estimates and in the HAfé -| and || - | norms respectively:
for all t = s, one has

—3qh S
- 1 AT W2 by )P + P (aa ()t ), s (50

= —CF(Xar(0) (e R), i (1, 9))

and

e
(77) LTI e s>r|2+<A< (Xr ()il (t,9)), iy (1, 9))

:_<A(F/(XM( t S)A )’
To exploit the first energy estimate , observe that for all ¢ > s, one has
CF' (X (8))ihy (8, 5), ar (t,8)) = 3CXna (8?31 (1, ),y (8, 8)) — <ty (1, 8), g (2, 9)
= 3 Xar (8)y (£, 8)1 = ik (., 5), 7 (1 8)-
As a consequence, for all ¢t > s, one obtains

Ld|A=3 7 (¢, )|
2 dt

+ 1Az (8, 8)2 + 31 Xar ()T (. 5]
nm’w )2 + [ (t, ) || F (Xar(£) (e~ 94 )|
fnnM(t 8)|2 + CIF (X (1) (e~ =94 ) 2

using the Cauchy—Schwarz and Young inequalities, and the inequality in the last step. Using
the inequality and the property ﬁﬁ\‘/[(t, s) € H for all t > s, one obtains

. 1 1 1 1 1, 1
kst 9)* <A™z, (8, )| | Az, (L, )] < 514 20 (t,8)|* + §HA2775‘4(75,8)H2-

Applying Gronwall’s lemma, one obtains the following inequality: for all 7" € (0, ), there exists a
deterministic real number C(T") € (0, 00) such that for all 0 < s <t < T one has

t t

bttt + [ A5 (00 + [ 1000 )P
(78) * o
T) f | P (Xas (1)) (e = 94% 1) 240

The second energy estimate is treated as follows: using the facts that A is self-adjoint and that
Aep = 0 and the Cauchy—Schwarz and Young inequalities, for all t > s, one has

—CA(F" (Xas (8))iihy (8, 9)) by (8, 8)) = —CF" (Xaa (8)) il (2, 8), Adliy (2, 5))
= —3(Xn(8)?3s (1, 5), Aihr (8, 5)) + (g (t, ), Ay (8, ))
3||XM( 020 () [ AT (2, 5) | + | A3 (2, 5)]
*IIXM( )i (. 5)[° + *HA%%(L‘, )2 + A2 (2, 52
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In addition, one has
—CA(F (X ) (e R)), il (1)) = —((F/ (X (0) (=94 R)), AnM@ 5))
< |ARR (&, )| F'(Xar () (e~ 94 h)|

1. a2
< Sl A7 (t 9 + CIF (Xn () (e =R 2.
Using the Sobolev inequality (3I) under the condition v € (4,T)\{3}, one obtains

|0 (8?3 (8, 8)17 < | X0 (0) 170 |1 X0 (0)i31 (2, ) < | X (8151 X s (231 (2, ) 2.

Therefore, one obtains for all ¢t > s

1d| (¢ 5)]

~ 1
ST < O X 21X (0 ()2 + Ay (1)

+ C|F' (X (1)) (e =94 h) 2,

Applying Gronwall’s lemma, one obtains the following inequality: for all T' € (0, ) and v € (T'y, '),
there exists a deterministic real number C,(T") € (0, 00) such that for all 0 < s <t < T, one has

.91 < O sup X [ttt s+ [ 1kt o)
’I"ES

(79)
T) f |F'(Xar(r) (e =94 h) 2dr.

Using the smoothing inequality and the Sobolev inequality (31] , one obtains the upper bound

t
f I o) eI ) < Oy (14 sup X j e~ =94 |2,
s rels,T
<Oy (14 sup X)) A7PHE + (o))
TE|S
<Oy (1% sup X)) ATPH + Choeo)?)
TE|S

using the condition a € [0, 1] in the last step. Therefore, combining the inequalities (|78|) and .
with the upper bound above, one obtains the following inequality: for all 7" € (0, o0), « [O 1] and
v € (o, T'), there exists a deterministic real number C(7") € (0,00) such that for all 0 < s <t <T
one has

(80) It 8)17 < Cy(T) (1 + s | X0 ()15) (JA™ PRI + <y e0)%).

Since 0, (t,s) = i, (t,s) + e~ (=A% combining the inequality and the smoothing inequal-
ity then provides the inequality when «a € [0, 1] (with a power 3 instead of 5 for || X/ (r)|
in the right-hand side): for all 7' € (0,), a € (0,1] and v € (I'g,I'), there exists a deterministic
real number Cy, ~(T") € (0,00) such that for all 0 < s < ¢ < T one has

(81) It )| < Co(T)(E = 8)72 (1 + sup_ [ Xar(r)[3) (JA™Ph| + [<h, eo))-

rels,

It remains to deal with the case a € (1,2). Using the fact that 7i%,(¢,s) defined by is
solution of and the definition of the random linear operators I (¢, s), one obtains the
18



expression for f]%(t, s). Using the inequality with o = 1, one then obtains for all t > s

t
(8, 8)| < Crp(T) (1 + e | X (r)]3) J (t— )2 | (F' (X (r)e™ =4 ) dr
rels, s

t
< Ciy(T)(1+ sup [ Xu(r)]3) J (t— )2 "4 hdr.
re(s, T s
Using the smoothing inequality and the condition « € (1,2), one obtains the inequalities
¢

t
| =) b hpdr < [0 9)7 - ) Sar(1A7 PR + (heo)

S S

< Cal@) (JAPh| + [(h, o).

As a consequence, using the identity o, (t,s) = ik, (t,s) + e~ (=A% the inequality above and
the smoothing inequality, one obtains the inequality when a € (1,2): for all T € (0,00),
a € (1,2) and v € (I'g, I'), there exists a deterministic real number C, (T € (0,0) such that for
all 0 < s <t < T one has

(82) s (t )| < Co(T)(t =) 72 (1 + sup. | X2 (r)13) (AP + [<h eo)]).

re(s,
Gathering the inequalities (first step, a € [0, 1]) and (second step, « € (1,2]) then concludes
the proof of Lemma 4.3 O

4.3. Proof of Theorem The proof of Theorem is a straightforward consequence of
Lemmas and The value of the integer ¢ appearing in the regularity estimates is not
important to obtain the main results of this article: it may be possible to identify values of ¢

depending on the right-hand side of the moment bounds on the solution and of the inequality
from Lemma however this is omitted to simplify the notation.

PROOF OF THEOREM [4J] Let us first prove the upper bound for Duy;(t, x).h. Using the first
equality in and the first identity of Lemma , one obtains the following inequality: for all
M e N, z,h € Hy; and t € [0,T], one has

|Duny(t,2).h| = |Eo[Do(Xn(t)).n5 (£)]]
= [Ea[ Dep(Xps (1)) TLns (¢, 0) ]|
< llell2Ee [ Tar (2, 0)A]]-
Using the inequality from Lemma and the moment bounds , one then obtains the

following inequalities: for all T' € (0,0), a € [0,2) and v € (T'g,T'), there exists a real number
Ca(T) € (0,00) such that for all t € (0,7"] one has

’DuM(t,m)h’ _a 5
< CuA(T t72(1+E.| su Xp(r
T £ [ eqy) < ConDIPlat™ (1Bl sup 1Xa()13])

)

< Can(D)llell2t™= (1 + [2]37).

This yields the first inequality in . It remains to prove the second inequality. Recall that
D?up(t, x).(hy, he) is written as the sum of two terms, owing to the second equality in (65). On

the one hand, using the first identity of Lemma [4.2] one obtains the following inequality: for all
M eN, x,hi1,ha € Hys and t € [0,T], one has

[Eo[D%0(Xar () (i (), 137 ()] = [E2[D?@(X s (£))-(Las (¢, 0) A, Tag (¢, 0)ho)]|

< Nl (B[ TTar (£, 0)ha |2]) ® (B[ Tias (£, 0)hs]2]) 2,
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using the Cauchy—Schwarz inequality. Using the inequality from Lemma and the moment
bounds (50), one then obtains the following inequalities: for all 7' € (0,00), a,as € [0,2), with
a; + az < 2 and v € (I'y,T"), there exists a real number Cy, o, ~(T) € (0,00) such that for all
t € (0,T] one has
B2 [D*o(Xar (1)) (mif (1) 1 ()]
(A= P + [hr, eo))([A=2Pha] + [Gha, eo)))

On the other hand, using the second identity of Lemma |4.2] one obtains the following inequality:
for all M € N, x, hy, ho € Hy and ¢ € [0, 7], one has

o[ Do (Xar(1).Cir"2 ()] < llell=2BalIChr" ()]

< |||902J0 Eo[[Tas(t, 8) APy (F"(Xar(s)) (T (5, 0) 1, Tas (5, 0)ha) ) []ds.

aq+

a2
= llell2 (1 + 2157).

< CLHJQ%W(Ivt_

Recall that v € (4,1)\{3}. Using the inequality (72) from Lemma {4.3|with o = 1 + %, one obtains
hih
[Eo[Dep(Xas (1))-Cyp ™ ()]

< Cy(T) el L (t— )" 2B [(1 + | Xar()[2)|) | A~ 2P (F" (X (5)) (Tar (s, 0)hr, Mg (s, 0)ha) )]s
< C4(D)l¢ll2 L (t— )" 2B [(1 + [ Xar()|2) )| (F”(Xr(s))(Tas (5, 0)ha, Tag (5, 0)h2)) | 1] ds

< G (M)lell2 L (t =) 3 B [(1+ | Xar(s)5)) [ Tar (s, 0)ha | [ Tias (5, 0)ha | ] ds.

Using the inequality from Lemma (with a1, a9 € [0,2), and the condition ag + s < 2 to
ensure integrability), the moment bounds and Holder’s inequality, one obtains the following
inequalities: for all 7' € (0, ), a1, a9 € [0,2), with a3 + ag < 2 and v € (I'o,I"), there exists a real
number Cy, a,~(T) € (0,0) such that for all ¢ € (0, 7] one has

. [Do(Xar(t)).Chr™ ()]
(JA=2Phy | + [, eop]) (JA=2Pha| + [{ha, eopl)

a]tag

t
_y_ 1
<Ca1,a2,7(T)90|||2f0(t_3) T2 2 ds(1 4 [2)3%)

a1 +tag

S
< Cayanny (Dllpll2t =727 72 (1 + 2]5%)
_a1+a2
Conazry(Dlellat™ = (1 + 2[5%9),
using the condition v < I" < 2 in the last step.
Gathering the estimates for the two expressions appearing in the right-hand side of the second
identity of then yields the second inequality in . This concludes the proof of Theorem .
O

N

5. Weak error estimates for the spatial Galerkin method

The objective of this section is to prove Theorem [3:I] The proof is based on a standard approach
described in Section the weak error is written as using the solutions ujs of Kolmogorov
equations (68), and relevant error terms are identified using It6’s formula (see below). Finally,
upper bounds for the error terms are obtained applying the regularity estimates from Theorem
Recall that two cases are considered, see Assumption [I} space-time white noise (d = 1, T' = 3/2)
and trace-class noise (d € {1,2,3}, ' = 2). The general strategy of the proof is the same in the two
cases, however the upper bounds are proved using different arguments.
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PROOF OF THEOREM [B.Il Owing to the discussion in Section [3.1] in order to prove the weak
error estimate , it suffices to prove the upper bound .

Recall that the condition v € (I, T") is satisfied. Let T' € (0,00) and zg € H?. In addition,
let ¢ : H — R be a function of class C? with bounded first and second order derivatives. Recall
that (Xn(t)) 1> 15 defined by for all N € N. Moreover, for all M € N, recall that the function
ups : [0,00) x Hpyr — R is defined by . Owing to , for all M > N, one has

Elp(Xn(T))] = El(Xar(T))] = Eluar (0, Xn(T))] = Eluns (T, X1(0))]
= U,M(T, PN.%'()) — uM(T, PMQ,’())
+ Elup (0, XN (T))] — Elupa (T, Xn(0))].

Using It6’s formula, the fact that wps is solution of the Kolmogorov equation and the defini-
tion of the infinitesimal generator Ly associated with , one obtains

Elun (0, XN (T))] — E[unm (T, Xn(0))] = JOT]E[(ﬁN — Ot)up (T — t, X (t))]dt
T]E[(ﬁN — EM)uM(T —t, Xn(t))]dt

S m—

0
T

E[Dup (T —t, Xn(t)).(A(Py — Pn)F (XN (1)) ]dt

I
S —

0

T
L E[[ Y. D*un(T — t, Xn(1)).(Py — Par)Q2ej, (Py + Par)Q3ej)]dt.
§=0

+

N =

As a consequence, for all M > N, one has the decomposition

(83) E[o(Xn(T)] — E[p(Xm(T))] = en o + enm + enm2,

where the error terms are given by
enmo = un (T, Pnao) — un (T, Prrao)

eN,M1 = LTE[DUM(T —t, XN(t).(A(Py — Pn)F(Xn(1)))]dt

T
eNM2 = % L E[[ Y. D*upr(T —t, Xn(t)).((Py — Par)Qej, (Py + Par)Q7e;) | dt.

j=0

Let us prove upper bounds for these three error terms. Using the first inequality of from
Theorem [£.1] with o = 0, one obtains for all M > N the inequality

(84) lenarol < Cy(T) (1 + |lzol4) (P — Par)zo| < Cy(T) (1 + [zof) Ay o]l
Let us now obtain an upper bound for the error term ey 1. Observe that one has (A(Py —

PN)F(Xn(t)),e0) = 0 for all t € [0,7] and all M > N. Using the first inequality of (68]) from
Theorem with « € [0,2), one obtains the following inequality: for all M > N, one has

T
len 1] < Can(T) jo (T = )7 3E| (1 + | Xn (D)) |4 (Pas — Py)F(Xn (1) ]t
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On the one hand, in the space-time white noise case (Assumption (z), d=1,T = 3/2), choosing
o= %—i—’y, one has 1 —a = % — 7 and one obtains

T 1_ 7 1
lenartl < DAY fo (T — )5 3B | (1 + [ Xn ()19) [ AT F(Xn (1)) |dt

T L
<O | =0 R+ X 0)) (1 + X0 o

using the algebra property for H' (1 > d/2 = 1/2). Using the moment bounds (50)), for all
ve ([, I') = (1,3), one obtains

(85) lenaral < Cy(T)AY (1 + [2old)-

On the other hand, in the trace-class noise case (Assumption [1}(ii), d € {1,2,3}, I' = 2), choosing
o« =1+ % and noting (Py — Py )F(Xn(t)) € H, one obtains

T

lexaral < Co(T) f

(T =0 ERE| (L X9 147 (P — Pa)F(Xv(0)

T 1
<O [ =0T RE[ L+ X I 1PN O] Jae
T

< CW(T)/\NVJO (T—t)—%‘%E[(l + [ Xn(®))9) @+ I\XN(t)ﬂli)]dt

since in this case H7 is an algebra (owing to the condition v € (4,T)\{3}). Using the moment
bounds , for all v € (T'y,T"), one obtains

(86) lenara| < Co(T)AY (1 + o).

It remains to deal with the error term ex ps2. Observe that one has ((Py — PM)Q%ej, eoy = 0 and

|(Par + PN)Q%ejH < 2||Q%ej\| for all j e N and M > N. Using the second inequality of from
Theorem with a1 = a € [0,2) and ay = 0, one obtains the following inequality: for all M > N,
one has

T _a _ 1 1
len, 2| < Ca,w(T)JO (T =) 2E[1+ | Xn(t)|2]dt Y [A™*(Pa — Pn)Q2e;]|Q¢;-
§=0

On the one hand, in the space-time white noise case (Assumption [I}(i), d = 1, I' = 3/2), one has

1
Sp. — p. : 1 v+T .
Q2ej = e;, and choosing o = 5 + 15—, one obtains

M
o 1 1 —«
M APy — P)Q3ei[QEes = D) A

7>0 j=N+1
M 1 I
- 3 e
J
j=N+1
—
<\ Z A2 2
X AN j
j=1

Using the moment bounds (50), for all v € (3,T) = (3, 3), one obtains

(87) len a2l < Cy(TIAY (1 + [zold).
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On the other hand, in the trace-class noise case (Assumption (zz), de {1,2,3}, T = 2), choosing
«a = 7y, one obtains

S IAT(Par — Pn)Q2¢; Q% ¢ < Ay D [Q2¢5]2 = A Tr(Q).

j=0 7=0
Using the moment bounds (50)), for all v € (I'p,I"), one obtains
(88) lenarel < CH(T)AY (1 + Jlzoll4)-

We are now in position to conclude the proof of the inequality (54)): using (83]), it suffices to
gather , and in the space-time white noise case, and , (86)) and (88)) in the trace-class

noise case. Using the arguments explained above, the proof of Theorem is thus completed. [

6. Weak error estimates for the tamed exponential Euler scheme

The objective of this section is to prove Theorem [3.3] Before proceeding with the analysis of
the weak error, let us give some auxiliary results.

6.1. Auxiliary results. Recall that the continuous-time process (X’ ]%t(t)) o<t<r 18 defined
by (see Section , and satisfies X' (ty) = Xy, for all k € {0,..., K}.

For all k € {0,..., K} and t € [tg,tgy1), set £(t) = k and tyy) = tg. The first auxiliary result
considered in this section provides some moment bounds for the process X ]%t.

THEOREM 6.1. Let Assumption[]] be satisfied. For all T € (0,00), m € {1,...} and v € (I'p,T),
there exists ¢ € N and Cy (1) € (0,00) such that for all xo € HY, all N € N and all At = T/K
with K € N, one has

~ 1
(89) (Eao[ sup [ XR @Y™ < Copm(T)(A + o))
0<t<T
Note that Theorem (see Section giving moment bounds for the tamed exponential Euler
scheme is a straightforward corollary of Theorem [6.1] The proof of Theorem [6.1] is postponed to
Section [7
An immediate corollary of Theorem [6.1] is Lemma [6.2] below.

LEMMA 6.2. For all T € (0,00), m € {1,...} and v € (I'p,T"), there ezists ¢ € N and C ,,(T) €
(0,00) such that for all zy € HY, all N € N and all At = T/K with K € N, one has

-

(90) sup sup  (E[|XR'() — Xnal™])

o
< Cym(T) (1 + |oll3)At7.
0<k<K-1 tE[tk,tk+1]

PrOOF. For all k€ {0,..., K — 1} and t € [tg, tx+1], one has
X]%t(t) — XNk = (ei(titk)AQ — I)X'N’;g

+Jt (-2 —APNF(Xng)
¢ L+ At Py F(Xn )|

k
+ e~ A pu W Q(t) — WR(t).

First, using the inequality and Theorem one has

")

Sl
3=

(B[ (e~ =4 — 1) X4 < Oy AL (B[ X |7])
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Second, using the smoothing inequality , the inequality and Theorem one has

t —APNF(Xyg) 1 t L 1
E e~ (1=5)A? N R gs|m mgcf t— ) 2t ds(E[|F(Xn )™ ™
(E[] . 5 A Py F (Xx )] ™) ~ tk( ) (B[l F(Xn))5)
1
< O, AL+ (B[|F(Xnp)|7])™
1
< C,AL (E[(1+ | Xy g|2m]) ™

< Oy (T)ALT (1 + [z 39).

It remains to deal with the third term. One needs different arguments to treat the two situations
for the noise. On the one hand, under Assumption (z) (d=1,Q=1TandT = 2), with y e (T, T),
one obtains

(B[le= 04 Py (WR(t) = WR(5))|™]) ™ < G (Bl 4 Py(WUt) — W2t1))|?])
<C

m <Z (t— tk)e%(t*t’“))‘?) :

jeN
1
. 1
< Ot — )3~ 7 (Z A;Qﬂ) 2
jeN
< CymAti.

On the other hand, under Assumption (m) (de{1,2,3}, Tr(Q) < o0 and T" = 2), with v € (T'y,I),
one obtains

(Ele= 4 Py (W) = Wt)|™]) ™ < Con(Elle™ 4" Py (W(t) = Wt )

< Cp Atz (Tr(Q))2

< CymAti.
Gathering the estimates concludes the proof of Lemma, [6.2 O
Let us also state and prove the following result concerning the nonlinearity F.

LEMMA 6.3. For all v € (£,T)\{2}, there ezists C,y € (0,0) such that for allz € H? and y € H,
one has
_x e
(91) [AT2P(F'(2).9)| < C5(1 + [« (JAT2Py] + [y, eo)])-

~

PROOF. Recall that, for v € (£,I")/{3}, the space H", equipped with the norm |- |, = |42 - |

is an algebra, see (32)) in Section Let x € H” and y € H. For all z € H, one has
(A"ZP(F'(z).y),Pz) = (F'(z).y, A"2P2)
= (y, F'(z).(A"2P2))
< [AT2Py[|F'(2).(A"2P2) |, + Ky, eopl{eo, F'(x). (A2 Pz))|
< |JAT2Py|(1 + [3)| A2 Pz]l, + [<y, o)l [F'(x). (A2 P) | 11
< (JA72Py| + [<y, eo)) (1 + z]?) [ P=].
Using the identity .
[AFPF @) - sp A ED0P
e H\{0} 1P|

then concludes the proof of Lemma |6.3 O
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6.2. Proof of Theorem [3.3l

PROOF OF THEOREM [3.3 Recall that the mapping uy is defined by , and satisfies the
regularity estimates stated in Theorem (uniformly with respect to the spatial discretization
parameter ), see Section As explained in Section , it suffices to prove the weak error
estimate (60)). Recall that the condition v € (Tp,T) is satisfied. Let 7" € (0,0) and zg € H7. Recall
that using a telescoping sum argument and the auxiliary process X f,t defined by , the weak
error is written as

E[lp(Xn,x)] — Elo(Xn(T))] = E[un (0, Xn,ik)] — E[un (tx, Xno)]

K1
= (Elun (T = tis1, Xnp+1)] — Elun (T — tr, Xy i)])
e )
= (Elun (T = tip1, X5 (tre1))] — Elun (T — tr, X5 (t)]),
k=0

using the equalities T' = KAt, t, = kAt, un(0,-) = ¢, and Xy = X]%t(tk) for all k € {0,...,K}.
For all k € [ty, t41], the auxiliary process (X§'(t))

evolution equation

teltitns] 5 solution of the auxiliary stochastic

1
L+ At|PNvE(Xn )|

Using [t&’s formula, the fact that uy is solution of the Kolmogorov equation , one obtains the
decomposition

AXBN¢) = —A2XAY4)dt — APNF (X p)dt + e~ A qwe (),

(92) Elo(Xn,x)] — Ele(Xn(T) E er +ei),
where, for all k € {0,..., K — 1}, the error terms are given b
it ~ APNF(Xn ) :
1 At N Nk At
e, = E|{{Dun(T —t, Xx5'(1)), : — APNF(X3N'(t)))|dt

1 [te+1 ~
ei - 2f E[Tr(DQuN(T —t, Xﬁt(t))(e*(t te)A PNQPNe (t—tx)A? PNQPN>] t.
t

k

The two error terms e, and e} are decomposed as follows: for all k € {0,..., K — 1}

e,le—ek ~|—ek

2,2
ei—ek + ey

where
tkt+1 5 N
et = L E[{Dun(T —t, X§'(t)), APNF(Xn ) — APNF(XJ'(t)))]dt
k
Bt ~ IPNF (XNl
1,2 _ _ At N N,k
ek = AtJ;k ]E[<DUN(T t,XN (t)), 1 n At”PNF(X]\Lk)”APNF(XN’k»]dt
and

Th+1 ~
21 — 1f E[ﬂ«(D?uN(T—t,Xﬁt(t))(e_(t WA Py QP (e” A7 _I)>]dt
t

k

1 (tr+1 ~
=5 [ B (DPun (- £ XRU0) (O~ DPvQPy )t
tx
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The weak error estimate is a straightforward consequence of the decomposition and of
the following claims: for all v € (I'y,I') and T € (0, ), there exists C(T") € (0, 00) such that for all
ke {0,...,K — 1} one has

1,1 NE b 19
(93) ey, | < Cy(D)llolll2(L + [2og) Atz t (T —t) 2 dt,
k
1,2 OA 5 tt1 _ld
(94) e[ < Cy(D)l[olll2(L + o)Atz t (T —t)"2dt,
k
21 OA 5 tet1 *gd
(95) e, | < Cy(D)llelll2(1 + o)Atz t (T —t)" =dt,
k
2.2 C ‘ A 5 tet1 *gd
(96) e "I < Cy(D)llolll2(1 + [lzo[g) At 2 t (T —t)" =dt,
k

where the value of the parameter o € (0,2] depends on the assumptions on the covariance Q:
a=3+ % under Assumption (z) and a = v under Assumption (zz) The most difficult part
of the proof is to establish (93)).

e Proof of the inequalit.

Using Taylor’s formula, one has

to+1 N N
eyt = L E[{Dun(T —t, X§'(t)), APNF'(Xnx)-(Xn i — XR1(1)))]dt
k
1

_ fkﬂ E[{Dun (T — t,X'J%t(t))’L (1= OAPNF" (onkt(€)-(XN'(t) — X, XN (t) — Xv o) dE)]dit,

where on g (€) = X + E(XR1(1) — Xnp). i
Writing Duy (T — t,X]%t(t)) = Dun(T — t,XN7k) + Dun(T — t,X]%t(t)) — Dun(T — taXN,k)
and using a conditional expectation argument to get

E[(Dun (T —t, Xy ), APNF' (X 1) (e~ 84 (W Q1) — WO (tr))))] = 0,

1,1 .
the error term e, is decomposed as

1,1 1,11 1,1,2 1,1,3 1,1,4
e, =€ + e + e +e

tet1
e = _J E[(Dun(T —t, Xy 1), APy F'(Xy ). (e~ 504 — 1) Xy 1)) ]dt
tx

t APNF(Xn k)

tr+1
171a2_ / —(t—S)A2
et = E[{Dun(T —t,Xn), APNF' (X J e
4 f [Dun wi) APV E(Xovp)- | 1+ At[PyF (X))

dsy|dt

eb1d — f e E[(Dun(T — t, X&(t)) — Dun (T — t, Xnv ), APNF' (X i) (Xnse — X2H0)))]dt
ti
tht1 - 1 ~ ~
et = — f E[(Dun (T —t, X§(1)), jo (1= &)APNF" (on ke (€)).(XRH(E) — X, X1 (t) — Xvi) dE)]dlt.
ty
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For the error term e,lc’l’l, using the regularity estimate on Dun (T —t, Xy ) from Theorem
(with @ =1+ 7 < 2), Lemma [6.3| and the inequality (20]), one obtains

tit1
ey < CV(T)@HIzL (T =172 3E[(1 + | Xnal) A2 PF (Xng). (e — 1) X ) ]t
k

S| AT (e WA D)Xy |t

trt1 1y
< C,@D)l¢ll: j (T — 1) 5 3E[(1 + | Xyl
k

tit1 1y . 5
< C,@)ll¢ll: j (T — 1) 3 FdIE[(1 + | X 4|77 AL
ty

A

trt1 14 5
C (D) lla(1 + [z 2@+) f (T — )+ Faratd,

173

using the moment bounds from Theorem in the last step.
For the error term 6]1671’2, using the regularity estimate on Dun (T —t, Xy ) from Theorem

(with o =1+ 3 < 2) and Lemma one obtains

‘61,1,2’
k
thst L ) t 2 APNF(Xnp)
< Cy(T f T —t) 2 1E[(1 + | Xnu|9)| A2 PF/ (X f e (4 ’
S@liell =) [(1+ 1 Xnl9)] (X | T+ APy E(Xy )]

k

ds||]dt

<O (T e T— )2 TE[(1 + [ Xy, |02 A 3P t —(t=9)A2 AP(X n 1 )ds||dt
< Cy(T)|lell2 t ( ) [(1+ [ XnxlZ™)] n (Xnk)dsl|]
k k
t

k+1 15
< C,@D)lell: f (T — ) 3 FE[(1 + | Xnal

tg

t .
a+2) t |AZ PF(Xy )| dsdt
k

_1_

tri1
< e mllglls [ - 073 Rl + Xl ) A
tk

_1_

tht1
< C,(D)lll2(1 + o2+ j (T — -4t

tg

using the fact that v can be chosen such that v > 1 since v > I'g, and the moment bounds from
Theorem [3.2] in the last step.
For the error term ei’1’3, using the regularity estimate on D?*upn (T —t, X ) from Theorem

(with oy = 0 and a2 = 1), one obtains

1,1,3
|ek |

tt1 1 ~ ~ ~
< Cw(T)<P|||2L (T — ) 2E[(1 + | Xn g + IXROIDIXR — Xnel|F' (X ) -(XF° = X ]t
k

to+1 1 N N
<O lgll |07 B+ Xl IR OIIER  Xival e
k

N

+3 tkt1 1 N
Cy (D lplla(1 + o 2) f (T — t)bdead?,

173

using the moment bounds from Theorem [6.1] the bounds on the increments from Lemma [6.2] and
Hoélder’s inequality in the last step.
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For the error term e,lg’l’4 using the regularity estimate on D?upy (T —t, X ~,k) from Theorem

(with & = 1 + ), one obtains

1,14
ley, |

o1 L 1
<Dl f (T — 1) 5 3E[(1 + | Xy ]0)] fo (1-¢
|ATZPF" (on o (€). (XRU(E) — X, XRU(E) — Xve) [Jdédt

bt _1_7 = =
< Cv(T)<P|||2£ (T — )2 3E[(1 + | Xng2™ + [ XRT@ITHIXR () — ?)dt
k

(q+3) te+1 1 g 5
< Cy(Dlllll2(1 + [lzo[ 2 )Jt (T —t) 2" 2dtAt2,
k

using the moment bounds from Theorem 6.]] . the inequality (| , the bounds on the increments

from the Lemma [6.2] and Hoélder’s inequality in the last step.

L1l 112 113 114 .
Gathering the estnnates on the error terms e, e,)", e 3 ,e, ", one obtains

11 . tkt1 14 5
eI < C(Dllellz(+ lolly) | - (T =) 727w deAt>.
k

This provides the inequality (93)).

e Proof of the inequality .

Owing to the regularity property of Duy (T —t,-) from Theorem (with o = 1) and to the
moment bounds on the auxiliary process X ]%t from Theorem for all k € {0,..., K — 1}, one
obtains the error estimate

tk+1 1 ~
x| < C(T)|80|||2Atf (T =) 2E[(1 + | XF' (DI Px F (X ) IP]dt

tg

tt1 1
< Oy (D) pll2At(1 + 2]27) f (T — ),

ty

using the inequality and the moment bounds from Theorem . This provides the inequal-

ity .
e Proof of the inequality .
Owing to the regularity property of D?ux (T —t,-) from Theorem [4.1| (with a1 = 0 and ap = «)

and to the moment bounds on the auxiliary process X ]%t from Theorem forall k€ {0,..., K—1},

one obtains the upper bounds
N D2un (T — t, X§H(0)). (¢4 PyQey, (704" — 1) PyQie)) ’dt

|627 k+1
k
j=1

tit1 o _ 1
< Cw(T)<PIII2L (T — 1) SE[(1+ [XR®)2)] D] 1Q2e; A~ (e~ ¢4 — 1) PyQ3ey|dt

j=1

2 bt _a 1 _
< Cy(D)lllell2(T + flzold )L (T —1)7% Y Qe [|A™ (e — )Py Q2 dt.
k

j=1
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On the one hand, in the space-time white noise case (Assumption (z), d=1 Q = I and
I'= %), choosing a = % + %, using the inequality , one obtains

tht1 1 TI—y
2,1 2 _a —5——5t 2
[ <C’Y(T)(p”|2(1+“$021)ﬁ (T—t)"2 Y A2 % (t—ty)2dt
k

j>1

9 tk+1 L a 5

<D llglla(1 + Jaolf) [ (7~ ) Faeadt.
tr

On the other hand, in the trace-class noise case (Assumption [I}(i7), d € {1,2,3}, Tr(Q) <
and I' = 2), choosing a = =, using the inequality , one obtains

tr+1
2,1 2 _a 1 2
e | < CyD)llell2(1 + o]l )J (T —1)7% ) 1Q2¢;|*(t — ty) 2 dt
t jeN

2 b+ _a o4
< O (D) llell2(1 + o)) f (T — -3 dtAd?,
k

This provides the inequality .
e Estimate for ei’Z.
Writing

¢
2.2 1 [tr+1
|€k: <5
2 Ji,

it is straightforward to obtain using the same arguments as in the proof of (95) above. The
details are omitted.
We are now in position to conclude: as explained above, it suffices to combine the error esti-

mates , , and with the decomposition to obtain . The proof of Theorem 3.3

is thus completed. ]

. D2un (T — &, KR ). (7Y — 1) PyQie;, PyQbe)|dt
jeN

7. Proof of Theorem [3.2]

The objective of this section is to provide the proof of Theorem [3.2] giving moment bounds for
Xy with 0 <t <T'. In fact, one proves the stronger version of the result, see Theorem giving
moment bounds for X§(t) with 0 <t < T (recall that X§*(tx) = Xnz)-

The proof requires several steps and the introduction of auxiliary processes. First, introduce
Gaussian auxiliary processes Z ]%t defined as follows: for all N e N, At = T/K, k€ {0,..., K — 1}
and t € [tg, tg+1], set

(o7) INk+1 = e A (Zng + PNAWkQ),
ZR4t) = e A (Zy )+ Pu(WO() — WO(1y))),
with initial values Zn o = Z§*(0) = 0. One has the following auxiliary result.

LEMMA 7.1. For all T € (0,00), m € {1,...} and v € [0,T'), there exists ¢ € N and Cy n(T) €
(0,00) such that for all N € N and all At = T/K with K € N, one has

~A 1
(98) (E[ sup [Z8'@)F])™ < Cym(D).
0<t<T
PRrROOF. The moment bound is a consequence of the following auxiliary bounds on the incre-

ments of the process Z&¢, using the fact that this process is Gaussian and the Kolmogorov regularity
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criterion: for all v € [0,T), there exists C(T) € (0,00) such that for all N € N and all At = T/K
with K € N, one has

(99) sp  BUZN'() — Z§'(s) ]

0<s<t<T It — 3]¥

< C,(T).

In the sequel, the objective is to prove the inequality . Note that Z ﬁt is the solution of the
stochastic evolution equation

dZRH(t) = —A2ZRH(t)dt + e g y),
where we recall that £(t) = k if ¢ € [tg, tx+1). Therefore for all ¢ € [0,T] one has

t
Zy'(t) = f e e PrdWO(r),
0

and for all 0 < s <t < T, one has

t
ZRUE) — ZRY(s) = (794 _ 1) ZRY(s) + f e~ (=) A py i@ (r).

S

We claim that the following auxiliary moment bound holds: there exists C,(T") € (0,%0) such that
for all N € N and At = T'/K one has

(100) sup_E[|Zy"(s)[3] < Cy(T).

0<s<T

Let us prove (100). Applying Itd’s isometry formula, one obtains for all s € [0, T
S
BIZR')R) = | [ A43e e Qb
0

On the one hand, in the space-time white noise case (Assumption (z), d=1,Q=TandT = %),
for all s € [0,T], one has

E[| Z4(s)|2] = J 3 Ale 2ot ¥ gy

jeN
s _1_TI—y 1,9+0
SJ Z)‘jQ 2 )\]?Jr 2 e 2N gy
0 jeN

1_ y+Dl

< CVJ (s—r) a4 dr
0
< C,(T).

On the other hand, in the trace-class noise case (Assumption [1}(ii), d € {1,2,3}, Tr(Q) < o and
I' = 2), for all s € [0,T], one has

- ST (s 2 1
E[1Z4(s)2] <j0 |AF et Py 2 Q2 o dr

<Oy Js(s — r)fgdsTr(Q)
0
< CV(T)7

using the smoothing inequality . This concludes the proof of the auxiliary moment bound ((100]).
We are now in position to prove the claim.
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For all 0 < s <t < T, applying It6’s isometry formula, one has
- - —(t—5) A2 ~
E[| Z5"(t) = Z§'(s)I3] = E[|(e 4 = D ZF"(s)[3]
¢
FE[| [ et paw () 2]
E[|(e”¢4 — D) ZR*(s)3]

t
+ f | A3 et 2 P |2,y

On the one hand, using the inequality and applying the auxiliary moment bound ((100))
gives

~ r— ~ r—
E[(e==4 — 1) Z§(5)|2] < Cy(D)lt2 —ta] & E[|Z8"(s )er] <Cy(T)lta —ta| 5

On the other hand, like in the proof of the inequality - two cases need to be considered. First, in
the space-time white noise case (Assumption I =1,T= ) applying It6’s isometry formula
one hasforall 0 < s <t < T,

1
HJ (=) A puaw(r) 2] f |4 et Py Q2 |,
:J Z)\7ef2(87t4<”))\ﬂ2’d7"
0 - !
jeN
t S D s AN £ 2 AR 2
—2(t—ty(p)) A2
ngAﬁ TA e TTdr
$ jeN

t
<C t—r _%_¥dr
¥
S
5

r—

< C’Y(T)(t - S)Ta

using the identity 2 — % =3-1 % since I' =

Second, in the trace—class noise case (Assumptio
isometry formula, one has for all 0 < s <t < T,

o

3
5.
n [1}(id), d € {1,2,3}, T = 2), applying Ito’s

|f o)X pyaw @ (r) 3] f |43 et Py Q2| i
< f [A e (=t A Py |2 Q3 |2, gy dr

t
<c, J (t — 1)~ 3dsTe(Q)

<Ot -5 7,

using the identity 1 — 3 = % since I' = 2.

The proof of the inequality is thus completed. Applying the Kolmogorov regularity criterion
then concludes the proof of Lemma O
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Recall that X ]%t(O) = Xn,0 = Pyxo. Let us now define additional auxiliary processes as follows.
For all ¢t = 0, define

ZRE7 (1) = e Py + ZR1(2)
YU = XRH(E) — ZR5™°(0).

Using the definition of X ]%t and the definition of Z]%t, observe that for all ¢t € [0,T], one
has
t _APNF(XE(S))

(101) Y&(t) = f e (t=s)A?

ds.
0 L+ At|PyF (X))l

Finally, define the auxiliary processes Rﬁt and 74! as follows: for all € [0, T, set
¢

RY (1) = — J e EIPAPNF (VRN (s) + ZR5 (tys)) ) ds
0

PN(1) = YR'(1) — RRY'(¢).

The strategy of the proof of Theorem is straightforward. First, one proves Lemma
and Lemma below to obtain some moment bounds for the auxiliary processes f]%t and Rﬁt.
Combining these results gives moment bounds for Y4*, and using Lemma one obtains moment
bounds for X ]%t. However, one cannot directly prove the moment bounds, and first one needs to
prove moment bounds on some well-chosen events QkAt defined below. The proof of Theorem
below shows how to remove the indicator functions of those events. The arguments above are
standard in the proof of moment bounds for tamed Euler schemes applied to SDEs and SPDEs.
The arguments which are specific to the Cahn-Hilliard equation are given in the proof of Lemmal[7.3]
which is the most technical part of the analysis. Note that the techniques used to prove Lemma [7.3
are similar to those needed to prove the moment bounds for Xn(t) (see Section [3.1)).

Let v € (I'0,I') be given. Recall that this ensures that the conditions v € (%, D)\{2} and v > 1+%
if I' = 2 are satisfied. Let 6 € (0,1) be a sufficiently small auxiliary parameter, upper bounds on 6

(102)

are given below in the analysis. For all k € {0,..., K}, define the event
QN = { sup [ X < A%,
<<

and define the associated indicator functions
At 1
XN,k QR4

By convention, set Qﬁffl = (). Let us now state the auxiliary moment bounds for f]%t and Rﬁt.

LEMMA 7.2. For all v € (T, T"), there exists a sufficiently small 6 € (0,1) such that

1
(103) sup  (EDxR%—1 sup [FR'(D)]57)™ < Cn(T)(1 + Jzo])-
O<k<K O<t<ty
LEMMA 7.3. For all v € (T, T"), there exists a sufficiently small 6 € (0,1) such that
. 1
(104) sup (E[x¥%—1 sup [RY'(D]5)™ < Cn(T)(1 + [o]d)-
0<k<K 0<t<ty,

The value of the integer ¢ in the two statements below does not depend on the value of the
regularity parameter +. ~ ~
To simplify the notation in the proofs below, set x, = X%tk, X(t) = X{H), Xx = XNk,
Zvo(t) = Zﬁt;xo (t), Y(t) = Yi(t), R(t) = RYH(t) and 7#(t) = 75(t). All the upper bounds are
uniform with respect to the omitted parameters N € N and At = T/K, K € N.
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PROOF OF LEMMA [7.2l Note that for all ¢ € [0,7], one has
7 (t) = Fi(t) + 72(t),

where

' CAF(X(s)]
Ft) = — | e t=)A? APNE(Xy0)ds
1) f 5 APy F Xy TV (Xets)

Ta(t) = —L e =94 Apy (F(?(tz(s)) + Z7(tys))) — F(Y (5) + Z™ (tas)))>d$-

Assume that the condition 6 < 1/6 is satisfied. First, for all k € {0,..., K} and all t € [0, ],
one has

t
X1 [F1 () ]y < Xk f (t— 5" AL|F(Xy) |2ds

t

< Cxir j (t— ) 3 A1+ [ Xy %)
0

< Otz A¢—60

< (D).

This yields the inequality

3=

sup (E[xp—1 sup |71 (8)|7'])™ < Cn(T).

O<k<K 0<t<ity

It remains to prove a similar upper bound for 79(¢). Introduce an auxiliary parameter x € (0, — %l)
One then has, for all t < g,

Xk—1[72(t)ly < Cexir—1 L (b= 8) "2 F|F (Y (tgs) + 27 () = F(V () + 27 (ty(a))) |y—nls

t ~ ~
< Coxit fo (t— ) 3 5[V (ty) — V(5) e M(s)ds

where
M(s) = 1+ [V (ty) aer + 1Y ()3 + 127 (o)) 15— -
On the one hand, one has
Xe—t 1Y (tes) = ¥ (8)h—n < xiot [ (€O — DY (t5))

+x fs le=C=MA AP F(X o)1
k-1 ) 1+ At|PyF (X))

£(s)
< CrAt T X1 ||Y (tys)) |y + At X (1 + | Xees)l12)
< C AIn(5:2)730 | o A | Z%0 (toes)) -
On the other hand, one has for all s € [0, tx)
Xkt M(8) < Cxia (14 [V (b)) 3 + 1Y (5) = Y (b)) 5 + 1270 (tes)) 3 —)
< C + CuA? 1 C AR50 1 O 270 (14412
Using the Cauchy—Schwarz inequality and Lemma[7.1] if 6 is sufficiently small, one then obtains

sup  (E[xk—1 sup [[Y(tys) — Y (9)[5LM(s)™])™ <

C(1 + Jzol3),
0<k<K 0<s<ty,
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which then gives

3=

sup  (E[xp—1 sup [F2(8)[3']) ™ < Con(T)(1 + z0]3)-

0<k<K 0<t<ty

Gathering the estimates the concludes the proof of Lemma O

PROOF OF LEMMA [7.3l Note that the process R defined by (102)) is solution of the evolution
equation

dﬁ;it) + A?R(t) + APNF(R(t) + 7(t) + Z*° () = O,
with initial value R(0) = 0.

The proof of Lemma[7.3|requires to complete three steps, which use different arguments, similar
to those that would be needed to prove moment bounds (50)): first, energy estimates in the HA_% a
and | -|| norms; second, arguments depending on dimension d to obtain estimates in the ||- | ;6 norm;
third, the mild formulation to get estimates in the | - |, norm.

e Step 1: let us prove that

3|

(105) sup  (E[xe_1 sup |R()]™])

0<k<K 0<t<ty

< Cn(T) (1 + Jzof%)-

First, observe that R(t) € H, therefore one has the following energy estimate in the HA_%P -l
norm:

1d
24t ) ]
= —(F(R(t) +7(t) + 2%°(1)), R(t))

= —(F(R(t) + F(t) + Z™(1)) = F(R(t)), R(t)) + (F(R(1)), R(1))

= (7(t) + Z7(1), R(t)) — {(F(t) + Z™ (), R(1))

= 3((7(t) + Z7)%, R(t)) — 3(F(t) + Z°(1), R(t)*)

1z 1=
A7z R(®)|* + A2 R(t)]”

L = », ~ 7T
< —§|\R(t)\|i4 + R + Cl7(t) + Z7(8)] 74

1, ~ 1, 1+~ 1, 1~ B .
< —§|\R(t)\|3§4 +5l4 2R(t)[* + §HAQR(L‘)H2 + C|7(t) + Z*™ ()]

Applying Gronwall’s lemma yields the following inequality: for all t € [0, T,

L | A% R(s)|ds +J0 |R(s)[7ads < C(T) sup (|7(s)[5 + |27 (s)]3)-

0<<s<t
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Second, one has the energy estimate in the | - | norm:

— —CF(
~ —(F(
— (F(R(), AR(D))

N

SIARGIP + SIF(RE) + (1) + 270 (1) ~ F(R()I?
VR - 3IVRORO)?

< SIAR@) + IV R@)

FO(1+IFOIS +1Z7018) (1 + IROIL) — BIVRGO RO,

using Young’s inequality and the identity
(R*(1), AR(t)) = =3(VR(t)R?, VR(1)) = =3| VR(t)R(1)|*.

Using the inequality above, one obtains, for all ¢ € [0, 7],

IR()? + jo |AR(s)|%ds + fo [V R(s)R(s)|ds

<o) fo | A} R(s)|%ds + C(T) fo (L4 7SS + 1270 ()]8) (1 + [ R(s)[ ) ds
<) sup (72 + |25 (s)])

0<set
~ t ~
O s (14715 +12618) [ (14 1R ds
< C(T) sup (1+[F ()30 + [Z7(s)[5°)-

0<<s<t

Using the moment bound from Lemma then concludes the proof of the claim ((105]).
Note that one also obtains the inequalities

3|

sup (E[xk_l(j CJAR®)2dE) ™) < Cn(T)(1 + |0l

0<k<K 0

sup (B fo "IV R R(s)|2ds)™))

3=

< Co(T)(1 + |0l

which are used below.
e Step 2: let us prove that

3=

(106) sup (E[xx—1 sup | R(1)]7s])

0<k<K 0<t<ty

< C(T) (1 + [lzofd)-

Different strategies are necessary to treat the cases d = 1 and d = 2, 3.
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First, assume that d = 1. Using the definition (T02) of R(t), the Sobolev inequality (B1), the
smoothing property , and the fact that F' is a polynomial function of degree 3, one obtains

|R()] 6 < fo le= 9 AR (R(s) + 7(s) + Z% (ty(s))) | pods
sC fo le=@=4* AL G F(R(s) + 7(s) + 2% (ty(5)))ds
<C fo (t — ) 2| F(R(s) + 7(s) + Z™ (ty(s))|ds

¢
_z ~ - 5o
< CL (t =) = (1L+ |R(s)| 76 + [7(s)| 36 + 127 (tes)) |76) ds

On the one hand, one has |7(s)| s < |7(s)| and HZ“O(tg Dze < HZx (togs))lly for all s <t <ty
On the other hand, using the Gagliardo-Nirenberg 1nequahty and Young s inequality, one
obtains

(t — )T R(s)|36 < C|AR(s)|2(t — 5)" 12| R(s)| 2
< CJAR(s)|? + C(t — )5 | R(s)| 5

Using the inequalities proved above then concludes the proof of th~e claim 1} in the case d=1.
Second, assume that d = 2 or d = 3. The mapping t — J(R(t)) = $|R(®)|3 + | R®)|}4 —
%HR(t)H%Q, where J is the energy functional defined by (37), satisfies the evolution equation

YO _ afie + PE), O
= —(AR(t), A2R(t)) — < R(t), APy F(R(t) + F(t) + Z% (ty)))
— (F(R(1)), A2R(t)) — (F(R(t)), APNF(R(t) + 7(t) + Z% (ty))))
= —(AZR(t), ASR(t)) — (AR R(t), As Py F(R(t) + 7(t) + Z™ (ty)))
— (A2 PyF(R(t)), A2 R(t)) — (AZR(t), A2 Py F(R(t) + 7(t) + Z°(ty4))))
= —[ASR(t) + A2 PyF(R(t) + 7 (t) + Z%(typ)))?
+ (A2 Py F(R(t) + 7(t) + 2% (ty))), A2 P F(R(t) + 7(2) + Z% (ty)))
+(ARR(t), A2 Py F(R(t) + (1) + Z% (ty)))
— (A3R(t), A2 PyF(R(t))

- <A%PNF(R( t)) A% F(R(t) + F(t) + Z%(tyr)))

— | AZR(t) + AZ Py F(R(t) + 7(t) + Z° " DI

+ (F(R(t) + 7(t) + 2% (tyr))) — F(R(t)), AR(t) + APy F(R(t) + 7(t) + 2% (ty(r))))

— —|AZR(t) + AZ Py F(R(t) + 7(t) + Z*(ty0))

+ (AT F(R(t) + 7(t) + 2% (tyn)) — A2 F(R(t)), A2 R(t) + A2 Py F(R(t) + 7(t) + Z7 (t)))-
Using Young’s inequality, and the fact that J(R(0)) = 0 and A%(F(R(s) + 7 (s) + Z%o (tegs))) —
F(R(s))) € H, one obtains the inequality

f IF(R(s) + 7(s) + 2% (ty(s))) — F(R(s))[2ds
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for all t € [0,T]. Using the identity VF(R) = (2R? — 1)V R, one obtains for all s € [0, 7]

|F(R(s) +7(s) + Z%(tus)) — F(R(s))t

= [(2R(s)* = 1)VR(s) — 2((R(s) + 7
< Cf7(s) + ZIO(%))H%wHR( )VR(s)

+ Ol (s) + Z7 (tys) |1 [ VR(3) |
+ C[[7(s) + Z7 (tae) [TV (7(5) + Z7 (te(s))) | s
+ OV (i (s )+Z”(tz D2l R(s)I s

+ Ol (s) + Z(8) 10| V(7 (5) + Z° (ty(s)) I

< C(L+[7)5 +1Z(tes))3) (1 + [VRE)® + [R(s)VR()® + [R(s)[74),

using the inequality |V - |« < C|V - |a < C| -
4

(5) + Z%(ty5)))* = )V (R(s) +7(s) + Z%(s))|”
I”

I a < C| - |y, which follows from the Sobolev
4

embedding HS ¢ L*, see the inequality , and from the condition v > 1 + %.
One then obtains

Xe—1 sup  J(R(t) < Cxg1 sup (14 [|F(O)]5 + 1Z(1)]3)

0<t<ty, 0<t<ty,
L ~ ~ ~ ~
it [+ IVRO R + ROVROPE + 1RO
Using the previous inequalities and Holder’s inequality, one obtains

- 1
sup (E[xx—1 sup [J(R())|"])™ < Con(T)(1 + |lz0]2).
0<k<K 0<t<ty,

Finally, using the Sobolev embedding H! < L°, for all d € {2, 3}, see the inequality , and the
lower bound |- |1, — 5| - |2, = —C, for all t € [0, T] one has

|R(t)|36 < C|R()|3: < C(J(R() + 1).

Using the inequalities proved above then concludes the proof of the claim (106]) in the case d € {2, 3}.
e Step 3: let us finally prove the required estimate. Using the condition v € (g,F), one has
% + 7 < 1. Using the definition of R(t) and the smoothing inequality, for all ¢ € [0, T], one has

t
IR, < fo e~ =942 APN P(R(s) + #(s) + 270 (tyie)))lodls

<C f (t — ) 3 A F(R(s) + 7(5) + 27 (ty(e)))ds

’Y

-1 5 = 7T
<0 [ =) R+ IR + 176+ 127 ) s

1

19 ~ - =~
< CL (t— )72 1 (L4 | R(s) 76 + [7(s)5 + [ 27 (tes)))]15) ds
since F' is a polynomial of degree 3. One then obtains the inequality

Xi—1 sup [R()]y < C(T)xu1 sup (IROIZs + I7@)]3) + Sup |20 ()3

<t<ty, <t<ty o<i<

It remains to use the inequalities proved above to conclude the proof of Lemma [7.3] ]

We are now in position to provide the proof of Theorem
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PROOF OF THEOREM [3.2] Using the estimates from Lemmas [7.1] [7-2] and [7.3] and the identity
X(t) = R(t) +7(t) + Z™(t),
one obtains
~ 1

(107) sup (EDg—1 sup [ X()[F])™ < Cn(T)(1 + |l2oll?).-

0<k<K 0<t<ty,
Let us now prove the following inequality:

- 1
(108) sup (E[(1 —xk) sup [X(1)[])™ < Con(T)(1 + [2o]4).
0<k<K 0<t<ty,

Using the identity

Xe=1 =Xk =1 sup xely<are =1 sup xgly<are = Xe-1lx > a0,
0<l<k-—1 0<(<k

and the convention x_; = 1, one has

k k
L= Xk = Z (XZ—l - XZ) = Z Xf—l]lHXeHw>At‘9'
=0 =0
for all k € {0,..., K}. As a consequence, one has

n

(510~ ) sup [ < Y (Bl a0 st [XOF]) 7

0<t<ty

\\k;

~
Il
o

<

X

(Elxe-11x,1.~a0]) > (E[ sup [ X(£)|2"])

0<t<ty

-

S

[e=]

< 3 (Blxem AT X7 O)) 75 (B sup [ X (5]2™]) 77,

=0 0<t<ty

using Markov’s inequality in the last step, with the auxiliary parameter m(#) = 1 chosen below.
On the one hand, one has for all £ € {0,..., K}

1 m
(Elxe 1 A™O8 X [O)) 25 < Cop g o (T) ALY (1 + [ |2) B0

On the other hand, for all ¢ € [0, T, one has X (t) = Y (t) + Z%0(t), therefore

”6 (t— S)AQAPNF(Xg(S )”'y
X (¢ Tolly + Z f ds
Xl < ol + 12O+ ) APy F )|
~ ¢ 2oy |PNEF(Xys)|
< lzoll, + | Z(¢ +ft—8‘4 ds
ol +1ZWl ) =) R By F (Xa)]

~ 1t 249
<ol + 12Ol + 5 | (- )~ *Fds
0

This gives
~ L ~ L _
(B[ sup |X(®)[5"]) %" < (E[ sup [X(®)|3"])>" < Con(T)ALTH(L + |z0],)
0<t<ty, 0<t<T
Gathering the two estimates and using the inequality k < K = % then gives
- 1 _ m(9)
(E[(1 = xx) sup [X(D)5])™ < Cono(T)AE (1 + [ao]ly) At 2

0<t<ty,

m(6)
(1 + [Jzo]g) >

Choosing m(6) = max(%", 1) then gives the required estimate.
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Finally, using the inequality xx < xx—1, one obtains

(E[ sup |X@OIPT)™ < B[~ xx) sup |X(0)7])

o<t<T 0<t<tg

s

+ (E[xx sup |X@)|)™

0<i<tg

< Cn(T)(1 + Jl2o])-

This concludes the proof of Theorem [3.2] O
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