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ABSTRACT

We explore the accretion geometry in Arakelian 120 using intensive UV and X-ray monitoring from Swift. The hard X-rays
(1-10keV) show large amplitude, fast (few-day) variability, so we expect reverberation from the disc to produce UV variability
from the varying hard X-ray illumination. We model the spectral energy distribution (SED) including an outer standard disc
(optical), an intermediate warm-Comptonization region (UV and soft X-ray), and a hot corona (hard X-rays). Unlike the lower
Eddington fraction AGN (NGC 4151 and NGC 5548 at L/Lg; ~ 0.02 and 0.03, respectively), the SED of Akn 120 (L ~ 0.05Lg,,)
is dominated by the UV, restricting the impact of reverberating hard X-rays by energetics alone. Illumination from a hard X-ray
corona with height ~10 R, produces minimal UV variability. Increasing the coronal scale height to ~100 R, improves the match
to the observed amplitude of UV variability as the disc subtends a larger solid angle, but results in too much fast variability
to match the UV data. The soft X-rays (connected to the UV in the warm-Comptonization model) are more variable than the
hard, but again contain too much fast variability to match the observed smoother variability seen in the UV. Results on lower
Eddington fraction AGN have emphasized the contribution from reverberation from larger scales (the broad-line region), but
reverberation induces lags on similar time-scales to the smoothing, producing a larger delay than is compatible with the data.
We conclude that the majority of the UV variability is therefore intrinsic, connected to mass-accretion rate fluctuations in the

warm-Comptonization region.

Key words: accretion, accretion discs —black hole physics — galaxies: active — galaxies: individual: Ark 120.

1 INTRODUCTION

The emission from Active Galaxies Nuclei (AGN) and Quasars is
typically variable even in radio-quiet (non-jet dominated) objects,
with the fastest time-scales seen at X-ray energies. Light travel time
sets a minimum size scale, and it was this, coupled to the large
luminosities, which led to the first identification of the central object
with an accreting supermassive black hole.

The origin of the X-ray emission in AGN is not well understood.
Standard disc models predict a maximum disc temperature which
is too low to produce much X-ray flux, peaking instead in the
(unobservable) far ultraviolet (FUV)/extreme ultraviolet (EUV) for
most masses, spins and accretion rates. Nonetheless, stellar-mass
accreting black holes in our Galaxy also produce X-ray emission
at energies above their disc peak, where it is generally assumed to
be produced by hot, optically thin plasma which is either above
an optically thick disc (sandwich corona), or is on the spin axis of
the black hole (lamppost) or replaces the disc in the inner regions
(truncated disc/hot-inner flow). Additionally in AGN (and also in
some of the more complex spectra seen from stellar-mass black holes)
there is another spectral component which spans between the disc and
hot corona. In AGN this is typically seen as a ‘soft X-ray excess’.
a rise in the spectrum above the low-energy extrapolation of the
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power-law spectrum seen in 2—10keV. This can be well fit by warm,
optically thick Comptonization (Porquet et al. 2004; Gierlifiski &
Done 2004a), or alternatively by extremely strong relativistically
smeared reflection of the power law from the disc (Crummy at al.
2006). Some fraction of the soft X-rays reverberate, so must be
from reprocessing as they follow the variability of the hard X-ray
power law but with a lag (e.g. Kara et al. 2013; Uttley et al. 2014).
However, the majority of the soft X-ray excess is now thought to be a
true additional component (Mehdipour et al. 2011, 2015; Matt et al.
2014; Boissay, Ricci & Paltani 2016; Petrucci et al. 2018; Porquet
et al. 2021).

Going further down in energy, the spectrum which emerges from
interstellar absorption in the UV is often very blue, but not as blue as
expected from the outer radii of a standard accretion disc. Pure disc
models have F,, o< v'3, while average near UV spectral slopes (from
SDSS spectra for 0.7 < z < 1.1) are F, oc v~ (Xie, Li & Hao 2016;
Davis, Woo & Blaes 2007). Some part of this may be due reddening
from dust local to the AGN environment, but these redder slopes are
clearly intrinsic in some AGN, and this UV downturn can connect
to the warm-Comptonization models for the soft X-ray excess (e.g.
Mehdipour et al. 2011; Done et al. 2012; Jin et al. 2012; Matt et al.
2014; Petrucci et al. 2018; Kubota & Done 2018).

These spectral observations can be tied together to inform a poten-
tial structure for the accretion flow, where the emission thermalizes
as in a standard disc only in the outer regions. Inwards of some
radius, R, thermalization is incomplete, so the disc emits as warm
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Comptonization rather than blackbody flux. Then at R = Ry, the
disc disappears completely, being replaced by a hot-inner flow (Done
et al. 2012; Kubota & Done 2018).

This three-component approach can also explain the observed
trends in spectral shape with mass accretion rate (scaled to the
Eddington luminosity, hereafter L/Lg,;) with a single additional
assumption that the hot corona always has L/Lg,y = 0.02, which
is the maximal luminosity for an advection dominated accretion flow
(Kubota & Done 2018). This sets the radius, Ry,,, within which all
the gravitational energy of the flow needs to be dissipated in heating
the hot plasma. For AGN with L;,//Lg.s < 0.02, the entire inner disc
is replaced by a hot flow. The lack of a strong UV emitting inner disc
means that the UV flux illuminating the broad-line region (BLR) is
much reduced, so the broad permitted line signature of AGN activity
is likewise much less evident. This can explain the abrupt transition of
‘changing state’ AGN, where the UV drops abruptly below L/Lg,y =
0.02, in a very similar manner to the abrupt drop in disc flux in the
stellar-mass black hole binaries as they dim below this luminosity
(Noda & Done 2018; Ruan et al. 2019). Above L;,;/Lgs ~ 0.02 there
is some residual UV emission from the outer disc/warm-Compton
disc, but the majority of the accretion energy is dissipated in the inner
hot flow. It is only for Ly,/Lgsy > 0.1-0.2 that the hot flow is less
than 10 per cent of the total power. This decreasing ratio between
the hot X-ray emission and the optically thick disc, (L,/Lyy), with
increasing L/Lgy, matches the quasar results of Lusso & Risaliti
(2017), and also implies that there are more seed photons cooling the
hot plasma, steepening the hard X-ray spectral index with increasing
L/Lgy, as observed.

This is a specific geometry, which is testable using the intensive
reverberation campaigns, where optical, UV and X-rays are moni-
tored simultaneously with the Swift satellite. These large campaigns
show differential lags across the UV and optical, with the FUV
responding first, followed by longer wavelengths with progressively
longer lags (e.g. Edelson et al. 2015, 2017, 2019). However, these
lag time-scales are typically larger than expected from illumination
of the outer disc by a central X-ray source, irrespective of whether
the disc is somewhat truncated on its inner edge and/or covered
by a warm-Compton region as expected in the radially stratified
models of the accretion flow described above (Gardner & Done
2017; Mahmoud & Done 2018). The data require much larger size
scales for the reprocessor if light travel time sets the lags. There
is some convergence in the literature that there is an additional
diffuse emission component, either from the BLR itself (Korista &
Goad 2001, 2019; Lawther et al. 2018) or from a wind inwards of
the BLR (Dehghanian et al. 2019; Kara et al. 2021). This is seen
directly as an increased lag around the Balmer continuum (Cackett
et al. 2018; Edelson et al. 2019; Cackett, Zoghbi & Otho 2022).
The longer lags could also indicate the X-ray source is not central,
but is instead at a much larger distance from the accretion disc,
along the black hole spin axis (Kammoun, Papadakis & Dovciak
2019, 2021). However, a more fundamental problem with both these
solutions is that the UV is poorly correlated with the X-rays which
are meant to be driving the whole variability (e.g. Edelson et al.
2019).

X-ray variability can be complicated. There can be spectral
pivoting (a steeper power law when the spectrum is brighter) so that
the bolometric flux varies differently to that in the observed (generally
2-10 keV) X-ray bandpass. There can also be absorption variability
along the line of sight, which likewise means that the observed X-ray
flux does not track the intrinsic variability seen by the disc. Variable
X-ray absorption is particularly an issue in NGC 5548, the first AGN
used for these campaigns, as it was unusually obscured during the
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monitoring (Mehdipour et al. 2016; Dehghanian et al. 2019). Similar
issues are now clearly present in Markarian 817 (Kara et al. 2021).

Hard X-ray monitoring circumvents both these uncertainties, as it
much less affected by the absorption variability. However, NGC 4151
is the only AGN which is bright enough for Swift BAT monitoring
above 10keV, and this showed clearly that the disc was strongly
truncated, with no optically thick material responding within a few
hundred R, (Mahmoud & Done 2020, hereafter MD20). This was
independently confirmed by studies of the iron line profile which
is marginally resolved in Chandra HETGS (Miller et al. 2018),
indicating an origin at inner BLR scales, as also supported by newer
iron line reverberation studies (Zoghbi, Miller & Cackett 2019).
This is consistent with the models described above, as NGC 4151
was below L = 0.02 Lgy, during the campaign, so should not have an
inner UV bright disc. Nonetheless, there is a potential reprocessing
signal in the UV in these data. It is instead consistent with material
in the inner BLR. A reprocessed continuum component from the
densest clouds in the BLR is expected theoretically (Korista & Goad
2001, 2019; Lawther et al. 2018). All sketches of the BLR have it
subtending a much larger solid angle to the central source than the
flat disc, and its reprocessed signal fits the time-scales seen in the
reverberation data (Korista & Goad 2019).

There is another way to circumvent the uncertainties in going from
observed X-ray 2-10keV flux to bolometric, and that is to use one
of the ‘bare’ AGN (Patrick et al. 2011; Walton et al. 2013) which
(a) show no absorption in their soft X-ray spectra, so that absorption
variability is not an issue, and (b) provide good enough statistics
in the X-ray bandpass up to 10keV that one can model the effects
of spectral pivoting. This selects Ark 120, which spans L/Lg ~
0.04 — 0.06, so according to the models above should have some
outer disc/warm-Compton component to explore in reverberation
(as well as the BLR/inner wind). We use the recent Swift UV and
X-ray monitoring, combined with XMM-Newton/NuSTAR data to
determine the spectral components and their variability, and use this
to determine limits on the accretion geometry at this brighter L/Lgyq.

2 DATA

We need both good quality spectra and good quality light curves
to build a spectral-timing model where the reprocessed variability
in optical and UV can be predicted from the observed X-ray flux.
We choose the combination of XMM-NuSTAR spectra from 2013
February 18 to 2014 March 22, and Swift XRT-UVOT monitoring
data covering a ~6-month period, from 2014 September 04 to 2015
March 15 (Porquet et al. 2018, hereafter P18; Lobban et al. 2018,
hereafter L18, see also Gliozzi et al. 2017, Buisson et al. 2017).
While the XMM-NuSTAR snapshots do not overlap in time with the
Swift monitoring, the lowest and highest points on the X-ray light
curves in the Swift monitoring match the X-ray flux from the 2013
(low) and 2014 (high) XMM-NuSTAR spectra (P18, L18) so we use
these to define the spectral range.

2.1 Swift light curves

There are a total of 86 Swift observations in the 2014 campaign
(ObsID: 00091909XXX), each separated by ~2d, with typical
duration of ~1ks. The U and UVM2 filters were alternated, so each
UV filter point has typical separation of ~4d (L18). We choose to
focus on the shortest wavelength band, UVM2, as this is least affected
by host galaxy and BLR contamination.

Fig. 1 shows the mean-normalized X-ray and UVM2 light curves.
The XRT data are split into two energy bands, the hard X-rays from
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Figure 1. The raw, mean-normalized light curves for this campaign in the bandpasses of the HX (1-10 keV, uppermost panel), SX (0.3-1 keV, middle panel),

and UVM2 (lower panel).

1-10keV (hereafter HX) and soft X-rays from 0.3-1 keV (hereafter
SX), from L18. Each data set has been normalized to its mean count
rate, showing clearly that there is more variability on these time-
scales in HX and SX than in UVM2, but that the light curves are fairly
well correlated by eye on these time-scales. The error-subtracted
HX variance is 0.174, while the SX variance is larger, at 0.250.
This already presents a challenge for models where all variability
is reprocessed HX flux, although it could perhaps be produced by
temperature variability of the warm Comptonization amplifying the
response over a small SX band.

2.2 ARK 120 spectral energy distribution (SED)

The XMM-NuSTAR observations from P18, which includes XMM-
OM UV data, gives the full SED at two epochs. We fit the spectra
from these two epochs jointly in xspec. To do this, we follow MD20
by applying the agnsed model of Kubota & Done (2018), which
consists of an outer standard disc (red lines), a warm-Comptonized
disc (green lines), and (blue) hard-Compton components. In addition
to this, we include neutral reflection using pexmon, relativistically
smoothed with rdblur representing mildly blurred-disc reflection
(N16, P18, and P19). The more detailed spectral study in P18 uses
the more sophisticated relxill reflection models, but their best
fit is only mildly ionized so the simpler neutral reflection model is
appropriate for our purpose which is simply to extract the underlying
continuum. We also include a free narrow Gaussian component to
model the ionized emission line seen at 6.95 keV, and one to match the
slightly broadened 6.4 keV line which is likely from the BLR/inner
wind (P18). The total model is absorbed by the interstellar medium
using tbfeo (Wilms, Allen & McCray 2000) for gas and redden
(Cardelli, Clayton & Mathis 1989) for dust so the total model
is constant * tbfeo % redden x (rdblur * pexmon
+ agnsed + zgauss + zgauss). The assumed geometry
for the agnsed model is shown in Fig. 2(a). It is noteworthy that
this model assumes a real truncation of the optically thick disc
at Ry, so predicts an iron line from disc reflection which is not

Rwarm Rhot

(a) m o

(b) |

(© ‘ I

Figure 2. The geometries assumed in this paper (a) the intrinsic components
of the agnsed model, (b) the extended HX Comptonizing region is assumed
to be a point source at height H, above the black hole on the spin axis for ease
of calculation of the reprocessed emission, and (c¢) includes the additional
reprocessor connected to the inner BLR and/or its wind.

highly relativistically smeared. This is consistent with more detailed
reflection spectral fits to the data, as discussed in P18.

The agnsed model also includes the reprocessed HX emission.
Gardner & Done (2017) show explicitly that an extended HX
source with emissivity like that expected from a thin disc gives an
illumination pattern that is extremely similar to that from a much
simpler point source at height H, = 10 R, above the spin axis
(Fig. 2b).

Fig. 3 shows the observed data and unabsorbed model fit lines
from the high epoch (black circles, dashed lines) and low epoch

MNRAS 521, 3585-3596 (2023)
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Figure 3. Top panel: broad-band spectrum and SED for the XMM-NuSTAR observations of P18. The red vertical line indicates the UVM2 band, while the
green and blue show the SX and HX bands. The black points show the observed (i.e. absorbed) high-luminosity (2014) epoch. The pale pink points are the
low-luminosity (2013) epoch (absorbed). The (unabsorbed) best-fit model to the 2014 observations is shown as the black-dashed line with components in dashed
red (SS disk), dashed green (soft Compton), and dashed turquoise (hard Compton). The (unabsorbed) best-fit model to the 2013 observations is shown as the
dotted black line with components in dotted red (SS disk), dotted green (soft Compton), and dotted turquoise (hard Compton). The average spectrum between
the two epochs is shown as the solid-black line, with solid components (colours correspond to the same as individual epochs, above). We take this spectrum
to be the assumed mean spectrum during the Swift monitoring campaign. Relativistic reflection and the free Gaussian lines are also shown in pink and grey
respectively, where the line styles denote each epoch and the mean as above. Bottom panel: residual ratios of the high- and low-luminosity epoch data to their

best-fit spectral models (when absorption is applied).

(pink circles, dotted lines). These are well fit, as shown by the lower
residual panel, and give a total Eddington fraction of L/Lg.s =
6.3 per cent and 3.8 per cent for the higher and lower luminosity
epochs respectively for this black hole mass of 1.5 x 10% M, so both
mass and mass accretion rate are slightly higher than in NGC 5548,
and the SED has higher UV to X-ray luminosity showing there is
some intrinsic inner disc emission (see also Kubota & Done 2018).

To infer the light-curve contributions from each component, we
would like the mean SED during the monitoring campaign period.
Fortunately, the fluxes in each of the high and low epochs match
the high- and low-flux limits during the monitoring campaign period
from 2014 to 2015. We can therefore take the mean SED during the
monitoring campaign period to be the spectrum bisecting the higher
and lower luminosity epochs. This intermediate spectrum is shown
as the solid lines in Fig. 3.

3 LIGHT CURVES OF THE COMPONENTS

The spectral index of the HX clearly varies with flux, softening as
the source brightens (L18), but peaking always at high energies,
above 50keV. Thus the bolometric HX coronal flux varies by less
than the 1-10 keV flux. We reconstruct the bolometric HX variability

MNRAS 521, 3585-3596 (2023)

by using the observed spectral pivoting between the 2013 and 2014
spectra, and interpolating between them, assuming that there is a
one-to-one relation between 1-10keV flux and spectral index (as is
generally seen: Lobban et al. 2020), and assuming that the electron
temperature stays constant at 100 keV.

The top panel of Fig. 4 shows the observed mean normalized
1-10keV light curve (cyan crosses) together with the inferred mean-
normalized bolometric variability (dark-blue dashed). The two are
extremely similar, as this correction is only of order 10 per cent. We
also use the inferred index and normalization to extrapolate the hot-
corona spectrum down, and find that the hot-Compton component
produces 63 per cent of the flux in the SX band. We subtract the hard
variability, scaled by this proportion, from the observed 0.3-1keV
flux so as to separate the variability of the SX excess component
from the underlying variability of the hot corona. This correction has
a larger effect. The light green crosses in the middle panel of Fig. 4
show the normalized total 0.3—1 keV light curve which includes both
the hot-corona variability and the soft excess, while the dark green
shows the new estimate of the variability of the SX excess alone. This
now has noticeably more variability, increasing the tension noted
earlier. There must be intrinsic variability in the SX excess on these
time-scales, as is seen even more clearly by comparing the two SX
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Figure 4. Crosses are the observed light curves in the HX, SX, and UVM2 bands, as in Fig. 1. The cyan-dashed line shows the inferred mean-normalized
variations of the hard-Compton component at its bolometric peak, where the variation amplitudes are adjusted for the expected pivoting and higher mean. The
green-dashed line denotes the expected variations in the SX component, assuming the non-pivoting case. This is inferred from the soft-band light curve, by
computing how the hard component contribution in the soft band are expected to vary, subtracting these variations from the observed soft-band curve, and
mean-normalizing the resultant curve. We see that the SX component is intrinsically more variable than the soft-band curve itself.

components in the SED fitting in Section 2.2 (see also fig. 1 in P18),
where the total luminosity of the warm-Comptonized component
changes by a factor of 2.2 between 2014 and 2013, while that of
the hot Comptonization changes by only a factor 1.7. The modelled
change in warm Comptonization normalization cannot therefore be
driven by reprocessing of the hot component in a constant geometry.

We use the mean of the inferred bolometric HX variability to derive
the mean HX Compton component in Fig. 3. We then compute the
variable reprocessing resulting from this component as it illuminates
the warm-Compton region and outer standard disc, assuming that
these are intrinsically constant. To do this, we closely follow the
timing simulation procedure of MD20, whereby the seed photon
temperature at each disc annulus is modulated according to the
reprocessed flux variations as

F&Anr>+1gmxm)l“
Fgrau(r) ’

Ts‘eed(rs t) = Tgrav(r) ( (1)
where T,,,, and F,,,, are the local temperature and energy flux due
to gravitational dissipation, and F,, is the flux incident on the local
annulus from the hard-Compton source. The only difference in our
procedure for Ark 120 is that we now include flux variations in outer
thermal disc as well as the warm-Compton disc, since the thermal disc
component contributes significantly to the UV bandpass according
to the Ark 120 SED. This is unlike NGC 4151, where the disc
component was too cool to contribute to the UV. The difference in
extent of the disc is as expected for the difference in L/Lg,,; between
these two objects.

The inferred bolometric X-ray light curve has the same sampling
as the observed X-ray light curve, of around 2 d, while the alternating
UV filters mean that the UV sampling interval in any single band
is around 4 d. Each observation length is only 1ks, so the data are
sampled rather than binned. Plainly this could mean that some of the
fast X-ray variability is missed as the power spectrum of the 1-10 keV

light curve is consistent with a power law, with PSD(f) o f~> down
to time-scales below 1000s (see e.g. fig. 12 in L18). We therefore
use the continuous-time autoregressive moving average (CARMA)
model of Kelly et al. (2014) to simulate the range of variability
which might be missed by the gaps in the sampled X-ray light curve.
We then reprocess this range of possible full light curves from the
warm Compton and outer standard disc to give the predicted UVM?2
reprocessed signal in each of the models below.

Fig. 5 shows the autocorrelation functions (ACFs) of the light
curves in each band. The top panel shows the ACFs of each raw
light curve as solid lines, with U (red) and UVM2 (black) clearly
broader than the SX (light-green solid) and HX (light-blue solid).
The ACF of the reconstructed hard-Compton component (dashed
dark blue) lies almost completely on top of the raw HX count rate, as
it is approximately a scaled version of the observed HX variability.
However, the ACF of the reconstructed SX Compton component
variability (dark-green dashed line) is somewhat different in shape
to the SX count rate curve (solid pale green line) due to the removal
of the HX variability in this band.

The CCFs of each observed light curve against UVM2 is shown in
the middle panel. The U band (red) is extremely well correlated with
UVM2 (CCFyy)yn.y = 0.98), while the observed SX (green) and
HX (blue) are not (CCF[}Vy sx = 0.67, CCFy)y, yx = 0.65).
The magenta line shows the cross-correlation between the observed
SX and HX light curves. Clearly there is some correlation between
these on short time-scales, but much of this is due to the SX light
curve including some of the HX variability. The magenta line in the
lower panel shows the cross-correlation of the derived SX and HX
Compton components, clearly showing the drop in peak at zero lag by
removing the contribution of hard Compton from the soft band. The
lower panel shows the CCFs of these separated soft Compton (green)
and hard Compton (blue) X-ray component variability relative to
UVM2. Clearly they are not well correlated.

MNRAS 521, 3585-3596 (2023)
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Figure 5. Top panel: ACFs for the U band (red solid), UVM2 (black solid),
SX (pale-green solid), HX (pale blue solid), and derived hard Compton
(blue dashed), derived soft Compton (green dashed). Middle panel: cross-
correlation functions (CCFs) between UVM2 count curve and U (red
solid); observed SX (light-green solid); observed HX (blue). Also the cross-
correlation between the observed SX and HX count curves (magenta). Bottom
panel: CCFs between the UVM2 count curve, and the derived soft-Compton
curve (green); the derived hard-Compton curve (blue). Also the CCF between
the derived soft- and hard-Compton curves (magenta).

4 REPROCESSING OF THE HOT COMPTON
COMPONENT

Here we will introduce the first spectral-timing model of this paper.
In this basic case, we assume that only the hard-Compton component
(the corona) varies independently, and that all other variations are
driven by reprocessing of this hard-coronal power (see the geometry
in Figs 2 a and b). This is in tension with the larger variability
seen in SX than in the hard, but here we are focused instead
on what this standard idea of HX reprocessing produces in the
UV band.

The uppermost panel of Fig. 6 shows the mean-normalized
bolometric hot Comptonization component light curve. The middle
panel shows the predicted (red) and observed (blue) response in
UVM2. This was calculated assuming that the X-ray corona has
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Figure 6. Results for model HX10. Top panel: HX light curve from Swift.
Middle panel: disc+warm Compton reprocessing of only hard-illuminating
flux, no intrinsic soft variability. Observed UVM2 light curve is shown in
blue, with the model prediction in red assuming observed hard-Compton
input. Grey lines show UVM?2 timing model predictions with CARMA HX
light-curve realizations as input. Bottom panel: CCFs for the observed (blue)
and simulated (red) light curves, with model predictions based on CARMA
HX light-curve realizations in grey.

mean height of &, = 10, as in the agnsed fit, in order to calculate the
illumination. This is a very poor match to the observed UVM?2 light
curve, predicting much smaller variability amplitude than is seen in
the data, and an overall root-mean-square (rms) error with respect
to the data of 7 x 1072. The grey lines in the middle panel show
the UV curves predicted from 10 CARMA realizations of the X-ray
input, displaying the range of UV curves predicted by this model
which could have arisen due to under-sampling (clearly insufficient
to match the observations, in blue).

The CCF of UVM2 with the HX reveals another mismatch, in that
the predicted small amplitude variability is fast, and well correlated
with the HX on time-scales of days, as the model UV disc size
is small. It predicts a peak correlation between the fluctuations in
UVM2 and HX which is close to unity, and a width of around
4d; that is, it looks like the ACF of the HX, while the observed
UVM2 cross-correlation (blue line) is much broader and weaker.
This model is clearly wrong, as the true correlation corresponds to
only CCF[}\yp. yx = 0.65. Most of the observed UV variability is
not produced by HX illumination of a disc, where the UV is produced
in a region ~30-100 R, (less than 1 light-day) by a source of typical
height 10 R,.

This model, with reprocessing of the hard Compton from A, = 10
in the disc and warm-Compton zones, will be referred to as HX10.

One way to get more response in the UV from the same X-ray
flux variability is to change the geometry so that the disc subtends
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Table 1. Obtained parameters for agnsed from fitting to the time-averaged 2013 and 2014 epoch
data. ‘F’ denotes a fixed parameter. First and second columns denote fit using /2, = 10, used in most
of the paper and shown explicitly in Fig. 3. Third and fourth columns denote fit using 4, = 100, used

primarily in Fig. 7.

h, = 10 case h, = 100 case
Observation 2013 2014 2013 2014
(Low) (High) (Low) (High)
Mgy 1.5 x 108 (F) == == ==
D 143.5 (F) == == ==
a* 0 (F) == == ==
cos(i) 1. (F) == == ==
log(rit) —1.42 £ 0.02 —1.20 £ 0.01 1427503 —123£0.02
KTy ot 100. (F) == == —=
KTe. warm 0.36179002 0.3424£0.002 0366 40.003  0.348 = 0.001
ot 1.80%00) 1.90 £ 0.01 1.807003 1.89707
Tarm 2.70 (F) —= == ==
Riror 23.0£02 23.1%03 23.1£03 22.8%0)
Ruvarm 4612 61+ 1 46.4+0.3 63+ 1
log(rou) —1(F) == == ==
Tmax 10 (F) - = 100 (F) ==
Reprocess 1(F) == == ==
Redshift 0.0327 (F) == == ==
a larger solid angle to the X-ray source. While H, = 10 R, is 14
roughly the expected size scale of gravitational energy release, the €12
hot-corona scale height could be larger and/or the corona itself could % Lo
E 0.8

be associated with the base of a jet at some larger scale height above
the black hole (see Fig. 2b). We refit the data using an X-ray scale
height of H, = 100 R,. This does give more reprocessing in the UV
but this is still not a large fraction of the total UV flux as the HX
bolometric power is smaller than the UV. Hence the new spectral
fit with agnsed with height fixed to H, = 100 R, has all other
parameters very similar to those derived from the original fits at
H, = 10 R,, and with almost identical goodness of fit ()(V2 =1.14:
Table 1).

The resultant UVM2 light curve is shown in Fig. 7. This again
assumes only reprocessing of the hard-Compton fluctuations on
the blackbody/warm-Compton disc zones, but now the amplitude
is comparable to that seen in the data. However, the predicted UVM2
light curve is not a good match to the observed UVM?2 variability.
The predicted light curve has too much fast variability compared to
the observed data.

It is clear that the disc as assumed in the H, = 100 R, agnsed
model — where there is optically thick material at R > 23 R,
(though most of the response comes from R ~ H, = 100 R, =
1 light day) — is too close to the X-ray source for light travel time
delays to smooth out the observed fast X-ray fluctuations to a level
compatible with the rather smooth (20 light day ACF width) UV
variability.

While this model initially looked promising (see also Noda et al.
2016 on NGC 3516 where they show that this model can work
with sparse sampling of the X-ray and optical light curves), this
is not a good match to this data in detail, with the rms error with
respect to the observations at 7 x 1072, similar to the i, = 10
case. Further, the CCF shows explicitly that the predicted correlation
on short time-scales (4 d) is much stronger than seen in the real
data. Thus while a large scale height X-ray source could match
the UVM2 variability amplitude, it predicts too much correlated
variability on short (4d) time-scales. This is consistent with the
transfer functions shown for different scale height sources in Kam-
moun, Papadakis & Dovciak (2019; their Fig. 1), where the UV
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Figure 7. As in HX10 (Fig. 6), but with the hard corona scale height set to
hy = 100.

response peaks below 1 1d for NGC 5548, which translates to a
few light days in the higher mass, higher mass accretion rate of
Akn 120.

The clear result of this modelling is that most of the UV variability
can not arise from reprocessing of the HX on the accretion disc as
this predicts too much fast variability on time-scales of a few days
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when matched to the detailed shape of the UV light curve rather than
just the mean lags.

5 REPROCESSING OF HOT COMPTON PLUS
INTRINSIC VARIABILITY OF WARM
COMPTON

We now fold the additional variability — which is clearly present
in the SX flux associated with the warm-Compton component —
into our model. The existence of this independent variability in the
SX/UV component already challenges the above picture involving
only reprocessing of hard fluctuations, as does simple energetics.
The total flux in the low (high) state (including reprocessing from
the source at height 10 R,) is 5.0(8.3)x 10~ ergscm=2s~!, with
flux in the hot Compton of 1.2(2.0)x 10~'°ergscm2s~!. Thus
the flux change in the HX is 0.8 x 107 "ergscm™2s~!, yet the
change in the inferred optical/UV and SX components, respectively
are 0.6 x 107"%ergscm™2s~!and 1.9 x 10~ "% ergscm~2s~!. Clearly
there must be intrinsic variability in the UV, as the flux change from
HX alone is insufficient to drive these variations.

The accretion models used here associate the SX compo-
nent with the high-energy emission of an optically thick, warm-
Comptonization region: a part of the accretion disc where thermal-
ization is incomplete. This same component extends down to the UV
in this model, so the UV and SX are connected. We assume here
that the entire warm-Compton emission follows the variability of the
SX component, that is, that this emission varies with fixed electron
temperature and spectral index, contributing SX variability directly
into the UVM2 band. This intrinsic disc emission is not predicted by
the thin disc equations, but neither is the incomplete thermalization
required to form this warm-Compton spectrum. We assume both
arise from changes in the disc structure triggered by either the
radiation pressure instability and/or atomic opacities (Jiang & Blaes
2020).

We also include the HX reprocessing as well, reverting back to
the expected HX scale height of i, = 10, which predicts only low
level UV flux variability from HX reprocessing (see Fig. 6). We do
not include the reprocessing of the soft-Compton source on the outer
disc, as the flat-disc geometry means that the outer disc subtends a
very small solid angle to the soft-Compton section of the disc. We
refer to this model as HX10 + WC. The results of this are shown in
Fig. 8, where we find the modelled light curve to have an rms error
with respect to the observed of 9 x 1072,

We see that this matches the amplitude of longer time-scale
variation of UVM2, but again predicts too much fast variability.
This can be seen in the CCFs as well. The simulation now matches
quite well to the overall amplitude and width of the observed CCEF,
but has a narrower core, showing that the 4 d time-scale characteristic
of the warm-Compton component is too prominent (see the ACF in
Fig. 5).

Thus if we assume that the entire component spanning SX to
UV energies varies together as a single structure, changing only in
normalization — the intrinsic variability of the SX excess — this gives
far too much fast variability to the resultant UVM2 curve, although
it can match the amplitude and shape of the slower variability.

We can suppress some of the amplitude of variability by assuming
the warm Comptonization is not only changing just in normalization
but also in spectral index and/or electron temperature, so that the
intrinsic soft variations in UVM2 are smaller than those in the SX
band. We reduce the amplitude of input variations in UVM2 by an
arbitrary factor 2 to see the impact of this effect, yielding Fig. 9. We
term this model HX10 + WC/2.
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Figure 8. Top panel: HX light curve from Swift. Middle panel: blue light
curve is observed UVM2 flux. Red shows the simulated light curve from
disc reprocessing of hard-illuminating flux, with additional intrinsic soft
variability. Bottom panel: CCFs for these light curves, blue for observed
CCF, and red for simulated CCFE.

This is definitely the best match to the data so far, with an rms
error with respect to the data of 6 x 1072. However there is still
more fast UVM?2 variability predicted than observed, as seen both
by comparing the light curves and by the narrow, mildly correlated
core of the predicted CCF (CC Fy\y, yx = 0.80.

6 ADDITIONAL REPROCESSING FROM AN
INNER BLR/WIND

The data are thus broadly consistent with the majority of the UVM?2
variability being intrinsic to the warm-Comptonization region. How-
ever, the models where this warm-Comptonization region spans
between UV and SX, and varies like the SX, results in too much
variability in the UV on ~day time-scales, even considering moderate
spectral pivoting. Thus, we now explore if part of the UVM2
variability can instead be explained by reprocessing on larger scale
structures. Ark 120 clearly has a BLR which subtends a substantial
solid angle to the central source, so there should be a UV reprocessed
component from this, contributing to the variability, in addition to
that arising from an intrinsic disc origin. In NGC 4151 this was the
only significant reprocessed contribution to the UV, with no evidence
for a disc on smaller scales (MD20).

We first test a model where we assign half of the UVM?2 flux to
reprocessing in an extended region like the BLR or a wind on its inner
edge (see Fig. 2c). This means that the underlying accretion flow
model changes, since half of the UVM2 flux is now not connected
to direct emission from the disc. A minimal change to the mean
agnsed model which halves the UV flux while maintaining the X-
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Figure 9. Results for HX10 + WC/2. Top panel: HX light curve from Swift.
Middle panel: blue light curve is observed UVM2 flux. Red shows simulated
light curve from disc reprocessing of hard-illuminating flux, with intrinsic
soft variations in the UV now suppressed (here by a factor 2) to emulate
component pivoting. Bottom panel: CCFs for these light curves, blue for
observed CCF, red for simulated CCF.

ray flux can be produced by reducing log (L/Lg,) to —1.45 from the
SED mean of —1.31 while increasing R, from 23.1 to 35 R,, that
is, mainly reducing the SX excess.

Fig. 2(c) then implies that the wind will reprocess both the HX
and the warm-Comptonization components. Section 5 has already
shown the tension in the warm-Comptonization models for the SX
excess, in that the observed SX flux shows much more fast variability
than the observed UV flux. Models where the soft Compton varies
only in normalization clearly show too much fast variability (Fig. 8).
Even assuming that the warm Comptonization changes in spectral
index such that its contribution to the UV variability is only half as
large as that in the SX shows moderate tension with the level of fast
variability in the UV data (Fig. 9). Here, since half of the UV light
curve is assumed to be from reprocessing in a more extended region,
then the UV variability of directly observed warm Comptonization
is diluted, so should give a better match to the data.

We use the hot Compton plus reduced variability warm-
Comptonization light curve (HX10 + WC/2) as our variable il-
lumination. We assume that all of this is reprocessed in a large-scale
region, and give maximal freedom on this by convolving the light
curve through an impulse response function (/RF). We assume this
IRF has a Gaussian shape, but truncate this for lags below zero to
maintain causality. The UVM2 light curve is then modelled assuming
that half of its emission coming from that /RF convolution with the
HX, and half from the simulated light curve of the pivoting warm-
Comptonization model (i.e. the model UV light curve in Fig. 9).

The UV/X-ray relation in Ark 120 3593
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Figure 10. Results of model fit where 50 per cent of the UVM2 flux
goes like the results of HX10 + WC/2 (i.e. like Fig. 9), while the other
50 per cent is produced by a fit impulse response function convolved with
the luminosity-weighted sum of the soft- and hard-Compton component
curves. The proportions of each Compton component curve fed into the /RF
convolution are selected such that they match the proportions expected from
the SED. Top panel shows observed hard-component light curve. Second
panel (blue) shows observed UVM2 curve, while red shows our resultant
simulated UVM2 light curve. Third panel shows the CCFs with the usual
observed (blue) and simulated (red) colour schemes. Fourth panel shows the
best-fitting /RF with which half of the driving X-ray flux is convolved.

The parameters describing the /RF are then optimized by fitting this
modelled UVM2 curve to the data.

Fig. 10 shows the results for the best fit /RF. The driving HX
light curve (blue) is in the upper panel, while the next panel shows
the predicted UVM2 light curve (red) versus that observed (blue).
The short-term variability is mostly suppressed, but the predicted
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Figure 11. Results of model fits where a percentage of the UVM2 contributions is from the HX (only) being reprocessed through some new impulse response
function (IRF), (which is allowed to vary in shape such that the simulated light curve best fits the data), while the remained of the UVM2 goes like the results
of HX10 + WC/2 (i.e. like Fig. 9). Top rows show the observed hard-component light curve. Second row panels show observed UVM2 curve in blue, and
simulated UVM2 in red. Third row panels shows the CCFs with the usual observed (blue) and simulated (red) colour schemes. Fourth row panels show the

best-fitting /RF's which result from the UVM2 curve fit.

light curve does not match well to that observed, especially around
MID57000; the overall rms error is quite high, at 0.11. The next panel
shows this mismatch more clearly in terms of the CCF between the
HX and UVM2 bands, with the predicted UVM2 (red) showing more
lagged emission than the real data (blue). This highlights an issue
with using the large scale reprocessor as the source of smoothing
for the UVM2 light curve. Reprocessing on the light travel time
inherently gives a light curve, which is lagged on time-scales similar
to the smoothing time-scale. This predicted lag can clearly be seen
in the predicted CCF (red), but is not actually present in the observed
data (blue). The best-fit reconstructed /RF (bottom) peaks at zero
lag, but the mean lag is large in order to smooth the X-ray light curve
to a level similar to that of the UVM?2 data, but this imprints a lag
which is not seen in the data.

In Fig. 11(a), we try the same approach, with 50 per cent of the
UV variations produced as before by HX10 + WC/2 but where the
IRF now reprocesses only the HX Comptonization. This gives the
best match so far to the observed long term trends in the UV light
curve (with an rms error of 5 x 10~2). However the CCF still shows
the same key discrepancy, in that all these models with a large-scale
reprocessor predict a lag on the same time-scale as the smoothing,
unlike the data. Further, when more complicated /RF forms are tested
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in the same way as above (e.g. two or three Gaussians instead of one,
cf. MD20), these results do not improve; the /RF optimizes to the
same zero-peaked single Gaussian form to best match the UVM2
curve.

As well as testing a UVM?2 light curve composed of 50 per cent
BLR-reprocessed X-rays, we can also explore how the behaviour of
the model changes when this proportion is reduced. In Fig. 11(b), we
show the model results for an IRF optimized to a BLR reprocessing
contribution to the UVM2 of 25 per cent, and in Fig. 11(c) we show
the case for only 10 per cent. We see that, as the BLR contribution in
the UVM2 decreases, we increase the direct component of the warm
Comptonization which has too much fast variability for the data.

Existing size estimates for the BLR layers which produce X-ray
broad emission lines suggest a minimum radius of 20 1d (Nardini et al
2016, using the iron Ko line FWHM from Chandra/HETG spectra).
Meanwhile, HB delays with respect to the continuum suggest a
size scale for the optical BLR of 40 1d (Peterson & Gaskell 1991).
The BLR size scale from our model with only 10 per cent UVM2
BLR contribution is in closest agreement with these estimates.
However those predictions are, themselves, model-dependent, with
some inferring the size scale from the diffuse continuum from the
BLR, while others have it from a wind inwards of the BLR.
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7 DISCUSSION AND CONCLUSIONS

Intensive continuum reverberation mapping campaigns, with simul-
taneous UV and X-ray data, are giving us a new way to probe the
accretion flow geometry in AGN. The SED clearly changes with
L/Lgqq, so we expect that the reverberation signals should also change.

So far, most AGN monitored have been at low L/Lg,,. For example,
MD20 used the NGC 4151 data to probe the accretion structure at
L/Lggq ~ 0.015. Here, the source SED peaks at 100keV, so the
bolometric flux is dominated by the HX component, with a weaker
peak in the UV. Thus, energetically, the HX reprocessed flux on the
disc can produce a large UV variable flux, but this UV reprocessed
flux varies too fast unless the disc is truncated below 400 R,. This
used to be very controversial, as X-ray spectral fitting showed a
broad residual even after accounting for the (marginally) resolved
line seen in the Chandra data for NGC 4151 (e.g. Keck et al. 2015).
Most importantly, this appeared to vary as expected from extreme
inner disc reverberation (Zoghbi et al. 2012). However, this is now
seen as much more likely to be associated with complex and variable
X-ray absorption, with no requirement for a relativistic reflection
component from the inner disc (Zoghbi et al. 2019). This material
is likely to be the inner BLR and/or a wind on the inner edge of the
BLR (see also Dehghanian et al. 2019), which likely also produces
most of the reverberating UV in this source (MD20).

This is in contrast to the results shown here for Ark 120. This
AGN has L/Lggy ~ 0.05, and its SED is dominated by a peak in the
UV which is larger than the HX component, so the X-rays are not
energetically dominant. There is clearly some intrinsic inner disc,
probably extending down to ~20 — 30R, as is probably seen in the
moderately broadened reflected spectrum (P18), consistent with the
size scale of disc truncation derived in the AGNSED model in order
for accretion flow to power the observed X-ray emission. We explore
whether the variable UV can be produced by reprocessing of the
X-rays in a range of potential geometries and scenarios. First we test
whether reprocessing is from an X-ray source of size ~10 R,, but
this fails badly, both in under-predicting the amount of UV variability
seen, and in reproducing far too much of the fast X-ray variability
in the UV light curve (Fig. 6). Instead, we try a much larger scale
height for the X-ray source (‘lamppost’), at ~100 R, above the black
hole. This gives a larger amplitude of variability from reprocessing,
but there is still too much fast variability retained as the light travel
times are too short (~1d for a 100 R, scale height and 30 R, to the
inner disc edge: Fig. 7).

Then we allow some fraction of the warm Comptonization to
directly emit in the UVM2 bandpass. This already implies that
some of the UV variability is intrinsic, rather than simply arising
from reprocessing. This increases the amount of variability in the
UV, but the warm-Compton component typical variability time-
scales are only slightly longer than those of the hard Compton,
so this produces far too much fast variability in the predicted UV
flux (Fig. 8). Assuming that the warm-Comptonization component
variability comes from pivoting rather than a simple change in overall
normalization means that the amplitude of this direct component in
the UV can be tuned to the data. We find a fairly good match if the
UV changes by half the amplitude of the warm-Compton component
seen in the SX, but the models still appear to have too much fast
variability (Fig. 9). We allow some fraction of the UV variability to
be produced by a large-scale reprocessor connected to the BLR or
an inner wind. We use a transfer function to give maximal flexibility
to the geometry/spectrum of this reprocessor. We assume half of the
UV flux arises from this large size scale, while half arises from the
accretion flow, and calculate the UV variability arising from disc
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reprocessed HX (assuming H, = 10R,) and the direct, but reduced
amplitude variable emission from the warm-Compton component.
We assume the large-scale reprocessor sees both hot corona and warm
Compton. This somewhat overproduces the amount of variability,
and also over-predicts the observed lags (Fig. 10). The UV light
curves have a typical time-scale of ~10 — 20 d, but smoothing of the
observed HX light curve on these time-scales also implies a similar
lag time-scale, which is not present in the data, which is a generic
issue for a range of models with a large scale reprocessor (Fig. 11).

We conclude that most of the UV variability must be intrinsic
rather than reprocessed. A standard accretion disc cannot vary on
these time-scales (see e.g. the discussion in Noda & Done 2018),
but the structures required to produce the observed emission do not
look like a standard accretion disc but rather are better described
by a warm-Comptonization component. However, in the models this
spans between the SX and UV as a single component, but the SX
excess variability is much faster than the observed UV variability. If
this is a single component, then we require that the SX excess is the
more variable high-energy tail.

Thus our (lack of) understanding of the UV variability is directly
related to our (lack of) understanding of the warm-Comptonization
component. This is not seen in the stellar-mass black hole binary
systems at the same L/Lgy, (see e.g. Done, Gierlinski & Kubota
2007), so pointers to the nature of this component may come from
the difference between stellar and supermassive black holes. The
main change with mass is the temperature of the optically thick
accretion material. In the stellar mass systems this is ~107 K,
peaking in the X-ray band, while for AGN it reduces to ~10° K,
peaking in the UV. Atomic opacities are very important at UV
temperatures, but have very little effect at X-ray temperatures. The
UV opacity could induce convective turbulence in the disc, and/or
power winds which fail and crash back down to the surface, shock
heating it to produce all or part of the SX excess (Gardner & Done
2017).

Another difference is in the extent of the radiation pressure
dominated section of the disc. This is not the same as the Eddington
limit, where the radiation pressure exceeds gravity. Instead, there is
an instability which occurs when the radiation pressure exceeds gas
pressure inside the disc. The ansatz of a standard Shakura—Sunyaev
disc is that the vertically integrated heating rate follows the total
pressure, so is o T in the gas pressure dominated regime, but oc 7%
in the radiation pressure dominated region. A small fluctuation in
temperature leads to a larger fluctuation in pressure in the radiation
dominated regime, which leads to a runaway increase in heating. The
ratio of radiation to gas pressure goes as M in a Shakura—Sunyaev
disc, sois approximately 100 times larger in AGN compared toa BHB
at the same Eddington fraction. The standard disc models predict
that the inner disc in BHB should also be subject to this instability
at L/Lggq > 0.05, yet the observed BHB discs are extremely stable
(see e.g. Gierlinski & Done 2004a). This motivates different heating
prescriptions, but it remains clear that AGN discs are much more
strongly affected by the radiation pressure instability than BHB (see
e.g. Grzedzielski et al. 2017).

Jiang & Blaes (2020) include both the UV opacities and radiation
magneto-hydrodynamics to capture the full heating rates from
magnetic re-connection within the accretion flow. They find that
there is some non-linear outcome of atomic opacities coupled to
the radiation pressure instability which changes the entire vertical
structure of the disc, and that this optically thick flow can vary on the
thermal time-scale rather than the much slower viscous time-scales
expected in the Shakura—Sunyaev disc.

MNRAS 521, 3585-3596 (2023)
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We speculate that one or more of these processes is responsible for
the intrinsic UV variability, on a time-scale which is slow compared
to the X-rays. The much faster variability of the SX excess could be
produced by shocks from a failed UV line-driven disc wind. The HX
have their own even faster variability, but also see the UV and SX as
seed photons, so the long term X-ray variability lags the UV on the
light travel time, whilst also producing reprocessed UV variability
which lags the X-rays on a similar time-scale.

Better monitoring data now exist for Fairall 9, an AGN with similar
parameters and a similar SED (Hernandez Santisteban et al. 2020).
This will be used to explore these possibilities in subsequent work
(Hagen et al., in prep.).
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