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Abstract. A model accounting for fluidisation by pore gas pressure in dense granular flows is
presented. A viscoplastic rheology, based on the Drucker-Prager criterium, is used to describe
the granular medium which is a mixture of air and glass beads. The pore gas pressure, which
satisfies an advection-diffusion equation, reduces the friction between the particles and thus the
value of the apparent viscosity. As a consequence, dense fluidised granular flows can travel longer
distances. In laboratory experiments, the run-out distance reached by dense granular columns
when collapsing is almost doubled when fluidisation is applied. This fundamental result, in the
context of pyroclastic density currents, is reproduced by numerical simulations performed with
the fluidised model.

1 INTRODUCTION

Pyroclastic density currents (PDCs) are one of the most important hazards occurring in
volcanic eruptions. Indeed, PDCs are mixtures of solid particles (pyroclasts and lithic fragments)
and air that are able to travel over long distances from the eruption source, which may exceed
100 km in some cases. PDCs are generally induced by the collapse of a volcanic dome or an
eruptive column. They often consist of a dense basal flow overlain by a dilute turbulent flow.
The dense part behaves like a fluid and is able to travel long distances. Understanding the
mechanisms responsible for this peculiar behaviour of concentrated PDCs is one of the major
scientific question related to volcanic processes. A possible answer is a fluidisation effect of the
pore gas pressure that reduces friction between particles. This question has been addressed
through laboratory experiments in [1]. The main result is that the run-out distance reached
by a dense granular columns when released is almost doubled when fluidisation is applied.
Numerical simulations with an averaged (i.e. one layer) model has been used in [2] to reproduce
experiments.
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In the case of the collapse of eruptive columns, the initial height of the collapsing granular
mixture is significantly greater than the width so that averaged models could not, in principle,
be applied. In this context, we introduce a non-averaged model, which also accounts for flu-
idisation by pore gas pressure. The model is based on the mass and momentum conservation
equations with a viscoplastic rheology. The yield stress is a Drucker-Prager criterium depending
on the solid (inter-particle) pressure. As in [3], the pore gas pressure obeys a diffusion-advection
equation, which is obtained by assuming that a Darcy law is satisfied in the solid-fluid mixture
and that the gas is perfect. In our work, the air surrounding the granular deposit during its
slump is also taken into account by considering the incompressible Navier-Stokes equations. In
order to obtain a unified model and unknowns (velocity, pressure) for both the granular and
fluid phases a level set formulation is used as in [4].

The viscoplastic rheologies have the particularity of being defined with a non-differentiable
term which induces mathematical and numerical difficulties. As in [5, 6], we overcome these
difficulties by rewriting the definition of the plastic part of the stress tensor as a local pro-
jection. Based on this formulation, a bi-projection scheme for the time discretisation of the
Bingham equations has been proposed and analysed in [5] and extended in [6] to viscoplastic
fluids with variable density, viscosity and yield stress. In the bi-projection scheme, the plas-
tic part of the stress is computed with a Picard fixed point procedure accelerated by adding a
pseudo-relaxation term which makes the convergence geometric. This approach avoids the use of
regularisation methods [7] and the formalism of variational inequalities [8]. The performance of
the bi-projection scheme was evaluated by simulating Bingham flows in a lid-driven cavity in [5]
as well as by successfully reproducing experiments of the collapse of non fluidised dense granular
columns, i.e. without pore gas pressure, in [4]. The model, based on the p(I)-rheology [9],
reproduces the internal dynamics of such granular flows characterised by the presence of an in-
terface which separates a static basal deposit and an upper moving part. The interface migrates
upwards in the course of time and controls the deposition rate of the particles.

The aim of this paper is to reinforce the results obtained in [10] on relatively coarse grids,
which show that incorporating the effect of pore gas pressure in the model recovers a fundamen-
tal result observed experimentally: fluidisation allows granular flows to propagate over longer
distances from their source compared to non fluidised flows. A grid twice the size in [10] is
used in the work presented here. Moreover, instead of using a space and time variable granular
viscosity as in [10], we have chosen to take a constant value as in a previous work on non-
fluidised columns [4]. In [10], emphasis was given on the analysis of simulation results in many
different configurations while here we focus on the description of the mathematical model and
its numerical approximation.

The paper is organised as follows. In Section 2, the mathematical model is described. In
Section 3, the numerical schemes are summarised. In Section 4, the results of a numerical
simulation of the collapse of a fluidised column of glass beads, with an aspect ratio of 2 over a
horizontal plane, are presented and compared with experimental results.
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Figure 1: Schematic representation of the granular mass at time ¢ > 0 during its slump in the computa-
tional domain Q = (0, £) x (0, H). The granular phase (blue), which is a solid-fluid mixture, occupies the
region {2, (t) while in the remaining part Q¢(t) = Q\Qg(¢) only air is present. The interface 04 () NOQ(t)
between the granular medium and the air is denoted I'g¢(t).
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2 THE MATHEMATICAL MODEL
2.1 The governing equations

As the experimental apparatus used in [1] is a narrow channel (10 cm wide and 3 m long), we
assume that the granular flow is mainly two-dimensional. In that context, the computational
domain is Q = (0, £) x (0,H). At time ¢t > 0, the granular medium, consisting of 58% per volume
unit of glass beads surrounded by air, occupies the subdomain Q4(t) while Q¢(t) = Q\Q(t)
contains only air (see Figure 1). Therefore, the volume concentration of particles ¢ is equal to
0.58 in Qg (t) and 0 in Q(t).

In Q¢(t), we assume that the flow is governed by the incompressible Navier-Stokes equations,
namely the velocity field us and the pressure p¢ are solutions of

pe (Ovug + ug - Vug) + Vpp = prg + neAu, (1)

divus = 0,

where 1¢ = 2 x 107° Pa s is the air viscosity, py = 1kgm™3 is the air density and g = (0, —g)
with ¢ the gravitational constant.

In €g4(t), the particles are spherical glass beads of density ps = 2500kg m~3 and mean size
ds = 75 um. As this study is restricted to dense granular flow, the volume concentration ¢ is
assumed to be constant during the slump of the granular mass, namely ¢ = 0.58, so that the
velocity field ug of the granular medium is solenoidal. The granular medium is modelled as an
incompressible fluid with a specific rheology. Due to the presence of air between the glass beads
(see Figure 1), the total granular pressure is decomposed as the sum of the solid (effective)
pressure ps and the pore gas pressure pr. The dynamics of the latter is modelled by a diffusion-
advection equation. This approach is supported by experimental results (see [11, 1]). Hence,
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the velocity field ug, the pressures ps and ps are solutions of the following set of equations

bps (8t'us + Us * Vus) + V(ps + pf) = ¢psg + div T,
divug =0, (2)
Orpr + div(uspr) = KeApy,

where r¢ is a diffusion coefficient. Note that, as in [3], the pore gas pressure equation is obtained
from the mass conservation equation of the fluid phase in 24(¢) by assuming that the density p¢
is proportional to the pore pressure (perfect gas law) and that the fluid velocity is given by the
Darcy law.

2.2 The rheology of the granular medium

A granular medium flows only if the stress exceeds a threshold value, the yield stress. Oth-
erwise, it does not deform and behaves like a solid. To date, the most advanced model for this
particular behaviour is the u(I)-rheology [9] which defines the deviatoric stress tensor Ty by

co—tan(a))l D(us .
{TS - (tan<06) + (H (I+IO() )) )pS|DEusg" lf D('LLS) # 07 (3)

|Ts| < tan(a)ps, if D(us) =0,

where « is the internal friction angle of the particles, p~ is an asymptotic friction coefficient
and Iy is a dimensionless number. The inertial number [ is defined by

1= 2|D<us>|d8\/f (4)

In (3) and (4), D(us) = %(Vus + TVug) is the strain-rate tensor. Also, the tensorial norm
IA| = ’/%Zi,j /\?j, for any tensor A € R?*2, is used. By reporting the expression (4) in (3), we

easily deduce the following form of the deviatoric stress in the zones where deformation occurs
(i.e. D(ug) #0),

D(us)
Ts =2ns(|D D t )
= 211D, p) D)+ tan(e)pe D 6
with ns(|D(us)l|, ps) = e tan(@)ps  Phe ahove expression of the deviatoric stress tensor

1
2[D(us)|+52, /B2

modelled by the u(I)—rheology separates the diffusion and plastic terms; the latter satisfy a
Drucker-Prager yield criterium. Note that by replacing the time and space varying viscosity
ns(|D(us)|,ps) in (5) by a constant value 7y, we obtain the Drucker-Prager viscous rheology,
hereafter referred to as the D-P model.

As in [5], we introduce the symmetric traceless tensor 3 defined by

3 — lggzjw if D(ug) # 0,
I <Ltr(Z)=0,"2 =%, if D(us) =0,

so that (5) rewrites
Ts = 2n5(|D(us)|, ps) D(us) + tan(a)psX.
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Figure 2: Initial domains Q,(t = 0) = (0, L) x (0, H.) and (¢t = 0) and boundary conditions. The
domain Q4(¢t = 0) (blue) corresponds to a fluidised column of granular material.

The tensor X can be equivalently defined as a projection. Indeed, we have
Vr >0, 3 =P(X+rD(us))

where P is the orthogonal projection on the unit ball in the space of symmetric traceless tensor
(see [5] or [6] for the details). Note that this formalism avoids the use of a regularised viscosity
(see [7] for instance). Indeed, the rheology for a yield-stress fluid leads to an infinite viscosity in
regions where the strain-rate is zero. Regularisation methods replace the singular viscosity by a
large but finite one. This is not necessary with the formalism based on a projection introduced
above: the effective viscosity is now everywhere well-defined.

The model for the granular flow is now complete and reads

®ps (6tus + Us * VUS) + V(ps + pr) = dpsg + div(2ns D (us)) + div(tan(a) psX), (7a)
divug =0, (7b)

X =P(2 +rD(ug)), r >0, (7c)

Opr + div(uspr) = keAps. (7d)

2.3 Boundary conditions

The equations (1) and (7) must be supplemented with appropriate boundary conditions.
Free, Navier and Dirichlet boundary conditions are imposed to the air velocity field ug on the
boundary 09 N 0% (t) as shown on Figure 2 (in the particular case where ¢ = 0). As in [12],
Coulomb friction conditions are imposed to the granular flow on the boundary 02 N 0€Q,(t),
namely they read

(8)

os,t = —tan(ap)(—osn)" |Z::i|7 if ust # 0,
los,t| < tan(ap)(—osn)™, ifugy =0,

where oy, is the basal friction angle, os s (resp. o y,) is the tangential (resp. normal) component
of the total stress tensor o = Ty — %pSI and wus; is the tangential component of the granular



A. Aravena, L. Chupin, T. Dubois and O. Roche

velocity field. By analogy with (6), we introduce a vector s with Euclidean norm less or equal
than unity, defined by

__ usgt :
8= el if ug ¢ # 0,
ls| <1, if ugy =0,

so that (8) rewrites : os; = tan(ay)(—0s,n)Ts. As previously, s can be equivalently rewritten
as a projection on the unit ball in R?, namely

Vry >0, s = Pp(s — mpus,t). (9)

During the experiment a constant air flux is applied at the bottom of the granular column
in the reservoir, that is for « € (0,L.) x {0} (see Figure 2). This is modelled by applying
in the numerical simulations a constant pressure gradient % = —0.9¢psg on this part of the
boundary. The factor 0.9 is based on experimental constraints [13]. Everywhere else on 0
homogeneous Neumann condition is applied. Accordingly, the pore gas pressure at ¢ = 0 is
defined by p¢(z,y,t =0) = 0.9¢psg(H. — y) in Qg(t = 0) = (0, L) x (0, H;) and 0 in Q¢(t = 0).

2.4 Level set formulation

The equations (1) and (7) describing the evolution of the flow in Q¢(t) and €4 (t) can be
reformulated in one set of equations on the whole computational domain §2 by using a level-set
formulation, namely

0P +u-V>P=0in (, (10a

p(®)(Ou +u - Vu) + V(p+ pr) = p(®)g + div(2n(@)D(u)) + div(7(P)E) in Q, (10b

divu =0 in €, (10c

X =P(Z+rD(u)), r >0, in Q(t) (10d

ot =1(P)s, s = Pp(s — rpu), 75 > 0, on 0Q,(1), (10e

Oyps + div(upg) = div(k(®)pr) in Q. (10f

The level-set function ® characterises the interface between the air and the granular medium.

Indeed, at each time ¢ > 0, we define: T'y¢(t) = {x € Q; ®(x,t) = 0}, Q(t) = {x € Q; (=, t) >

0} and Q¢(t) = {x € Q;P(x,t) < 0}. At time ¢ = 0, the level-set function is initialised as

the signed distance to the interface. In order to keep ® as close as possible to the signed

distance function, it must be periodically reinitialised in time; this is achieved by applying the

redistancing algorithm proposed in [14].

In (10b), the viscosity n(®) is defined as the harmonic mean of 75 and 7 (see [4] for details).

Let a parameter € > 0, we introduce the following regularised Heaviside function

if @ < —e,
> sin(Z2) .
(1+2+—=) if|®<¢

He(q)) =
if ®>e.

= o= O

The density and the diffusion coefficient are defined with the help of H, by

p(®) = psHe(®) + pr(1 — He(®)) and #(P) = ktHe(P) + Foo(1 — He(®)).
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The parameter ko, is set to a large value (106 in practice), so that the solution of the pore gas
pressure equation (10f) is a smooth extension by zero outside 4(t) of the solution of (7d). The
jumps across the interface I'g¢(¢) of the yield stress and the friction coefficient are also regularised
by using the function H., indeed

7(®) = tan(a)pH(®) and 7,(P) = tan(ap)(—0os,n) T He(P).

3 The numerical schemes
3.1 A bi-projection time scheme

Let 6t > 0 a time step and t,, = ndt a sequence of associated discrete times. Let us assume
that, at t,, the approximations (u",p", py", ®", 3", s") of the solutions (u,p,ps, ®, %, s) of the
set of equations (10a)-(10f) are known and that w" is solenoidal. The time discretised scheme
consists in the steps described below.

Step 1: Computation of ®"*1. The equation (10a) is discretised in time with a TVD RK3 scheme.
The redistancing algorithm [14] is applied about every ten time steps.

Step 2: The computational domain is partitioned into 2 = Q?H U Qg“ U I’g;r ! The parameters
depending on the level set function are updated, namely we set

pn+1 — p((I)’rH_l)’ Kn—l—l —_ K((I)n+1), 7_n—&—l _ T((I)n+1) and ngJrl — Tb(q)nl).

Step 3: Computation of the pore gas pressure p?“ from
3pi T —dpf 917

551 +div(k" TPt + 2u™ - VpP —w T Vpl Tt = 0.

Step 4: Prediction of the velocity field @"*! and computation of (X" s"*1) by solving

n+1( u 2;; tu +2u™ - Vu" —u" L. Vun_l) + V(" "’p?ﬂ)

_ ol : Tlpgntt iv(r"tiEntl

_pn g—{—le(277n D(un ))_|_d1V(7'n »n ), (11)
ErH L B(E 4 D@ ), ¢ >0, in

oy = et gt = Py (87T — @), 1, > 0, on 92N 6Qg+1.

n+1 n+1

Step 5: Projection step, i.e. computation of u and p by solving

S (Wt — @) £ Vepttl = 0in Q,

divu™™ =0 in Q,
(u”Jr1 — ﬂ"“) -n =0 on ON.

Steps 1 to 3 and 5 are standard while Step 4 requires additional effort. Indeed, the unknowns
a1, =" and s"t! in Step 4 are nonlinearly coupled. They can be expressed as the fixed
point of a non differentiable functional which is approximated by an iterative Picard procedure
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as in [5] and [6]. Let a parameter § > 0, k an integer and (E"T10 s7+1L0) = (27 s7), the
iterations are written as

~n+1,k+1 -1
i <3u" ;(;tlu” o +2u" - Vu" —u" . Vu"_l) + V(" —i—p?“)
— pn+lg + diV(2nn+1D(ﬁn+1’k+1)) 4+ diV(Tn+1En+1’k),
En-f—l,k‘-f—l — ]P)(zn-‘rl,k + TD(ﬂn+1’k+1) + Q(En _ 2n+1’k)), r> O, in Qg—l-l’

o_tn—i—l,k:-‘,—l _ Tgl+18n+l’k+l,

(12)

Sn+1,k+1 — Pb (SnJrl,k o Tbatn+1 + 9(8” . Sn+1,k))’ rp > 0’ on 392“-

The pseudo-relaxation terms added in the projections ensure a geometric convergence of the
sequences {@" LR sntLEHL g g7t LEFLY towards the solutions of (11) with common ratio
(1 —0). The proof of convergence is detailed in [6].

3.2 The spatial discretisation

We denote by (u,v) the components of the velocity field w. The computational domain
Q= (0,L£)x(0,#H) is discretised by using a Cartesian uniform mesh. This results in a sequence of
nodes denoted (x;, y;) for a given mesh size. Let a computational cell Ky = (x4, Zi+1) X (Y5, Yj+1)-
The discrete unknowns of the velocity (resp. pressure) are placed in the middle of the edges
(resp. in the centre) of the K;; mesh. The discrete unknowns associated with 3 and p are also
placed at the centre of the mesh cell. Figure 3 summarises this staggered arrangement of the
unknowns. Cell-centred second-order finite volume schemes are applied to discretise first and
second-order partial derivatives with respect to the spatial directions in equations (10b), (10c)
and (10f). The transport equation of the level set function (10a) is discretised with an upwind
WENOb5 scheme. The code is parallel, written in F90 and using the MPI library to handle
communications between processes. The PETSc library is used to assemble and solve the linear

systems.
Vi, j+1

(xiaijrl) 4 (xi+17yj+1)

|
Ptij Pij

Ujj Dij 2ij WUit1,5
i

(‘ria yj) ’UU‘ (xiJrl? y])

Figure 3: Location of the discrete unknowns in the mesh cell K;; = (@i, Tit1) X (Y5, Yj+1)-
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Figure 4: Profile of the granular flow at various times obtained with the value k¢ = 0.035m? s~! of the
diffusion coefficient. The shape of the final deposit measured from experiment [1] is shown for comparison.
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Figure 5: Time evolution of the front position during the spreading of the granular mass. Results
obtained with the value ¢ = 0.035 m? s~! of the diffusion coefficient are shown and compared with
experimental results [1]. The collapse of a column without fluidisation is also shown.

4 Numerical simulations versus experiment

We consider the collapse of a dense column of glass beads of width L. = 20 cm and height
H, = 40 cm initially at rest and fluidised in a reservoir which is connected with a horizontal
channel with a smooth base through a gate opened at t = 0 s. In the simulation, we assume that
the whole granular column is released at ¢t = 0 s. The internal friction angle of the material is
« = 27° and the basal friction angle at the bottom and on the vertical back-wall of the channel
is ap, = 15° (see [4]). In agreement with the experiment, the pore pressure at time t = 0 is set
to 90% of the weight of the particles, that is : pe(x,y,t = 0) = 0.9 ¢ps(He — y) in Qg(t = 0)
and pe(x,y,t = 0) = 0 in Q¢(t = 0). Results of a simulation with a mesh size h = 1.7578 mm,
corresponding to 256 cells in the vertical direction, and with x¢ = 0.035 m? s~! are reported
(Figure 4). As in [4], the D-P model is used as rheology for the granular flow with an apparent
viscosity s = 0.1 Pa s. A simulation with the same initial configuration but on a two times
coarser mesh and with the variable granular viscosity of the u(I)-rheology has been reported
in [10]. The value of the time step, dt = 107° s, is chosen so that the CFL number remains
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Figure 6: Surface profiles of the granular flows at different times after release obtained with the values
of the diffusion coefficient x¢ = 0.035m? s~! (blue line). The surface profile of the benchmark analogue
experiment [1] (black dashed lines) is shown for comparison.

smaller than 0.1 during the whole simulation.

The model underestimates by about 8.5% the run-out distance found in the experiment (see
Figure 5). The simulation predicts a distance of 1.6874 m from the reservoir gate, whereas 1.8443
m was found in the experiment. The run-out distance is almost doubled when fluidisation is
applied (see Figure 5). Note that in [10] the granular flow profile extended only to 1.4 m from
the reservoir gate which corresponds to an underestimate of about 32%. The simulation (see
Figure 5) reproduces reasonably well the three phases of propagation described in [1] and the
duration of each phase. Note that the granular flow stops a bit earlier in the experiment. As
shown on Figure 4, the height of the deposit at the back wall of the channel rapidly decreases
(t < 0.7 s) and then becomes stationary. During the initial phase, the height of the deposit
is underestimated whereas a perfect match is obtained later. The thickness of the deposit is
slightly underestimated for x — L. € [0.1,0.5] m and overestimated at longer distance from the
gate. However, the overall profile of the granular flow deposit is well predicted with a peak of
the thickness near the reservoir x — L. = 0 m and a gentle decrease downstream. By comparing
Figure 5 at ¢t = 1.2 s and Figure 2f in [10], we observe that a better approximation of the profile

10
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is obtained with the D-P model. Especially, near the front position, namely for z — L, > 1.2
m the profile is thicker when the granular viscosity is kept constant. This remark should be
mitigated by the fact that in the present work the grid is two times as small. A fair comparison
of the models should be done with the same numerical parameters.

As a summary, in terms of run-out distance, dynamics of the collapse and shape of the gran-
ular mass, the model provides results in good agreement with the experimental measurements.
The effect of the pore gas pressure observed in experiments is reproduced by the model.

Acknowledgments

This work is supported by the French Government Laboratory of Excellence initiative n° ANR-
10-LABX-0006 and by the French National Research Agency (ANR) RAVEX project. This is
Laboratory of Excellence ClerVolc contribution number 553. The numerical simulation has been
performed on a DELL cluster with 32 processors Xeon E2650v2 (8 cores), 1 To of total memory
and an infiniband (FDR 56Gb/s) connecting network.

REFERENCES

[1] O. Roche, Depositional processes and gas pore pressure in pyroclastic flows: an experimental
perspective, Bull. Volcanol., 74, 1807-1820, 2012.

[2] V. Gueugneau, K. Kelfoun, O. Roche and L. Chupin. Effects of pore pressure in pyroclastic
flows: Numerical simulation and experimental validation. Geophys. Res. Letters, 44(5),
2194-2202, 2017.

[3] S. McNamara, E.G. Flekkoy, K.J. Malgy, Grains and gas flow: Molecular dynamics with
hydrodynamic interactions, Phys. Rev. F, 61(4), 4054-4059, 2000.

[4] L. Chupin, T. Dubois, M. Phan, O. Roche. Pressure-dependent threshold in a granular flow:
Numerical modeling and experimental validation, J. Non-Newt. Fluid, 291, 2021.

[5] L. Chupin and T. Dubois, A bi-projection method for incompressible Bingham type flows,
Comput. Math. Appl., 72(5), 1263-1286, 2016.

[6] R. Chalayer, L. Chupin and T. Dubois. A bi-projection method for incompressible Bingham
flows with variable density, viscosity and, yield stress. Siam J. Numer. Anal., 56(4), 2461-
2483, 2018.

[7] I.A. Frigaard, C. Nouar, On the usage of viscosity regularisation methods for visco-plastic
fluid flow computation, J. Non-Newt. Fluid, 127(1), 1-26, 2005.

[8] R. Glowinsky, J.-L. Lions, R. Trémolieres, Numerical Analysis of Variational Inequalities,
North-Holland, Amsterdam, 1981.

[9] Y. Jop, P. Forterre and O. Pouliquen, A constitutive law for dense granular flows, Nature,
441, 727-730, 2006.

11



A. Aravena, L. Chupin, T. Dubois and O. Roche

[10] A. Aravena, L. Chupin, T. Dubois and O. Roche. The influence of gas pore pressure in dense
granular flows: numerical simulation versus experiments and implications for pyroclastic
density currents. Bull. Volcanol., 83:77, 2021.

[11] R.M. Iverson, The physics of debris flows, Rev. Geophys., 35, 245-296, 1997.

[12] I.R. Ionescu, A. Mangeney, F. Bouchut and O. Roche, Viscoplastic modeling of granular
column collapse with pressure-dependent rheology, J. Non-Newt. Fluid, 219, 1-18, 2015.

[13] S. Montserrat, A. Tamburrino, O. Roche, Y. Nino, Pore fluid pressure diffusion in deflu-
idizing granular columns. J Geophys Res: Earth Surface, 117(F2), 2012.

[14] C. Min, On reinitializing level set functions, J. Comput. Physics, 229(8), 2764-2772, 2010.

12



