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Abstract

To understand why internet users spread fake news online,
many studies have focused on individual drivers, such as cog-
nitive skills, media literacy, or demographics. Recent findings
have also shown the role of complex socio-political dynam-
ics, highlighting that political polarization and ideologies are
closely linked to a propensity to participate in the dissem-
ination of fake news. Most of the existing empirical stud-
ies have focused on the US example by exploiting the self-
reported or solicited positioning of users on a dichotomous
scale opposing liberals with conservatives. Yet, left-right po-
larization alone is insufficient to study socio-political dynam-
ics when considering non binary and multi-dimensional party
systems, in which relevant ideological stances must be char-
acterized in additional dimensions, relating for example to
opposition to elites, government, political parties or main-
stream media. In this article we leverage ideological embed-
dings of Twitter networks in France in multi-dimensional
opinions spaces, where dimensions stand for attitudes to-
wards different issues, and we trace the positions of users
who shared articles that were rated as misinformation by fact-
checkers. In multi-dimensional settings, and in contrast with
the US, opinion dimensions capturing attitudes towards elites
are more predictive of whether a user shares misinformation.
Most users sharing misinformation hold salient anti-elite sen-
timents and, among them, more so those with radical left- and
right-leaning stances. Our results reinforce the importance of
enriching one-dimensional left-right analyses, showing that
other ideological dimensions, such as anti-elite sentiment, are
critical when characterizing users who spread fake news.

1 Introduction
In recent years, the spread of misinformation online has be-
come a salient issue. The term fake news may be assigned
to a wide variety of online content, ranging from satire or
parody to misleading or fabricated content (Wardle and De-
rakhshan 2017; Jack 2017; Tandoc Jr, Lim, and Ling 2018;
Rogers 2020). However, most empirical research has con-
verged toward a simple and operational definition of the con-
cept: any information published by a media, a website, or
social platform which has been classified as unreliable or de-
ceptive by fact-checking agencies constitutes fake news. Us-
ing this convention, most recent large-scale studies seeking
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to assess the extent of the phenomenon have concluded that
individual exposure to fake news was not as high as initially
feared (Guess, Nyhan, and Reifler 2018; Guess, Nagler, and
Tucker 2019; Grinberg et al. 2019). For instance, in the US,
fake news represents only 1% of people’s news media di-
ets (Allen et al. 2020). Despite these reassuring results, the
issue of fake news still merits closer examination. Indeed,
even though the volume of fake news has been inflated in
public discourse, many experts have argued that the impact
of fake news is very hard to assess (Lazer et al. 2018), and
that it may be a symptom of larger socio-political troubles
whose roots are not yet sufficiently understood (Bennett and
Livingston 2018). As distrust in the media, institutions, and
experts is currently on the rise (Nichols 2017; Bennett and
Livingston 2020), and is subverting the crucial function that
a shared information ecosystem plays in sustaining democ-
racy (Benkler, Faris, and Roberts 2018), it remains critical
to conduct further research to better understand the under-
lying dynamics behind the spreading of fake news on social
media.

Scholars have suggested various hypotheses to explain the
individual propensity for sharing fake news, which includes:
a lack of careful reasoning (Pennycook and Rand 2019,
2020, 2021), older age and a digital media literacy deficit
(Brashier and Schacter 2020), or politically motivated rea-
soning (Kunda 1990; Miller, Saunders, and Farhart 2016).
Combining digital trace data from social media and surveys,
numerous studies have found that the users who share fake
news tend to come from a highly politicized audience (Grin-
berg et al. 2019; Guess, Nagler, and Tucker 2019; Hopp,
Ferrucci, and Vargo 2020). While it is becoming increas-
ingly clear in the literature that ideology is the most critical
to explaining the spread of fake news online (Osmundsen
et al. 2021), it is also important to note that the empha-
sis has been put only on polarization along the left-right
ideological dimension. This is a natural choice, especially
in the case of the US, where most empirical studies have
been produced. Nevertheless, focusing solely in the left-
right axis risks neglecting other dimensions and cleavages
that structure socio-political dynamics. For example, pub-
lic opposition to government and political parties (Uscinski
et al. 2021), or distrust towards the media, institutions and
experts, have proven to be decisive in explaining the spread
of political rumors (Petersen, Osmundsen, and Arceneaux



2020) or adhesion to conspiracy discourses (Miller, Saun-
ders, and Farhart 2016), thus making a need for analyzing
misinformation in several relevant opinion dimensions.

In this article we set out to study misinformation in geo-
metrical opinion spaces including, for the first time, these
identified dimensions that have been lacking so far and
are beyond the left-right dimension. To do so, we lever-
age recently proposed ideological embedding methods (Ra-
maciotti Morales, Cointet, and Muñoz Zolotoochin 2021),
which embed social networks in spaces where dimensions
act as indicators of ideological traits of users. We use this
method on Twitter data, in conjunction with survey data of
stances along several dimensions that have been identified
with distinguishable issues of public debate, including left-
right stances and attitudes towards elites among others. With
the help of this new method, we are able to embed Twit-
ter users in opinion spaces where dimensions stand for in-
dicators of opinions for identifiable issues. We will use this
method to study the spread of misinformation in France, a
country where trust in the news is now among the lowest
in Europe (Newman et al. 2020). By positioning users in
opinion spaces, and identifying who participates in misin-
formation, we seek to answer two research questions: Q1) Is
the left-right polarization related to the participation in the
spread of misinformation?, and Q2) Do attitudes towards
elites relate to the spread of misinformation? Q1 expands
on literature about the US that previously examined the role
of the Democrat-Republican polarization in the spread of
fake news, by examining a European setting. Q2 seeks to
enrich this political characterization of users by adding an-
other opinion dimension that is hypothesized by recent stud-
ies as a promising lead in understanding the socio-political
dynamics of misinformation. One of our contributions is the
proposal for a method for mapping latent ideological stances
in social networks onto explicit scales given by opinion sur-
veys, which allows us to 1) disentangle dimensions that cap-
ture left-right and anti-elite cleavages, and 2) to measure po-
sitions in predefined, externally provided opinion scales, re-
moving the need for us to interpret the meaning of dimen-
sions of latent spaces.

2 Related Work
Types of users spreading misinformation
Numerous research works have found that fake news ac-
counts for a very small part of most people’s media diet
(Allen et al. 2020), and is consumed and shared by a tiny mi-
nority of users on social media (Guess, Nagler, and Tucker
2019). For instance, 0.1% of users were responsible for 80%
of the fake news shared on Twitter during the 2016 US pres-
idential campaign (Grinberg et al. 2019). An important chal-
lenge for scholars then has been to understand the distinctive
characteristics of these scarce fake news spreaders. Compet-
ing theoretical frameworks have suggested various hypothe-
ses to explain the main individual drivers. On the one hand,
research in experimental psychology has shown how a lack
of attention and careful reasoning could fuel the sharing of
fake news (Pennycook and Rand 2019, 2020, 2021). On the
other hand, numerous studies linking digital traces to survey

data have shown that the vast majority of fake news sharers
tend to belong to the extreme fringes of the political spec-
trum (Grinberg et al. 2019; Guess, Nagler, and Tucker 2019;
Guess, Nyhan, and Reifler 2018). To disentangle whether the
spread of fake news is spurred by a lack of attention or by
partisan motivation, a recent study investigated which vari-
ables was the most predictive to explain the sharing of fake
news on Twitter. The study shows that cognitive skills do
not play a major role with respect to explanations involving
the political partisanship of individuals (Osmundsen et al.
2021). These accounts invite further analyses of misinfor-
mation as a socially-motivated phenomenon (Kunda 1990).

Ideology and misinformation
One important challenge in advancing the understanding
of the role of ideology in fake news spreading is the lack
of frameworks on which to distinguish the variables that
would explain ideological motivations in participating in
fake news. While multiple political motivations could po-
tentially drive the sharing of fake news, in most studies,
the underlying socio-political framework is a binary classi-
fication of individuals as Democrat- or Republican-leaning,
with “polarization” being an independent variable ranging
from most liberal to most conservative. Political extremism
in two-party systems such as that of the US, however, is dif-
ficult to translate to general settings that might need sev-
eral opinion dimensions to characterize political competition
(Benoit and Laver 2012). In particular in European settings,
it is known that more opinion dimensions (e.g., attitudes to-
wards the EU, immigration, or trade openness) are needed
to explain political choices (Hix, Noury, and Roland 2006):
e.g., while most political stances in the UK might be repre-
sented with a single ideological variable, they would need at
least three in Finland, with France somewhere in the middle
(Bakker, Jolly, and Polk 2012). It has also been shown (Ra-
maciotti Morales, Cointet, and Muñoz Zolotoochin 2021)
that at least three political opinion dimensions participate
in structuring Twitter networks in France, including a Left-
Right dimension, but also a dimension of opinions towards
internationalization (including issues such the EU or trade
openness), and towards immigration. Besides the lack of
Left-Right cleavages to capture sufficiently relevant dynam-
ics of misinformation, there is additional motivation to in-
clude specific new opinion dimensions. For instance, as “so-
cial media can lend a voice to anti-system forces that ac-
tively seek to undermine liberal democracy” (Tucker et al.
2017), it becomes relevant to examine to which extent the
sharing of fake news may be driven by populism and anti-
elites sentiment (Humprecht, Esser, and Van Aelst 2020;
Petersen, Osmundsen, and Arceneaux 2018) beyond tradi-
tional factors such as partisanship. These analyses, how-
ever, require the ability to map and study social systems
on dimensions beyond traditional Left-Right, of Democrat-
Republican cleavages, to include dimensions related to pop-
ulism, associated with attitudes towards elites. “Elites”, in
this sense, alludes to a social group referenced in most pop-
ulist discourses, according to which, regardless of how they
stand to test or quantification, society may be divided into
“the people” and “the elites”, two homogeneous and antag-



onistic groups (Mudde 2004). More than measuring belong-
ing to any of these two groups, no matter how they might
be defined, the question of the attitudes towards elites mea-
sures an individual (or collective, e.g., in the case of a party)
disposition towards “the rhetoric that construct politics as
the moral and ethical struggle” between them (De la Torre
2010). Different political surveys measure self-position or
expert positioning along people-elite cleavages, for exam-
ple, positioning political parties on axes measuring “salience
of anti-establishment” and “anti-elite rhetoric” (Bakker et al.
2020).

Estimating ideologies and opinions in networks
Finally, our work relates to methods seeking to embed in-
dividuals in opinion spaces, where dimensions are infor-
mative of attitudes, and that go back to the NOMINATE
method (Poole and Rosenthal 1984), used to infer a liberal-
conservative scale on which to position US members of par-
liament (MPs) based on how they vote on bills. Thanks to
social network data, researchers have sought to apply this
procedure to users, replacing how MPs vote bills by how
users follow politicians online. Drawing on this principle,
researchers have been able to embed and validate (using
polls or voting records) millions of Facebook (Bond and
Messing 2015) and Twitter (Barberá 2015) users in the US
liberal-conservative one-dimensional scales. These meth-
ods were further developed for multi-dimensional European
settings, using political survey data to compute meanings
of spatial dimensions (Ramaciotti Morales, Cointet, and
Muñoz Zolotoochin 2021) and validated using text utter-
ances (Ramaciotti Morales and Muñoz Zolotoochin 2022).
This method, called ideological embedding, takes its name
from the fact that dimensions are proven to stand for indi-
cators of attitudes towards sets of grouped issues that are
identified with an ideology. For example, one dimension
captures attitudes towards a set of issues related to glob-
alization (e.g., European integration, trade protectionism).
These methods have been subsequently used in other appli-
cations in computational social sciences, such as embedding
other entities like cited news articles (Cointet et al. 2021) or
even online groups affiliated with social movements (Rama-
ciotti Morales et al. 2021). One of the limitations of ideolog-
ical embedding –that we aim at overcoming in this article– is
this aforementioned “issue entanglement”: inferred dimen-
sions may measure attitudes towards several simultaneous
issues of debate, preventing the examination of isolated is-
sues such as attitudes towards elites.

3 Social networks opinion space data
Twitter network embedded in ideological space
To study the position of users participating in misinforma-
tion we first embed parts of the Twitter network in opinion
spaces. We take the Twitter sub-graph of the neighbors of
French parliamentarians (MPs) active on Twitter1 To this

1These data have been declared, the 19 Mars 2020 at the reg-
istry of data processing at the Fondation Nationale de Sciences
Politiques (Sciences Po), and respect the General Data Protection
Regulation 2016/679 (GDPR) and Twitter’s policies.

graph we apply the so-called ideological embedding pro-
cedure. We replicate the procedures described by Rama-
ciotti Morales, Cointet, and Muñoz Zolotoochin (2021) as
a starting point for our opinion spaces.Here we report what
is needed for this study; see the cited article for further de-
tails.

We take manually annotated 8312 (out of 925) accounts
of French MPs that are active on Twitter, affiliated to 10 po-
litical parties, and their collected followers (4 487 430 by
May 2019). Following (Barberá 2015), users that follow less
than 3 MPs or that have less than 25 followers are filtered
out. Users with repeated sets of followed MPs are also fil-
tered to obtain 368 831 followers ensuring a full-rank adja-
cency matrix. This MPs-followers bipartite network is em-
bedded in a latent space taking the Correspondence Analy-
sis (Greenacre 2017) of the graph, producing an homophily
embedding (Lowe 2008; Barberá et al. 2015): users close in
space have higher probability of following the same MPs. To
provide meaning for dimensions, the positions of reference
points (political parties) along each dimension are correlated
with positions in opinion scales available in political opin-
ion surveys. For each party, the spatial position is computed
as the mean of its MPs (see Fig. 1) and compared to the po-
sition of parties in more than 40 attitudinal scales (ranging
from 0 to 10) provided by the Chapel Hill Expert Survey
(CHES, Bakker et al., 2020). The relation between positions
in these two different sources (ideological embedding and
CHES) is assessed with a Pearson correlation. Only the first
three latent ideological dimensions show statistically sig-
nificant correlations (p-value<0.05) with CHES attitudinal
scales: the first is related with Left-Right cleavages (called
the “Left-Right” dimension by Ramaciotti Morales, Cointet,
and Muñoz Zolotoochin, 2021), the second is related with
attitudes towards trade protectionism and European integra-
tion (called “Local-Global” dimension), and the third is re-
lated with attitudes towards immigration and multicultural-
ism (called “Immigration & Multiculturalism” dimension).
These latent dimensions account for attitudes towards a set
of grouped issues, and were inductively interpreted by Ra-
maciotti Morales, Cointet, and Muñoz Zolotoochin, (2021)
using CHES data.

For these 368 831 users, the subtended social graph (who
follows whom) was collected. Some users have disabled
permissions to have their followers collected, thus result-
ing in a graph of 230 911 users and 67 217 556 edges
(density=0.00126). This is the social graph embedded in
the so-called ideological space, reproduced from Rama-
ciotti Morales, Cointet, and Muñoz Zolotoochin (2021),
which will be our starting point in building our opinion
spaces.

Identifying users that share misinformation
While most previous works have operationalized fake news
by labeling media outlets according to content sanctioned

2Obtained from http://www2.assemblee-nationale.fr/deputes/
liste/reseaux-sociaux for deputies, and http://www.senat.fr/espace
presse/actualites/201402/les senateurs sur twitter.html for sena-
tors.
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Figure 1: First two dimensions of the bipartite fraction of the Twitter network of French parliamentarians and their follow-
ers embedded in an ideological space (left). Embedding was achieved using Correspondence Analysis and meaning of latent
dimensions was computed with the Chapel Hill Expert Survey (CHES) data (Bakker et al. 2020). Results reproduced from Ra-
maciotti Morales, Cointet, and Muñoz Zolotoochin (2021). Spatial distribution of the 15.018 users (out of 230 911) that shared
an URL signaled as being misinformation (right).

by fact-checkers (Grinberg et al. 2019; Osmundsen et al.
2021; Guess, Nagler, and Tucker 2019), we use a higher-
granularity level by considering labeled URLs. We define
a fake news spreader as an individual who has shared at
least once an URL that has been fact-checked. We leverage
Meta’s (formerly Facebook’s) Third-Party Fact-Checking
Program to identify a list of such URLs. The program part-
ners with the International Fact-Checking Network (IFCN)
to establish a list of fact-checking agencies worldwide. In
France, 4 agencies participate in the IFCN, hosted by: 20
Minutes, Agence France Presse, Le Monde (Les Décodeurs
du Monde), and France 24 (Les Observateurs de France 24).
Suspicious French URLs are sent to these media houses who
may decide to publish a fact-check. To track this process, we
make use of the URL shares dataset. This dataset (Messing
et al. 2018) consists of web page addresses that have been
shared on Facebook starting January 1, 2017 through to and
including February 28, 2021, more than 100 times. Among
the various metadata attached to each URL, one variable in-
dicates whether the URL was fact-checked, and what its fi-
nal rating is, including “mixture or false headline”, “satire”,
“false”, “true” among others. We only consider the 1 786
unique French URLs (meaning mostly shared by French
users) categorized as “False” or “mixture or false headline”
by fact-checkers. We reviewed them manually and removed
22 URLs which did not correspond to a specific news story
but pointing to an entire web domain. We then proceeded
to collect all tweets sharing the resulting 1 764 URLs us-
ing the Twitter API v2. This resulted in 340 747 identified
tweets. We filter replies and quotes which may signal a criti-
cal stance at the original content (Roth, St-Onge, and Herms
2021) to focus on original tweets and retweets (321 821) cit-
ing 1 457 distinct URLs, which resulted in 134 524 Twitter
users. Among these users, 15 018 are part of our ideolog-
ically positioned dataset (6.5% or our 230 911 users; see
Fig. 1, right side).

4 Social network attitudinal embedding
These ideological spaces have relevant limits that we must
address before tackling our research questions. First, they
have no explicit reference center from which users could be
deemed polarized by virtue of their distance: the mean posi-
tion on each dimension is only the center of our sample and
cannot be assured to be close to centered opinions. Second,
even if there was an agreed upon dimension-wise central po-
sition, distance consistency across space cannot be assured:
e.g., if 0 is the center, users at -2 in the Left-Right dimension
cannot be said to be twice as radical as users at -1. Finally,
being ideological dimensions, they stand as indicators for
attitudes towards sets of correlated, grouped issues; we can-
not readily inspect attitudes towards isolated issues, such as
attitudes towards elites (which is required to test Q2).

To overcome these limits, we propose mapping the ide-
ological positions of users, from ideological space, onto an
attitudinal reference frame: an opinion space from an ex-
ternal and explicit instrument, such as the CHES, which
has explicit and bounded numerical scales where respon-
dents position parties based on predefined questions, such
as, e.g., “On a scale from 0 (most left-wing) to 10 (most
right-wing), where do you position party X?”. Value 5 ex-
plicitly codes for the political center. The CHES contains
two dimensions of particular interest in the study of fake
news: a left-right dimension (pointed to as relevant by litera-
ture linking misinformation and political polarization) rang-
ing from 0 to 10, and linked to Q1, and an explicit dimen-
sion where respondents place parties answering “What is the
salience of anti-establishment and anti-elite rhetoric of the
party?” on a scale from 0 (“not important at all”) to 10 (“ex-
tremely important”), linked to Q2. We use an affine trans-
formation to map positions from the identified 3 dimensions
of ideological space onto these 2 attitudinal CHES dimen-
sions. This choice results from the observation that party
positions along these latent ideological dimensions are cor-
related with positions along several CHES issue dimensions.



The aforementioned study by Ramaciotti Morales, Cointet,
and Muñoz Zolotoochin (2021) discovered nearly 30 CHES
dimensions having statistically significant correlations (p-
value<0.05) with latent ideological dimensions. In partic-
ular the two CHES attitudinal dimensions of interest for
us, “Left-Right” and “Anti-elite saliance”, also display sig-
nificant correlations with the computed latent dimensions:
“Anti-elite saliance” with the first dimension, “Left-Right”
with the second (see Fig 2). We thus consider an affine trans-
formation T : R3 → R2 mapping ideological space onto a
two-dimensional CHES attitudinal reference frame for Left-
Right and Anti-elite salience dimensions. Let Y ∈ R2×8 be
the position of the 8 political parties that exist both in our
annotated dataset and in the CHES dataset, along the two
selected CHES dimensions. Let X ∈ R3×8 be the position
of these 8 parties in the first 3 ideological dimensions, where
Pearson correlation with CHES dimensions were deemed of
significance. We seek to determine the optimal affine trans-
formation T ∗ that minimizes the error in Frobenius norm
E = ‖Y −T (X)‖F . To determine T ∗ we express T , slightly
abusing notation, in augmented matrix form (also called ho-
mogeneous coordinates), as T̃ (X̃) = T̃ ·X̃ , with T̃ ∈ R3×4,

X̃ =

(
X
1

)
∈ R4×8, and Ỹ =

(
Y
1

)
∈ R3×8,

where X̃ and Ỹ are augmented by adding a row of ones to
X and Y .

Finally, we compute optimal augmented transformation
T̃ ∗ that minimizes E as the pseudo-inverse as T̃ ∗ =

Ỹ X̃T
(
X̃X̃T

)−1

, and we retrieve the optimal affine trans-

formation T ∗ by removing the last row from T̃ ∗ (Pen-
rose, 1956; see Dokmanić and Gribonval, 2017, for fur-
ther details). After we computed parameters of transforma-
tion T ∗, we applied it to all users, MPs, and political par-
ties to position them in our two-dimensional CHES attitu-
dinal reference frame (see Fig. 3). As expected, Marine Le
Pen’s RN party is in the anti-elite far-right corner, Jean-Luc
Mélenchon’s LFI party in the anti-elite far-left corner, while
Emmanuel Macron’s LREM party in the center of the Left-
Right dimension, with low anti-elite stance.

Before using our two CHES dimensions to study misin-
formation, we seek to gain confidence in the reliability of the
newly computed positions of users. We do this in two differ-
ent ways. First, we control that the new party positions in
estimated attitudinal reference dimensions correspond with
the party positions of the CHES data which served for guid-
ing the transformation T ∗. We do this by looking at the min-
imized mean error in positioning parties along each dimen-
sion. We find that the mean error of party positioning for the
CHES Left-Right attitudinal dimension is 0.895 (on a 0 to 10
scale, or 8.14% relative error), and 0.522 (on a 0 to 10 scale,
or 4.75% relative error) for the CHES Anti-elite salience
attitudinal dimension. We further tested the stability of the
position of parties bootstrapping the attitudinal embedding
method with different sample fraction sizes (see Section A
of the Annex). This provides further confidence that trans-
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formation T ∗ produces a reliable attitudinal embedding of
political parties.

We then seek to gain insight on whether our 230 911 are
rightly positioned by T ∗. To do so, we rely again on the
methods proposed by Ramaciotti Morales and Muñoz Zolo-
toochin (2022), and examine the bios self-description texts
written by users in their profiles. We consider three differ-
ent user classification labels to test their positions: Left-
wing (identified by the use of the word “gauche”, “left”
in French), Right-wing (identified by the use of the word
“droite”, “right” in French), and the label Anti-elite (iden-
tified by the use of the words “elite”, “politicien” or “peu-
ple”, correspondingly “elite”, “politician” and “people” in
French). For “elite”, “politicien” and “peuple” we included
common orthographic spelling errors and plural forms. For
labels Left-wing and Right-wing, we filtered out individuals
that used the corresponding words in a critical sense as done
by Ramaciotti Morales, Cointet, and Muñoz Zolotoochin
(2021); we filtered out users that also use the three most
frequently used words (as found in a term frequency analy-
sis) associated with critique: “anti”, “contre”, and “déteste”.
This allowed us to label (or not) each one of the 230 911
user with these three labels. Fig. 4 shows the density of users
having these labels by regions of space on the two dimen-
sions of our CHES attitudinal reference frame. We observe
that the affine transformation T ∗ positions users in such a
way that the density of those having these three labels grows
monotonically. For example, the density of users having the
label Anti-elite (thus suspected of having salient opinions to-
wards “elites” and the “establishment”, as formulated by the
corresponding CHES question), grows monotonically as we
move further up on the CHES Anti-elite salience attitudinal
dimension, from 0 to 10. Some users (including MPs) are
outside the bounds of the CHES scales. This is not surpris-
ing, as the scale is proposed for positions of political parties,
and it is natural to consider that some MPs, and more so
some users, are, e.g., more to the left, or more to the right
than the leftmost or rightmost positions considered by re-
spondents for the position of parties. To illustrate and test
the general interest and validity of the method, we applied
the attitudinal embedding method and its text-based valida-
tion to a network using annotated Twitter accounts of Italian
MPs with similar results (see Section B of the Annex).

5 Geometrical analysis of misinformation
So far we have produced an attitudinal embedding of our
social network in a two-dimensional frame where two di-
mensions stand as indicators of attitudes towards left-right
cleavages, and towards elites. This positioning, because it is
projected onto scales of the CHES survey, has an explicit
meaning as to where the “center” and the “extremes’ are,
and what dimensions measure (e.g., users at value 5 of Left-
Right axis are judged to be part on the center). All surveys
and polls are subject of critique, but by mapping users onto
the scales of survey, we remove the need for expert interpre-
tation of latent space, and make explicit the interpretation of
dimensions and numerical scales and distances.

We may now finally undertake the analysis of misinfor-
mation in this two-dimensional attitudinal CHES reference
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Figure 4: Density of users using words defining three la-
bels (Left-Wing, Right-wing, and Anti-elite) on their profile
descriptions, mapped along the two dimensions of the cho-
sen attitudinal reference frame, consisting on the dimensions
“Left-Right” and “Anti-elite salience” of the Chapel Hill
Expert Survey (CHES) data. Confidence intervals (α=0.05)
shown in light blue.

frame. We begin by addressing question Q1. In previous re-
search on U.S. subjects, it has been observed that “polariza-
tion” is the main driver of participation in misinformation.
In the work by Osmundsen et al. (2021) polarization is taken
to mean that a user has extreme Democrat- or Republican-
leaning positions. To test this hypothesis in France, we take
interest in the density of Twitter users along the CHES Left-
Right dimension. To do so, we produce a uniform spatial
partition along this dimension and compute the percentage
of users that shared fact-checked URLs on each bin of the
partition. We explore only positions in which partitions have
at least 100 users per bin. This goes well beyond outside
the [0,10]x[0,10] bounds of the CHES frame, except for po-
sitions on the least anti-elite part of the plane, where there
were too few users. We observe that, as in the US, few users
in average left-right positions share misinformation, and that
the density of those that share fake news grows towards ex-
treme left and right positions. At the center of the CHES
Left-Right scale (value = 5), 5.58% of our users share fake
news (with 3.9%-7.27% CI bounds at α = 0.1). In contrast,
13.64% of our users shared fake news (with 9.81%-17.48%
CI bounds at α = 0.1) at the rightmost end of the CHES
Left-Right scale (value = 10), and 21.53% shared fake news
(with 14.15%-28.0% CI bounds at α = 0.1) at the leftmost
end of the CHES Left-Right scale (value = 0). More extreme
positions have even higher percentages of fake news spread-
ers. According to these results, users distant from the CHES
Left-Right center (relative to the 0-10 scale), approximately
below 4.5 and above 8, are more likely to share misinforma-
tion than the global ratio of signaled users: at 6.5%. Fig. 5
illustrates this ratio at different attitudinal positions.

We now take interest in how users that shared fake news
are positioned along the CHES Anti-elite salience dimension
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Figure 5: Ratio of fake news spreaders according to their
positions in attitudinal dimensions of the Chapel Hill Ex-
pert Survey (CHES). In insets, net quantities of users (blue)
compared to users that shared misinformation (red).

(relating to Q2), for which we produce a partition with the
same binning. We observe that the ratio of fake news spread-
ers grows monotonically with the position along this dimen-
sion. At the least anti-elite end of the CHES bounds (value =
0) 0.83% share misinformation (with 0%-2.86% CI bounds
at α = 0.1). At the most anti-elite end of the CHES bounds
(value = 10) 14.98% share misinformation (with 11.99%-
17.97% CI bounds at α = 0.1). These results show that
only users with high anti-elite sentiments (values above 9,
approximately) have a higher probability of sharing misin-
formation, when compared with the global ratio threshold of
fake news spreaders (6.5%).

The existence of trends for the ratio of fake news spread-
ers along both dimensions opens the possibility for more
complex geometrical patterns in the attitudinal reference
frame. To further inspect the relation between stances in both
axes and the tendency to spread fake news, we plot the level
curves of percentage of these users by region of space in
Fig 6. We observe that attitudes towards elites are correlated
with the tendency to share misinformation, but that this at-
titude alone cannot fully account for the observed positions
of fake news spreaders. Indeed, we observe that the highest
ratio of users that share fake news occur among those that
hold strong anti-elite sentiments, but in so far as they are
also polarized (holding extreme positions) in the left-right
scale. In fact, users that hold extreme (values greater than
10) anti-elite sentiments have less propensity to participate
in spreading fake news if they are not polarized in the left-
right scale (values near 5). We computed the density of fake
news spreaders in a second country, Italy (see Section B of
the Annex), to confirm the emergence of the same pattern:
users who spread misinformation are more densely packed
in anti-elite regions and are polarized on the left-right di-
mension.

6 Network activity analysis of
misinformation

In this section we explore activity of users in the network
with greater detail to further characterize the link between
stances and participation in misinformation. Using the so-
cial graph we compute their clustering coefficient (Watts and
Strogatz 1998), their friends, and their followers. From the
collected user meta-data, we obtain their number of tweets
and creation date of the account, from which we compute
an estimation of mean tweets per day for each user. Be-
cause we also know the number of tweets containing fact-
checked URLs, we can estimate the mean ratio of tweets
per users that contain misinformation. We observe that fake
news spreaders are comparatively more active and more con-
nected than the rest of users (see Fig. 7). Their clustering co-
efficient is lower, occupying less dense neighborhoods than
those that do not spread fake news, suggesting a limited de-
gree of shared acquaintances between their friends and fol-
lowers. We will connect this observation to qualitative anal-
ysis of types of fake news spreaders in the next section.

Because fake news spreaders are more active, the question
remains whether the observed positions with higher densi-
ties of spreaders are just positions of hyperactive users. The
possibility remains that these users have the same propen-
sity to share fake news (as measured in individual ratio of
tweets with misinformation), but they post more tweets per
day and thus are more easily detected as fake news spread-
ers. To answer this question we examined how the activity
(mean tweets per day) of each user is distributed in our atti-
tudinal space. We found little evidence that users in extreme
left-right, or extreme anti-elite stances post more tweets (See
Fig. 12 in Section C of the Annex). There are more fake news
spreaders in extreme positions, and they post more contents,
but, overall (including all users), frequency of posting is not
comparatively superior at these extremes. We computed the
mean value of the ratio of fake news per users, aggregated by
bins in our two-dimensional space (we use the same binning
as in Fig. 6) and corroborated that it has a similar distribution
(see Fig. 13 in the Appendix). We also re-ran the structural
comparisons of spreaders versus non-spreaders using a near-
est available pair-matching method (Rubin 1973) to guaran-
tee that the ideological distribution of non-spreaders map the
one from spreaders. Still we observe the same discrepancy
between the two, indicating that the higher the number of
followers and friends, the higher activity and lesser cluster-
ing coefficient that characterize spreaders are not determined
by the position of those individuals in the ideological space.

7 Qualitative analysis of fake news spreaders
We then proceed to a more qualitative in-depth analysis of
the fake news spreaders accounts identified in the various re-
gions of the attitudinal CHES space. More precisely, we ex-
amined the accounts located in the vicinity of three remark-
able points A, B and C shown in Fig. 6. The points A and
C are located where the propensity to spread fake news is
the highest in the left- and right-leaning regions. Conversely
we also consider point B, situated at (5,10) corresponding to
anti-elite centrist fake news spreaders. Note that the propen-
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users.

sity to share fake news at point B is below the global ratio
threshold. We then identify every fake news spreader posi-
tioned at a distance smaller than 1 in the attitudinal space,
resulting in 536 users near A, 211 near B and 393 users near
C. We perform a qualitative analysis of these accounts based
on their description as provided by their account metadata
and the type of fake news they shared.

Unsurprisingly, anti-elite users, both far-left and far-right,
ostensibly express their ideological support in their Twit-
ter profiles (description field), notably by displaying their
membership in a political organization or their support to a
political figure. For instance, hashtags and keywords linked
to far-left candidate Jean-Luc Melenchon and his political
movement La France Insoumise were very common in the
descriptions of users next to A (e.g., #JLM2022, #LFI2022).
Symmetrically, references to the far-right candidate Marine
Le Pen and her party Rassemblement National or her com-
petitor Eric Zemmour were very frequent in the descriptions
of users next to C (e.g., #RN2022, #Marine2022, #Zem-

mour2022). Interestingly, we also found that the majority of
anti-elite far-left users were political activists with no offi-
cial political mandate, while a number of anti-elite far-right
users reported being local councilors or elected representa-
tives as well. These observations allow us to better under-
stand findings from our precedent section: since many fake
news spreaders are political activists, or even elected offi-
cials, they leverage multiple opportunistic strategies, con-
necting with users beyond their neighborhoods (explaining
the lower clustering coefficient), and showing higher activity
levels. Furthermore, we observe that accounts in the vicinity
of points A and C, share mostly fake news promoting their
own political agenda. For instance, fake news criticizing big
companies, the government and the media, or denouncing
police violence, financial scandals, poverty and social in-
justices have been widely spread by users next to point A.
Conversely, accounts next to C mainly disseminated fake
news related to terrorism or immigration and eliciting anti-
Muslim and anti-Arab sentiments. Users in the vicinity of
B appear to be less politically engaged. Some of them even
forcefully reject the political game and claim to be “without
a political label” or to “hate corrupt politicians and journal-
ists”, suggesting that fake news sharing, when fueled by anti-
elite sentiments, can still be compatible with a non-partisan
stance. We also noted that fake news spreaders in this region
(which are pretty rare in comparison to points A and C), tend
to share fake news regarding health, ecology, and conspiracy
theories at large.

8 Discussion and conclusions
In this article, we produced the first attitudinal embedding
of social network users onto the dimensions of a survey in-
strument (the CHES) to observe their distribution along two
distinct opinion dimensions and how they spread fake news.
In contrast with previous works, treating fake news at the



level of the source, we were able to identify users sharing
fact-checked URLs and characterize a clear-cut population
of fake news spreaders along the two aforementioned dimen-
sions: 1) Similar to what has been observed in the US for
Democrat-Republican polarization, left-right polarization in
France (despite not being the only societal cleavage in pol-
itics) is also correlated with the spread of fake news: the
larger the distance from centered stances, the more likely it
is that accounts will share fake news (answering Q1). Ac-
cording to our measurement, around 5.6% of users at the
center of the CHES Left-Right dimension shared fake news
(below the 6.5% global ratio of fake news spreaders), while
this figure is more than double at the extreme left and right
positions of this CHES scale. 2) Thanks to our new attitudi-
nal embedding method, we were also able to relate anti-elite
sentiments with propensity to share misinformation, link-
ing an important stream of theoretical research in social sci-
ences with empirical observations at massive scales for the
first time (answering Q2). According to our measurements,
users in the most anti-elite stance of the CHES scale are
more than 15 times more likely to share at least one fake
news story than those at the least anti-elite positions. Fur-
thermore, we unveil complex relations between these two di-
mensions and misinformation: it is the combination of both,
extreme left-right polarization and anti-elite sentiments, that
is most predictive of the propensity to share fake news. Anti-
establishment accounts with no strong left or right leaning
are actually less likely to spread fake news than the global
average of 6.5%.

Furthermore, we were able to examine fake news shared
from users positioned in different regions of our attitudi-
nal space to gain insight about the diversity of the phe-
nomenon both in terms of social positions occupied by users
and through the themes of fake news stories they dissemi-
nate. In line with the literature, our qualitative analysis re-
veals that most extreme left- and right-wing accounts who
share fake news exhibit an explicit link to political activities
(whether as an elected official or as a party supporter). As
a result, fake news stories they share are directly linked to
the political agenda they defend (financial scandals, police
violence on one side, and terrorism and migration on the op-
posite side). However, we also observed that other kinds of
fake news related to health or ecology can be “popular” in
other regions (e.g., centrist and anti-elite) of the attitudinal
space. The structural analysis of the fake news spreader ac-
counts in the social graph reveals that these individuals are
hyper-active but also potentially less socially integrated.

Finally, our method comes with the obvious limitation
that we can only observe positions of users that satisfy the
criteria needed for spatial positioning (following enough
MPs). Only 11.2% of the users who shared fact-checked
URLs are embedded in the ideological space. Nevertheless
our hypothesis is that the general population obeys to the
same pattern. Complementary data analysis would be re-
quired to test it, but the observed geometrical pattern fits
the theoretical expectations from a large number of previ-
ous works interested in the drivers of fake news. This can be
achieved with other methods from the literature, allowing
to embed larger sets of users, and not only those that fol-

low reference users (MPs in our case), exploiting ideolog-
ical coherence of some followers, which can be leveraged
in inferring ideological positions of their neighbors (Rama-
ciotti Morales, Cointet, and Laborde 2020). Overall, our ge-
ometrical approach of misinformation offers a leap in the
understanding of the social drivers for spreading fake news
over a significant number of Twitter users.
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A Stability of attitudinal positions
We test the stability of the attitudinal embedding method
with bootstrapping. Once we have assembled the bipartite
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Figure 8: Positions of parties in CHES attitudinal reference
space measured as the mean position of those of the MPs,
computed with 100 bootstrapped samples, using 40% of all
following links (top), and 80% (bottom).

graph of 831 MPs and their 368 831 followers, we ran-
domly chose a subsample of edges among them to com-
pute the attitudinal positions on the CHES Left-Right and
CHES Anti-elite salience dimensions, as described in Sec-
tion 4. We do this selecting first a percentage of the edges
that will be sampled, and drawing 100 samples with which
to compute attitudinal positions independently. We compute
the positions for percentages 40% and 80%. Lower fractions
of used edges increase the dispersion variance of the esti-
mated positions of parties, but nonetheless with sufficiently
accurate results. Figure 8 shows the estimated positions of
the MPs with bootstrapping, the computed positions of par-
ties as means of MPs, and the positions of parties computed
with the full dataset for comparison. For ease of comparison
we compute the ellipse of the level curve of a fitted Gaussian
distribution at 3 standard deviations.

B Comparison with the case of Italy
We tested the attitudinal embedding method with annota-
tions of Twitter accounts of MPs from Italy to further il-
lustrate its general interest. To do this, we rely on a dataset
collected in October 2020. As done with the data accessible
from France, we manually annotated the Twitter accounts of
791 Italian MPs (belonging to 10 parties) out 951. We col-
lected their 5 639 305 followers, and we applied the same
filtering criteria described in Section 3, resulting in 377 067
followers. Using the CHES data for Italy and the first 3 la-
tent dimensions, we produced an attitudinal embedding as



5.0 2.5 0.0 2.5 5.0 7.5 10.0 12.5 15.0
CHES Left - Right

5.0

2.5

0.0

2.5

5.0

7.5

10.0

12.5

15.0

CH
ES

 A
nt

i-e
lit

e 
sa

lie
nc

e

FdI

M5S Lega

IV

FI

PD

LeU
PSI

RI

Azione

MPs
Parties
Followers

0

250

500

750

1000

1250

1500

1750

2000

Figure 9: Positions of Italian parties and followers of MPs
in two Chapel Hill Expert Survey (CHES) dimensions of
interest: Left-Right cleavages and Anti-elite salience.
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Figure 10: Density of Italian users with three labels (Left-
Wing, Right-wing, and Anti-elite) on their profiles, on two
CHES dimensions: “Left-Right” and “Anti-elite salience”.
Confidence intervals (α=0.05) shown in light blue.

described in Section 4, shown in Figure 9.

We collected Twitter bio profile texts of the 377 067 fol-
lowers and labeled them using keywords “popolo”, “elite”
and “politici” (people, elite, and politicians) including gen-
der and number variants. We also labeled according to
whether they used the keywords “sinistra” and “destra” (left
and right) with positive sentiment and report the density of
labeled user along the CHES Left-Right and CHES Anti-
elite salience dimensions in Figure 10. Similar to Section 3,
we used Meta’s dataset to identify 251 fact-checked URLs
rated as “false” and “mixture or false headline”, and we col-
lected 7 800 Twitter users who shared them, of which 4 796
were also among our 377 067 attitudinally-positioned users.
We report their density in attitudinal space in Figure 11.
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Figure 11: Percentage of users that spread misinformation
in different regions of the CHES reference frame made of a
left-right, and an anti-elite salience dimension for the case
of Italy.
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Figure 12: Mean daily tweets and ratio or tweets containing
fake news in the French dataset, by polarization (distance
from the center of the CHES Left-Right dimension) and at-
titudes towards élites.

C Activity and ratio of fake news tweets by
regions of space

Fig. 12 shows the dispersion for the CHES Anti-élite dimen-
sion and for political “polarization” measured as distance
from the center of the the CHES Left-Right dimensions.
Fig. 13 shows the computed mean value of the ratio of fake
news per users, using the same binning as in Fig 6.
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Figure 13: Mean individual ratio of tweets containing fake
news by region of attitudinal space using the French dataset.


