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ALGEBRAIC PROPERTIES OF THE GROUP
OF GERMS OF DIFFEOMORPHISMS

DOMINIQUE CERVEAU AND JULIE DÉSERTI

ABSTRACT. We establish some algebraic properties of the group Diff(Cn,0) of germs of analytic diffeo-
morphisms of Cn, and its formal completion D̂iff(Cn,0). For instance we describe the commutator of
Diff(Cn,0), but also prove that any finitely generated subgroup of Diff(Cn,0) is residually finite; we thus
obtain some constraints of groups that embed into Diff(Cn,0). We show that D̂iff(Cn,0) is an Hopfian
group, and that Diff(Cn,0) and D̂iff(Cn,0) are not co-Hopfian. We end by the description of the automor-
phisms groups of D̂iff(C,0), and Diff(C,0).

INTRODUCTION

Let F be a codimension p holomorphic foliation on the complex manifold Mn of dimension n. Sup-
pose that N ⊂ M is a submanifold of dimension n − p invariant by F . Then there exists a natural
morphism

Π1(N ∖Sing(F ),∗)→ Diff(Cp,0)

the so-called holonomy representation. As a consequence the study of such representations is an inter-
esting problem, and requires the knowledge of algebraic properties of the groups Diff(Cp,0). It is the
purpose of this note in the same spirit of the description of the classical groups GL(n,k) (see [Die55]).

Structure of the paper. If n is an integer, then Gn
0 denotes Diff(Cn,0), and Ĝn

0 its formal completion.
Furthermore, Gn

k denotes the set of elements of Gn
0 tangent to the identity at order k, and Ĝn

k its formal
completion. In §2 we establish some consequences of Poincaré and Siegel theorems:

Theorem A. For any k ≥ 1 we have

[Gn
0,G

n
k ] = Gn

k , and [Ĝn
0, Ĝ

n
1] = Ĝn

1.

As a consequence, we obtain:

[Gn
0,G

n
0] =

{
f ∈ Gn

0 | detD f(0) = 1
}
.

Finding the finitely generated subgroups that embed into Gn
0 is a problem related to the foliations

theory; in §3 we deal with this question and get:

Theorem B. Any finitely generated subgroup of Gn
0 (resp. Ĝn

0) is residually finite.
Hence, if H is a finitely generated and non residually finite group, then H does not embed into Gn

0.

2020 Mathematics Subject Classification. 57S05, 20E99.
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But any finitely generated residually finite group is a Hopfian group ([Mal40, Mal65]); as a result any
finitely generated subgroup of Gn

0 (resp. Ĝn
0) is a Hopfian group. In §4 we refine this result, and also look

at the co-Hopfian notion:

Theorem C. The group Ĝ1
0 is a Hopfian group.

The groups Gn
1 and Ĝn

1 are not co-Hopfian groups.

Inspired by [D0́6] we study in §6 the automorphisms groups of G1
0 and Ĝ1

0:

Theorem D. The group Aut(Ĝ1
0) is generated by the inner automorphisms and the automorphisms of the

field C. In other words
Out(Ĝ1

0)≃ Aut(C,+, ·)
where Out(Ĝ1

0) denotes the non-inner automorphisms of Ĝ1
0.

The group Out(G1
0) is isomorphic to Z⧸2Z.

Finally we try to generalize this result in higher dimension, and give some partial results (§7).

1. NOTATIONS AND DEFINITIONS

Let n be an integer; consider

Gn
0 = Diff(Cn,0) =

{
f : Cn

,0 → Cn
,0 holomorphic |D f(0) ∈ GL(Cn)

}
.

Denote by Ĝn
0 the formal completion of Gn

0; in other words Ĝn
0 is the set of formal diffeomorphisms

f̂ = ( f̂1, f̂2, . . . , f̂n) where

• f̂i is a formal serie,
• f̂ (0) = 0
• and D f̂(0) belongs to GL(Cn).

Let k be an integer; consider Gn
k the set of elements of Gn

0 tangent to the identity at order k (i.e. f belongs
to Gn

k if and only if f = id+ terms of order ≥ k+1). Denote by Ĝn
k the formal completion of Gn

k .

The Gn
k’s (resp. Ĝn

k’s) are normal subgroups of Gn
0 (resp. Ĝn

0). The quotients Gn
0⧸Gn

k
and Ĝn

0⧸̂Gn
k

are

isomorphic, and can be identified with the group of polynomial maps

Polnk =
{

f : Cn → Cn polynomial | f (0) = 0, deg f ≤ k, D f(0) ∈ GL(Cn)
}

whose the law group is the law of composition truncated to order k+1.
Remark that Gn

0⧸Gn
k

acts faithfully on the space C[x1,x2, . . . ,xn]k of polynomials of degree less or

equal than k (still by truncated composition). Therefore the Gn
0⧸Gn

k
’s can be identified with subgroups of

GL(C[x1,x2, . . . ,xn]k).
The group G1

0 is quite amazing: it is not solvable, contains free subgroups ([BCLN96]) and is "limit"

of solvable groups; indeed, the quotients G1
0⧸G1

k
are solvable.
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Denote by pk : Gn
0 → Gn

0⧸Gn
k

the projection.

Let Mn be the maximal ideal of O(Cn,0) given by

Mn =
{

f ∈ O(Cn,0) | f (0) = 0
}
.

Denote by χn
0 the set of germs of holomorphic vector fields at the origin of Cn, and by χ̂n

0 its formal
completion. Let χn

k be the subspace of χn
0 made up of vector fields that vanish at 0 at order k−1, that is

χn
k =Mk

nχn
0. Finally, let us denote by χ̂n

k the formal completion of χn
k .

2. POINCARÉ AND SIEGEL THEOREMS AND THEIR CONSEQUENCES

Let λ = (λ1,λ2, . . . ,λn) be a n-uplet of non-zero complex numbers. We say that λ is without reso-
nance if the equality λ

p1
1 λ

p2
2 . . .λpn

n = λ j, pℓ ∈ N, implies p j = 1, and pℓ = 0 for ℓ ̸= j.

Theorem 2.1 (formal Poincaré Theorem). Let φ be an element of Ĝn
0. Set A = Dφ(0).

Assume that Spec(A) is without resonance.
Then φ is formally conjugate to A, i.e. there exists ϕ ∈ Ĝn

1 such that φ = ϕAϕ−1.

Theorem 2.2 (holomorphic Poincaré Theorem). Let φ be an element of Gn
0. Set A = Dφ(0).

Assume that Spec(A) is without resonance, and that Spec(A) is contained either in the open unit disk
D(0,1), or in the complement ∁D(0,1) of D(0,1).

Then φ is holomorphically conjugate to A, i.e. there exists ϕ ∈ Gn
1 such that φ = ϕAϕ−1.

We say that φ is formally linearizable (resp. holomorphically linearizable) in the formal (resp.
holomorphic) case. In both cases the diffeomorphism ϕ is called the linearizing map.

Remark 2.3. We do not use explicitely the Siegel linearization Theorem when Spec(A)= (λ1,λ2, . . . ,λn)

is contained neither in D(0,1), nor in ∁D(0,1); it requires diophantine conditions controlling
∣∣λp1

1 λ
p2
2 . . .λpn

n −
λ j
∣∣ that produce the convergence of the linearizing maps ([Sie42, Sie52]).

Remark 2.4. In the Poincaré Theorems assume that φ can be written as Ah where h = id+ . . .∈ Gn
k ; then

the linearizing map ϕ can be chosen in Gn
k (resp. Ĝn

k in the formal case).

Curiously while the proof of Poincaré Theorem comes from analysis (in its holomorphic version)
we deduce from it algebraic properties. Let us recall that if H is a group, the derived subgroup (or
commutator group) of H is the subgroup of H generated by all the commutators; we denote it by [H,H].

Theorem 2.5. We have [Gn
0,G

n
1] = Gn

1, and similarly [Ĝn
0, Ĝ

n
1] = Ĝn

1.

Remark 2.6. Such a result has been proved in [CCD13] for n = 1.
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Proof. Let A be an element of GL(n,C) that satisfies the assumptions of Poincaré Theorem, for instance
A = λ id with 0 < |λ|< 1. If h belongs to Gn

1, then hA is linearizable, that is there exists ϕ ∈ Gn
1 such that

ϕAϕ
−1 = hA.

As a result [ϕ,A] = h, and we get the result.
A similar proof works in the formal case. □

Corollary 2.7. We can describe the commutator of Gn
0 :

[Gn
0,G

n
0] =

{
f ∈ Gn

0 | detD f(0) = 1
}
.

Proof. Let f be an element of Gn
0; denote by A ∈ SL(n,C) its linear part. We can write A as [α,β]

with α, β ∈ GL(n,C). Note that one can choose β without resonance, and Spec(β) ⊂ D(0,1). Let h be
the element of Gn

1 defined by: h = αβ−1α−1 f β; in particular f = αβα−1hβ−1. According to Poincaré
Theorem there exists ϕ ∈ Gn

1 such that

αβα
−1h = ϕβϕ

−1;

then f = [ϕ,β]. □

Theorem 2.5 can be generalized as follows:

Theorem 2.8. Any element of Gn
k is the commutator of an element of Gn

0 and an element of Gn
k , i.e.

[Gn
0,G

n
k ] = Gn

k .

We deduce from it the following statement that can be useful:

Proposition 2.9. Let H be a group, and let τ : Gn
0 → H be a group homomorphism.

Assume that there exists f in kerτ such that D f(0) = A satisfies the assumptions of Poincaré (resp.
Siegel) Theorem. Then Gn

1 is contained in kerτ.

Proof. Let h be an element of Gn
1. Since A satisfies the assumptions of Poincaré (resp. Siegel) Theorem,

then h f and f are conjugate: there exists ϕ in Gn
1 such that h f = ϕ f ϕ−1. As a consequence, h = [ϕ, f ]

and h belongs to kerτ. □

Remark 2.10. Since A and f ∈ kerτ are conjugate, A belongs to kerτ, and so does the normal sub-
group of GL(n,C) generated by A. The quotient Gn

0⧸kerτ ≃ imτ can thus be identified with the quotient
GL(Cn)⧸GL(Cn)∩kerτ

.
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3. RESIDUALLY FINITE GROUPS

There are a number of equivalent definitions of residually finite groups; we will use the following one:

Definition 3.1. A group H is residually finite if for every element h in H∖ {idH there exists a group
morphism ϕ : H → F from H to a finite group F such that ϕ(h) ̸= idF.

The groups Z and SL(n,Z) are residually finite (by reduction modulo p). Subgroups of residually
finite groups are residually finite. Conversely, a non-finite simple group is not residually finite, and the
Baumslag-Solitar group

BS(2,3) = ⟨a, b |a−1b2a = b3⟩
is not residually finite ([BS62]).

A group is linear if it is isomorphic to a subgroup of GL(n,k) where k is a field.

Theorem 3.2 ([Mal40, Mal65]). A finitely generated linear group is residually finite.

In particular there is no faithful linear representation of a non-residually finite, finitely generated
group.

Remark 3.3. The assumption "finitely generated" turns out to be essential. For instance Q is not resi-
dually finite. If ξ is a positive transcendental number, then ξQ =

{
ξ

p
q | p

q ∈Q
}

is isomorphic to Q. As a
subgroup of a residually finite group is residually finite, we thus get that GL(1,C) ≃ C∗, GL(n,C), Gn

0

and Ĝn
0 are not residually finite.

The following statement, that is mentioned in [CLPT19] without detail in the 1-dimensional and for-
mal case, is a direct consequence of Theorem 3.2:

Theorem 3.4. Any finitely generated subgroup of Gn
0 (resp. Ĝn

0) is residually finite.

Proof. Let H be a finitely generated subgroup of Gn
0. Let h be an element of Gn

0 ∖ {id}. There exists
an integer k such that pk(h) is non-trivial in the quotient group Gn

0⧸Gn
k
. Let us recall that Gn

0⧸Gn
k

is
isomorphic to a subgroup of a linear group; Theorem 3.2 applied to the group pk(H) asserts the existence
of a morphism ϕk : pk(H) → Fk from pk(H) to a finite group Fk such that ϕk(pk(h)) ̸= idFk . Then, the
morphism ϕk ◦ pk|H : H → Fk suits. □

Finding the finitely generated subgroups that embed into Gn
0 is an important problem, in particular

related to the theory of foliations (representations of holonomy, and cycles in leaves). For instance in
[CCGS20] one can find:

Theorem 3.5 ([CCGS20]). The fundamental group of the compact surface of genus g embeds into G1
0,

and so into Gn
0.

Conversely we get the following statement:
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Corollary 3.6. The Baumslag-Solitar group BS(2,3) does not embed into Gn
0.

More generally, if H is a finitely generated and non residually finite group, then H does not embed
into Gn

0.

Theorem 3.4 has direct applications in the theory of holomorphic foliations. Toledo constructs smooth
complex projective varieties with fundamental groups which are not residually finite, answering to
Serre’s question ([Tol93]). Assume that F is, for instance, a codimension one holomorphic foliation
on the complex manifold M having an invariant variety N ⊂ M satisfying Toledo’s property. Then the
holonomy representation ([CCD13])

Hol : Π1(N,∗)→ Diff(C,0)

is not faithfull. As a consequence, there exist families of cycles in the leaves of F near the invariant
manifold N.

In [DS05] Drutu and Sapir construct residually finite groups that are not linear. One of their examples
is the group G = ⟨a, b |b2ab−2 = a2⟩; we prove that G can not be embeded into G1

0 (or Ĝ1
0):

Proposition 3.7. There is no faithfull representation of G = ⟨a, b |b2ab−2 = a2⟩ into Ĝ1
0 (resp. G1

0).

Proof. Assume by contradiction that there exists a faithfull representation ϕ of G into Ĝ1
0. Set A = ϕ(a),

and B = ϕ(b). From B2AB−2 = A2 we get that A and A2 are conjugate (by B2). In particular A is tangent
to the identity, that is A belongs to Ĝ1

1; so there exists a formal vector field X of order at least 2 such
that A = expX . Since expX and exp2X are conjugate, the vector fields X and 2X are conjugate (by B2).
One can assume, up to conjugacy, that X = xν+1

1−λx
∂

∂x with ν ≥ 1 and λ ∈ C∗. Let µx be the linear part
of B2; note that µx has to conjugate the first non-zero jet xν+1 ∂

∂x of X to the first non-zero jet 2xν+1 ∂

∂x
of 2X . Hence µν = 2, and the linear part of B is a 2ν-th root of 2; we thus can linearize B, i.e. assume
that B = αx where α = 2

1
2ν . Let Y = a(x) ∂

∂x be a vector field of order ν+1 such that B2
∗Y = 2Y , that is

such that α−2a
(
α2x

)
= 2a, i.e. in other words

a(α2x) = 2α
2a. (3.1)

Write a as a = ∑
ℓ≥ν+1

aℓxℓ; then (3.1) yields to α2ℓaℓ = 2α2aℓ, i.e. α2(ℓ−1)aℓ = 2aℓ. For any aℓ ̸= 0 we

get α2(ℓ−1) = 2; in other words 2
ℓ−1

ν
−1 = 1, and so 2

ℓ−(ν+1)
ν = 1; as a consequence, ℓ= ν+1. As a result,

in the linearizing coordinate for B, we have: B = αx and A = expcxν+1 ∂

∂x for some c. In particular the
group generated by A and B is linear, whereas G is not ([DS05]): contradiction. □

In [CL98] the authors prove the following curious result. Let γ be an irreducible curve in P2
C of

degree ps with p prime number. If ϕ : Π1(P2
C∖ γ,∗) → G1

0 or ϕ : Π1(P2
C∖ γ,∗) → Ĝ1

0 is a morphism,
then the image of ϕ is a finite group (conjugate to a group of linear rotations); moreover, there are some γ

such that Π1(P2
C∖ γ,∗) contains a free group of rank 2.
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Problem 3.8. Let γ be a curve in P2
C; are the groups Π1(P2

C ∖ γ,∗) linear groups ? are the groups
Π1(P2

C∖ γ,∗) residually finite groups ?

4. HOPFIAN AND CO-HOPFIAN GROUPS

Definition 4.1. A group G is Hopfian if every surjective homomorphism group from G to G is an
isomorphism.

Equivalently, a group is Hopfian if and only if it is not isomorphic to any of its proper quotients.

Definition 4.2. A group G is co-Hopfian if every injective homomorphism group from G to G is an
isomorphism.

Equivalently, a group is co-Hopfian if and only if it is not isomorphic to any of its proper subgroups.

Every finite group and every simple group are Hopfian groups. The group Z of integers and the
group Q of rationals are Hopfian groups. However, C∗ is not a Hopfian group (the morphisms C∗ →C∗,
x 7→ xp are not injective), and R∗ is not a Hopfian group (the morphisms R∗ → R∗, x 7→ xp, p even, are
not injective). In [D0́7] the author shows that the group Bir(P2

C) of birational self-maps of the complex
projective plane P2

C is Hopfian.
Let us mention an other statement due to Malcev:

Theorem 4.3 ([Mal40, Mal65]). Any finitely generated residually finite group is a Hopfian group.

Corollary 4.4. Any finitely generated subgroup of Gn
0 (resp. Ĝn

0) is a Hopfian group.

Let us now establish the following statement:

Theorem 4.5. The group Ĝ1
0 is a Hopfian group.

To prove it we will use the following result of finite determination, result specific to the 1-dimensional
and formal case:

Lemma 4.6. Let h be an element of Ĝ1
1. There exists an integer ℓ such that if g belongs to Ĝ1

ℓ , then h
and hg are conjugate in the group Ĝ1

1.
In other words, if two elements of Ĝ1

1 coincide up to a sufficiently large order, then they are conjugate.

The proof is part of folklore and it is difficult to determine the "first author", maybe F. Takens. It is
based on the following two facts:

• If X = a(x) ∂

∂x is a formal vector field such that a(0) = a′(0) = 0, then X is formally conjugate to
a vector field of the type Xp,λ = xp+1

1+λxp
∂

∂x for some λ ∈ C and some p. It is a smart consequence
of the local inversion theorem ([CCD13]). Such vector fields are thus finitely "determinated": if
Y is of order sufficiently large, then X and X +Y are conjugated.
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• If h belongs to Ĝ1
1, then there exists a formal vector field X = a(x) ∂

∂x with a(0) = a′(0) = 0 such
that h = expX , i.e. h is the flow at time 1 of the vector field X .

Remark 4.7. The first fact is still true in the holomorphic case whereas the second is not ([É75]): if h
belongs to G1

1 and h = expX , then X is most of the time divergent.

Proof of Theorem 4.5. Let ϕ : Ĝ1
0 → Ĝ1

0 be a surjective morphism. Assume that ϕ is not injective. Let
f ∈ Ĝ1

0 ∖ {id} such that ϕ( f ) = id. Replacing f by a non-trivial commutator [g, f ] (that also belongs
to kerϕ) if needed we can assume that f belongs to Ĝ1

1 ∖ {id}. Consider h in Ĝ1
ℓ for ℓ sufficiently

large. According to Lemma 4.6 the elements f and h f are conjugate, i.e. there exists g ∈ Ĝ1
1 such that

g f g−1 = h f . As a consequence, h = [g, f ] belongs to kerϕ. Hence, kerϕ contains Ĝ1
ℓ for ℓ sufficiently

large. Since ϕ is surjective, Ĝ1
0 and Ĝ1

0⧸kerϕ are isomorphic. As Ĝℓ
1 is contained in kerϕ the morphism

Ĝ1
0⧸̂G1

ℓ
→ Ĝ1

0⧸kerϕ is surjective. The group Ĝ1
0⧸̂G1

ℓ
is solvable, so does Ĝ1

0⧸kerϕ ≃ Ĝ1
0: contradiction

with the fact that Ĝ1
0 contains free subgroups ([BCLN96]). □

Problems 4.8. 1) Is the group G1
0 a Hopfian group ? One way to answer to this question is to

show that if τ : G1
0 → G1

0 is surjective, then τ can be extended to a morphism τ̃ : Ĝ1
0 → Ĝ1

0 still
surjective.

2) Are the groups Gn
0 and Ĝn

0 Hopfian groups ?

Unfortunately the method used for the proof of Theorem 4.5 turns out to be ineffective for Pro-
blems 4.8.

Let us now deal with the notion of co-Hopfian group.
Note that if τ : C → C is a non-surjective morphism of the field C, then τ induces an injective and

non-surjective homomorphism from Ĝn
0 into itself defined by

∑AIxI 7→ ∑τ(AI)xI

where AI belongs to Cn. In particular Ĝn
0 is not co-Hopfian.

Theorem 4.9. The groups Gn
1 and Ĝn

1 are not co-Hopfian groups.

Proof. Let us first assume that n = 1. The morphism τ1 : f 7→ τ1( f ) defined by τ1( f )(x) =
(

f (x2)
)1/2

is injective but not surjective; indeed any τ1( f ) commutes with the involution x 7→ −x (we choose the
determination

√
1 = 1).

Suppose now that n > 1. We will use a similar idea considering the application

E : (x1,x2, . . . ,xn) 7→ (x2
1,x1x2,x1x3, . . . ,x1xn)

whose inverse is

E−1 : (x1,x2, . . . ,xn) 7→
(
√

x1,
x2√
x1
,

x3√
x1
, . . . ,

xn√
x1

)
.
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Let us choose the determination of E−1 associated to the principal determination of √ ; the application τn

defined by

τn( f ) = τn( f1, f2, . . . , fn)(x) = E−1( f ◦E)(x)

is an injective morphism that is not surjective; indeed the τn( f ) commute with the involution x 7→−x. □

Problem 4.10. Is the group Gn
0 a co-Hopfian group ?

5. TITS ALTERNATIVE

A group G satisfies Tits alternative if for every finitely generated subgroup H of G

• either H is virtually solvable (i.e. H contains a solvable subgroup of finite index),
• or H contains a non-abelian free subgroup.

Tits proved in [Tit72] that linear groups satisfy Tits alternative.

Problem 5.1. Do the groups Gn
0 and Ĝn

0 satisfy Tits alternative ?

This important question is related to the Galois theory of holomorphic foliations. Note that, as it can
be seen in [BCLN96], the group Gn

0 contain free subgroups of rank ≥ 2.

6. AUTOMORPHISMS GROUPS OF Ĝ1
0 AND G1

0

In [Whi63] Whittaker proves the following statement: let X and Y be compact manifolds, with or
without boundary, and ϕ be a group isomorphism between the group Hom(X) of all homeomorphisms
of X into itself and Hom(Y ), then there exists an homeomorphism ψ of X onto Y such that ϕ( f ) =ψ f ψ−1

for all f ∈ Hom(X). When X = Y we get that every automorphism of Hom(X) is an inner one. In
[Fil82] Filipkiewicz gives a similar result in the context of differentiable manifolds: let M and N be
smooth manifolds without boundary, and let Diffp(M) denote the group of C p-diffeomorphisms of M.
The author proves that if Diffp(M) and Diffq(N) are isomorphic as abstract groups, then p = q, and the
isomorphism induced by a C p-diffeomorphism from M to N. Let us mention that there are similar results
in different contexts: see for instance [Ban86, Ban97, D0́6]... in particular in [D0́6] the author proves that
any automorphism of the Cremona group Bir(P2

C) of birational self-maps of the complex projective plane
is the composition of an inner automorphism and an automorphism of the field of complex numbers. The
proof is based on the study of maximal abelian uncountable subgroups of Bir(P2

C). Let G1, G2, . . ., Gℓ

be some of such subgroups, and let ϕ be an automorphism of Bir(P2
C); the author proves that up to inner

conjugacy and the action of an automorphism of the field C we have ϕ|Gk = id for 1 ≤ k ≤ ℓ, and deduce
from it that ϕ|Bir(P2

C)
= id. A similar strategy will be used in this section.
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6.1. Automorphisms groups of Ĝ1
0. The study of the maximal abelian subgroups of Ĝn

0 (resp. Gn
0) is

essential for the understanding of automorphism groups of Ĝn
0 (resp. Gn

0). Unfortunately the comprehen-
sion of these groups can only be apprehended in the case Ĝ1

0. Once again the essential argument is the
following one: if f belongs to Ĝ1

k ∖ Ĝ1
k+1, then f is conjugate to expXk,λ = exp xk+1

1+λxk
∂

∂x for a certain λ.
A computation ([CM88, CCD13]) shows that the centralizer

Cent(expXk,λ, Ĝ
1
0) =

{
f ∈ Ĝ1

0 | f expXk,λ = expXk,λ f
}

of expXk,λ in Ĝ1
0 coincides with the group

Ak,λ =
{

exp tXk,λ | t ∈ C
}
×
{

x 7→ ξx |ξk = 1
}
.

This group, which is abelian and so maximal abelian, contains exactly (k− 1) non-trivial torsion ele-
ments.

Let λ be in C∗; denote by λ : x 7→ λx the homothety of ratio λ. If λ is not a root of unity, then

Cent(λ, Ĝ1
0) = A0 =

{
µ |µ ∈ C∗}

which is also a maximal abelian subgroup. A subgroup of Ĝ1
0 whose all elements are periodic is abelian

and conjugate to a subgroup of A0 (see [CCD13, Corollary 7.21]); in particular a maximal abelian
subgroup of Ĝ1

0 contains a non-periodic element. As a consequence we get:

Theorem 6.1. The maximal abelian subgroups of Ĝ1
0 are the conjugate of the groups A0 and Ak,λ where

k ≥ 1 is an integer and λ an element of C.

Let us now consider σ : Ĝ1
0 → Ĝ1

0 an automorphism of Ĝ1
0. For instance the inner automorphisms of Ĝ1

0

f 7→ τ( f ) = ϕ f ϕ
−1

are such examples. Let Aut(C,+, ·) be the automorphisms group of the field C. Any element τ∈ Aut(C,+, ·)
is an automorphism of the field C, then τ induces an automorphism στ that sends f = ∑

ℓ≥1
aℓxℓ to

στ( f ) = ∑
ℓ≥1

τ(aℓ)xℓ.

Note that the image of a maximal abelian subgroup of Ĝ1
0 by σ is still a maximal abelian subgroup

of Ĝ1
0.

Theorem 6.2. Let σ be an automorphism of Ĝ1
0. Then, up to a suitable conjugacy, σ(A0) = A0

and σ(Ak,0) = Ak,0 for any integer k ≥ 1.
Furthermore, if λ is non-zero, then σ(Ak,λ) is conjugate to Ak,µ for some µ in C∗.

Proof. The group A0 has an infinite number of torsion elements whereas the Ak,λ’s don’t; this gives the
first assertion. We can thus assume that σ(A0) = A0. Let us note that A0 acts by conjugacy on the
groups Ak,0: if µ belongs to A0, then

µexp tXk,0µ−1 = expµ−ktXk,0.
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However, the conjugate of Ak,λ by µ is Ak,µ−kλ, and A0 does not act on the Ak,λ. As a result A0 = σ(A0)

acts by conjugacy on σ(Ak,0). Counting the torsion elements we get that σ(Ak,0) is conjugate to Ak,λ for
some λ in C. In particular

σ

({
exp txk+1 ∂

∂x

})
=
{

exp tX | t ∈ C
}

where X is a formal vector field conjugate to Xk,λ for some λ in C.

Lemma 6.3. One has: X = akxk+1 ∂

∂x for some ak ∈ C∗.

Proof of Lemma 6.3. The action of µ : x 7→ µx on exp tX can be written as

µexp tXµ−1 = exp tµ∗X .

If X = ∑
ℓ≥k

aℓxℓ
∂

∂x
, ak ̸= 0, then

µ∗X = ∑
ℓ≥k

aℓµ1−ℓxℓ
∂

∂x
.

Let µ be a non-zero complex number; assume that µ is not a root of unity. As we have seen

µexp tXµ−1 = exp t0X .

for some t0. As a consequence µ∗X = t0X (see [CM88]) and{
aℓ µ1−ℓ = t0 aℓ for ℓ≥ k
t0 = µ1−k

If for ℓ > k one of the aℓ is non-zero, then µ1−ℓ = t0 = µ1−k, and µ is a root of unity: contradiction. □

As a result σ(Ak,0) = Ak,0 for any k; the torsion elements can optionally be permuted and exp txk+1 ∂

∂x
is sent onto exp tσk x

k+1 ∂

∂x . Let us remark that C ∋ t 7→ tσk ∈ C is an additive homomorphism group. □

Hence an automorphism σ of Ĝ1
0 induces a multiplicative isomorphism of C∗

σ(λ) = λ
σ

and an additive isomorphism σk of C for any k

σk(t) = tσk .

Let us come back to the action of A0 on Ak,0(
λ,exp txk+1 ∂

∂x

)
7→ expλ

ktxk+1 ∂

∂x
that corresponds to the action of C∗ on C

(λ, t) 7→ λ
kt.

The action is transformed by the automorphism σ into(
λ

σ,exp tσk x
k+1 ∂

∂x

)
7→ exp(λσ)ktσk x

k+1 ∂

∂x
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but also into (
λ

σ,exp tσk x
k+1 ∂

∂x

)
7→ exp(λkt)σk x

k+1 ∂

∂x
.

Therefore

(λσ)ktσk = (λkt)σk ;

in particular for t = 1 we get

sσ1σk = sσk .

Hence s 7→ sσ is an automorphism of the field C, and the additive morphisms s 7→ sσk differ from sσ

only by a multiplicative constant 1σk . Up to the action of the automorphism of Ĝ1
0 associated to this field

automorphism we can assume that s 7→ sσ is the identity and that sσk = εks where εk denotes a non-zero
constant.

Lemma 6.4. If σ belongs to Aut(Ĝ1
0), then σ(Ĝ1

k) = Ĝ1
k .

Proof. Let h be an element of Ĝ1
k ; then there exist ϕ in Ĝ1

0, p ≥ k, and λ in C such that

h = ϕexpXp,λϕ
−1.

Recall that σ(expXp,λ) = expaXp,λ′ for some a ∈ C∗ and λ′ ∈ C. Hence

σ(h) = σ(ϕ) expaXp,λ′ σ(ϕ−1)

belongs to Ĝ1
k ; similarly σ−1(h) belongs to Ĝ1

k . □

Remark 6.5. From Lemma 6.4 we get that σ is a continuous automorphism of Ĝ1
0 endowed with the

Krull topology.

Let us recall the Baker-Campbell-Hausdorff formula applied to the formal vector fields X = a(x) ∂

∂x
and Y = b(x) ∂

∂x of χ̂1
2. If Z ∈ χ̂1

2 is a solution of

expZ = expX expY

then

Z = X +Y +
1
2
[X ,Y ]+

1
12

[X , [X ,Y ]]− 1
12

[Y, [X ,Y ]]+ . . .

In particular (
expX

)(
expY

)(
exp−X

)(
exp−Y

)
= exp

(
[X ,Y ]+h.o.t.

)
(6.1)

where h.o.t. denotes terms of order ≥ 2 in the algebra generated by X and Y . We thus get(
expxk+1 ∂

∂x

)(
expxℓ+1 ∂

∂x

)(
exp−xk+1 ∂

∂x

)(
exp−xℓ+1 ∂

∂x

)
= exp

([
expxk+1 ∂

∂x
,expxℓ+1 ∂

∂x

]
+χ

)
where χ is a vector field of the form

χ = xℓ+k+1+inf(k,ℓ)a(x)
∂

∂x
;
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in other words(
expxk+1 ∂

∂x

)(
expxℓ+1 ∂

∂x

)(
exp−xk+1 ∂

∂x

)(
exp−xℓ+1 ∂

∂x

)
= exp

(
(ℓ− k)xk+ℓ+1 ∂

∂x
+χ

)
= exp

(
(ℓ− k)xk+ℓ+1 ∂

∂x

)
h

where h denotes an element of Ĝ1
ℓ+k+inf(k,ℓ) (still by Baker-Campbell-Hausdorff formula). Applying σ

we get (
expεkxk+1 ∂

∂x

)(
expεℓxℓ+1 ∂

∂x

)(
exp−εkxk+1 ∂

∂x

)(
exp−εℓxℓ+1 ∂

∂x

)
= exp

(
εkεℓ

[
xk+1 ∂

∂x
,xℓ+1 ∂

∂x

]
+ χ̃

)
= exp

(
εk+ℓxk+ℓ+1 ∂

∂x

)
σ(h)

where χ̃ is given by (6.1) and σ(h) is controlled by Lemma 6.4. By truncating to a suitable order we
see that εkεℓ = εk+ℓ. Up to the action by an homothety we can assume that ε1 = 1; as a result εℓ = εℓ+1.
Hence by induction εk = 1 for any k. The automorphism σ thus fixes the homotheties and the exp txk+1 ∂

∂x .

The quotient groups Ĝ1
0⧸̂G1

k
are generated by the projections of the homotheties and by the projections of

the exp txk+1 ∂

∂x , t ∈C, ℓ≤ k−1. According to Lemma 6.4 the automorphism σ induces an automorphism

of the quotient groups Ĝ1
0⧸̂G1

k
that coincides with the identity on any Ĝ1

0⧸̂G1
k
. Therefore, σ coincides with

the identity:

Theorem 6.6. The group Aut(Ĝ1
0) is generated by the inner automorphisms and the automorphisms of

the field C. In other words
Out(Ĝ1

0)≃ Aut(C,+, ·)
where Out(Ĝ1

0) denotes the non-inner automorphisms of Ĝ1
0.

6.2. Automorphisms groups of G1
0. We are going to adapt the above approach to the holomorphic case,

i.e. to the description of Out(G1
0). Theorem 6.1 has no analogue but [É75] and [CM88] imply:

Theorem 6.7. The uncountable maximal abelian subgroups A of G1
0 such that A∩G1

1 is uncountable are
the conjugate of the groups A0 and Ak,λ where k ≥ 1 denotes an integer, and λ a complex number.

The group A0 is a maximal abelian subgroup of G1
0.

Remarks 6.8. (1) The group G1
1 contains many countable abelian maximal subgroups; in fact gener-

ically the group generated by a generic element of G1
1 is maximal ([É75]).

(2) There are diffeomorphisms of type λz+ h.o.t, λ = exp(2iπγ), γ ∈ R∖Q, which are not holo-
morphically linearizable f . The maximal abelian group that contains f is not necessarily of the
previous type. It can be uncountable (see [PM95]).
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Let σ be an element of Aut(G1
0). We can, as in the formal case, characterize the groups A0 and Ak,λ

by their torsion elements. Recall that if f belongs to G1
1, then f is a commutator, and σ( f ) also. As a

consequence, σ(G1
1) = G1

1, and if H is a maximal abelian subgroup of G1
1, then σ(H) also. Hence, as in

the formal context, σ(Ak,0) is holomorphically conjugate to one of the Ak,λ. We want to prove that σ(A0)

is conjugated to A0.

Lemma 6.9. Let f be an element of G1
0. Assume that f acts by conjugation on Ak,λ, i.e. f Ak,λ f−1 =Ak,λ.

Then

• if λ ̸= 0, then f = ξexpε
xp+1

1+λxp
∂

∂x for some ε, ξ in C such that ξp = 1;
• if λ = 0, then f = µexpεxp+1 ∂

∂x for some µ in C∗, and ε in C.

Proof. Left to the reader. □

Now, let us fixed k; we can assume, up to conjugacy, that σ(Ak,0) = Ak,λ for some λ. But σ(A0)

contains periodic elements of all periods so λ = 0 and σ(A0) is an abelian subgroup of the "affine" group{
µexpεxp+1 ∂

∂x |µ ∈ C∗, ε ∈ C
}

(Lemma 6.9). Such a group is either conjugate to a subgroup of A0, or
conjugate to a subgroup of {

ξexpε
xp+1

1+λxp
∂

∂x
|ε, ξ ∈ C, ξ

p = 1
}
.

The fact that σ(A0) contains an infinite number of periodic elements implies that σ(A0) is a subgroup
of A0. As σ(A0) is maximal, one gets: σ(A0) = A0.

Recall that σ(A0) = A0 acts on all the σ(Aℓ,0); an argument similar to that used in the formal case
(§6.1) implies that σ(Aℓ,0) = Aℓ,0 for all ℓ ∈ N.

As before σ : A0 → A0 corresponds to an automorphism of the field C.

Lemma 6.10. Any σ ∈ Aut(G1
0) extends into an automorphism σ̂ : Ĝ1

0 → Ĝ1
0. Moreover, σ(G1

k) = G1
k .

Proof. The projections of the homotheties and the expxℓ ∂

∂x ’s, ℓ ≤ k − 1, generate G1
0⧸Gk

0
≃ Ĝ1

0⧸̂Gk
0
.

Since σ preserves A0 and the Aℓ,0’s, it induces an automorphism

σk : Ĝ1
0⧸̂Gk

0
→ Ĝ1

0⧸̂Gk
0

for any k. By construction these automorphisms are compatible with the filtration induced by the Gk
0’s

Ĝ1
0⧸̂Gk

0

σk // Ĝ1
0⧸̂Gk

0

Ĝ1
0⧸̂Gk+ℓ

0

OO

σk+ℓ

// Ĝ1
0⧸̂Gk+ℓ

0

OO
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As a result, the σk’s determine an automorphism σ̂ : Ĝ1
0 → Ĝ1

0. This automorphism extends σ in the
following sense: if we fix a coordinate z, we get an embedding G1

0 ↪→ Ĝ1
0 that associates to the convergent

element f = ∑anzn the element f = ∑anzn seen as a formal serie. By construction σ̂( f ) = σ( f ), i.e. σ̂

sends a holomorphic diffeomorphism onto a holomorphic diffeomorphism. □

According to what we have done before we can assume that σ̂ is associated to an automorphism τ of
the field C: if f = ∑anzn, then

σ̂( f ) = ∑
n≥1

τ(an)zn.

The automorphism τ satisfies the following property: if ∑
n≥1

anzn converges, then ∑
n≥1

τ(an)zn also con-

verges.

Lemma 6.11. Either τ is the identity z 7→ z, or τ is the complex conjugation z 7→ z.

Proof. If τ preserves R, that is if τ(R) = R, then τ is either the identity, or the complex conjugation.
If τ(R) ̸= R, then the image of the unit disk D(0,1) is dense in C (see [Kes51]). Suppose that τ is

neither the identity, nor the complex conjugation. By density there exists an ∈ D(0,1), n ≥ 2, such that
|τ(an)−n!|< 1. If f = z+∑anzn, then on the one hand f belongs to G1

0, and on the other hand z+∑anzn

diverges: contradiction. □

We finally can state:

Theorem 6.12. The group Out(G1
0) is isomorphic to Z⧸2Z.

7. AUTOMORPHISMS GROUPS OF Ĝn
0, AND Gn

0

We have in mind the following two conjectures:

Conjecture 7.1. The automorphisms group of Ĝn
0 is generated by the inner automorphisms, and the

automorphisms of the field C.

Conjecture 7.2. The group Out(Gn
0) is isomorphic to Z⧸2Z.

Let σ be an element of Aut(Ĝn
0). Denote by

j1 : Ĝn
0 → GL(Cn), f 7→ D f(0)

the map that associates to f its linear part at 0. Set ϕ̃ = j1 ◦σ, i.e.

ϕ̃ : Ĝn
0

σ−→ Ĝn
0

j1−→ GL(Cn)

f 7→ σ( f ) 7→ D(σ( f ))(0)

and consider ϕ = ϕ̃|GL(Cn) the restriction of ϕ̃ to GL(Cn).
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Lemma 7.3. The map

ϕ : GL(Cn)→ GL(Cn), A 7→ D(σ(A))(0)

is an injective homomorphism.

Proof. Denote by H the subgroup of homotheties C∗id of GL(Cn).

Lemma 7.4. The periodic elements of GL(Cn)∖{id} do not belong to kerϕ.

Proof. Let A ∈ GL(Cn) be a non-trivial periodic element of period p, i.e. Ap = id, and Ak ̸= id for any
1 ≤ k ≤ p− 1. Then σ(A) is also a non-trivial periodic element of GL(Cn), and its period is p. As
a consequence σ(A) is conjugate to its linear part ϕ(A), and ϕ(A) is a periodic element of GL(Cn) of
period p. Therefore A does not belong to kerϕ. □

The normal subgroups of GL(Cn) are either subgroups of H , or overgroups of SL(Cn). But SL(Cn)

contains periodic elements, so Lemma 7.4 implies that the normal subgroup kerϕ of GL(Cn) is a sub-
group of H .

Let us consider an element B of kerϕ. Then σ(B) = id+h.o.t., and σ(B) = expX where X denotes a
formal vector field of order ν ≥ 2. Let us remark that

exp tX = id+∑PI(t)xI

where the PI(t)’s are polynomial transformations. Hence if f commutes to expX , then f commutes to
all exp tX , and f∗X = X . Since B belongs to kerϕ ⊂ H , B commutes to GL(Cn), and σ(B) commutes
to σ(GL(Cn)): if ψ belongs to σ(GL(Cn)), then ψ∗X = X . As a result, if Xν is the homogeneous part of
lower degree of X , then for any φ∗ ∈ ϕ(GL(Cn)) we have φ∗Xν = Xν.

Let C = µ id be an homothety such that µ is a p-th root of unity with the following property: µν−1 ̸= 1.
As we have seen σ(C) is periodic, non-trivial, of period p; hence σ(C) is conjugate to ϕ(C). As a
consequence ϕ(C) is a periodic element of GL(Cn).

i) Assume that ϕ(C) is in H , i.e. ϕ(C) = α id with α ∈ C∗ such that αp = 1 and αν−1 ̸= 1. On the
one hand φ∗Xν = Xν, and on the other hand

φ∗Xν = (α id)∗Xν = α
ν−1Xν.

As a consequence αν−1 = 1: contradiction.
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ii) Suppose that ϕ(C) is not in H . Since ϕ(C) is periodic, ϕ(C) is semi-simple. We can thus
write ϕ(C) as follows

 λ1
. . .

λ1

  λ2
. . .

λ2


. . .


with λi ̸= λ j as soon as i ̸= j. Note that we have the following diagram:

GL(Cn)
ϕ //

��

ϕ(GL(Cn))

GL(Cn)⧸kerϕ

≃

55

As kerϕ is a group of homotheties we have a surjection

GL(Cn)⧸kerϕ ↠ PGL(Cn)

and so a surjection
ϕ(GL(Cn))↠ PGL(Cn).

Since C commutes with GL(Cn), ϕ(C) commutes with ϕ(GL(Cn)). As a result ϕ(GL(Cn)) is a
group of block matrices. But there is no surjection from a group of block matrices into PGL(Cn);
indeed, such a group contains non-trivial proper normal subgroups whereas PGL(Cn) is simple.

□

According to Lemma 7.3, kerϕ = {id}. Consider a non-periodic homothety λ id. Then, ϕ(λ id) is
non-periodic, and as λ id commutes to GL(Cn), ϕ(λ id) commutes to ϕ(GL(Cn))≃ GL(Cn).

Claim 7.5. The image ϕ(λ id) of λ id by ϕ is an homothety.

Proof of Claim 7.5. Assume by contradiction that ϕ(id) is not an homothety. Then, Cent(ϕ(λ id),GL(Cn))

is isomorphic to a block matrices group H. In particular, ϕ(GL(Cn)) is a subgroup of H, and thus can
not be isomorphic to GL(Cn): contradiction. □

Since ϕ(λ id) is a non-periodic homothety, ϕ(λ id) can be written as µ id for some µ ∈ C∗ that is not a
root of unity, and

σ(λ id) = µ id+h.o.t.
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is (maybe only formally if |µ|= 1) conjugate to µ id. After conjugacy let us assume that σ(λ id)= ϕ(λ id).
As σ(GL(Cn)) commutes to µ id, the inclusion σ(GL(Cn))⊂ GL(Cn) holds after conjugacy. Let us now
prove the reciprocal inclusion, that is GL(Cn)⊂σ(GL(Cn)). Let B be an element of GL(Cn)∖ σ(GL(Cn)).
But B commutes to µ id, so σ−1(B) commutes to σ−1(µ id) = λ id. Since λ is not a root of unity, σ−1(B) is
linear, i.e. belongs to GL(Cn): contradiction with GL(Cn)∖σ(GL(Cn)). Finally GL(Cn) = σ(GL(Cn)),
and one can state:

Lemma 7.6. If σ belongs to Aut(Ĝn
0), then up to conjugacy σ|GL(Cn) is an automorphism of GL(Cn).

Proposition 7.7. Up to conjugacy and up to the action of an element of Aut(C,+, ·), the restriction of
an element of Aut(Ĝn

0) to GL(Cn) is the identity map.

Proof. Let σ be an element of Aut(Ĝn
0) According to Lemma 7.6, up to the action of an automorphism

of the field C, either σ|GL(Cn) is the identity map, or σ|GL(Cn) is the involution A 7→ tA−1.
Assume that σ|GL(Cn) is the involution A 7→ tA−1. Set f = (x1 + x2

2,x2,x3, . . . ,xn),

g = (x1 + x2,x2,x3, . . . ,xn), ha,b = (a2x1,ax2,b3x3,b4x4, . . . ,bnxn)

with ai, bi ∈ C∗. Note that

• g belongs to GL(Cn), so σ(g) = (x1,x2 − x1,x3,x4, . . . ,xn);
• ha,b belongs to GL(Cn), hence σ(h) =

(
x1
a2 ,

x2
a ,

x3
b3
, x4

b4
, . . . , xn

bn

)
;

• f g = g f ;
• f ha,b = ha,b f .

As a consequence, σ( f ) commutes to both (x1,x2 − x1,x3,x4, . . . ,xn) and
(

x1
a2 ,

x2
a ,

x3
b3
, x4

b4
, . . . , xn

bn

)
. From

σ( f )σ(ha,b) = σ(ha,b)σ( f ), we get that there exist ε in C and λi in C∗ such that

σ( f ) = (λ1x1 + εx2
2,λ2x2,λ3x3, . . . ,λnxn);

furthermore, from σ( f )σ(g) = σ(g)σ( f ), we obtain ε = 0 and λ1 = λ2, i.e.

σ( f ) = (λ1x1,λ1x2,λ3x3, . . . ,λnxn).

In particular σ( f ) = σ

(
x1
λ1
, x2

λ1
, x3

λ3
, x4

λ4
, . . . , xn

λn

)
: contradiction. □

Proposition 7.7 can used as follows. Take an element A in GL(n,C), typically A0 =(λx1,x2,x3, . . . ,xn),
and consider the group Cent(A, Ĝn

0) =
{

f ∈ Ĝn
0 | f ◦A = A ◦ f

}
. In the case of the example of A0, for

some generic λ, we have

Cent(A0, Ĝn
0) =

{(
a(x2,x3, . . . ,xn)x1,g(x2,x3, . . . ,xn)

)
|a ∈ C[[x2,x3, . . . ,xn]]

∗, g ∈ Ĝn−1
0

}
.

If σ ∈ Aut(Ĝn
0) is such that σ|GL(n,C) = idGL(n,C), then σ

(
Cent(A, Ĝn

0)
)
= Cent(A, Ĝn

0), and we can expect
for instance with A of type A0 to use an induction on the dimension to prove Conjecture 7.1.
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