
HAL Id: hal-03725078
https://hal.science/hal-03725078v1

Submitted on 15 Jul 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Soft core fluid with competing interactions at a hard wall
Ivan Kravtsiv, T. Patsahan, M. Holovko, Dung Di Caprio

To cite this version:
Ivan Kravtsiv, T. Patsahan, M. Holovko, Dung Di Caprio. Soft core fluid with competing interactions
at a hard wall. Journal of Molecular Liquids, 2022, 362, pp.119652. �10.1016/j.molliq.2022.119652�.
�hal-03725078�

https://hal.science/hal-03725078v1
https://hal.archives-ouvertes.fr


Journal of Molecular Liquids 362 (2022) 119652
Contents lists available at ScienceDirect

Journal of Molecular Liquids

journal homepage: www.elsevier .com/locate /mol l iq
Soft core fluid with competing interactions at a hard wall
https://doi.org/10.1016/j.molliq.2022.119652
0167-7322/� 2022 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

⇑ Corresponding author.
E-mail address: ivankr@icmp.lviv.ua (I. Kravtsiv).
I. Kravtsiv a,⇑, T. Patsahan a, M. Holovko a, D. di Caprio b

a Institute for Condensed Matter Physics, National Academy of Sciences of Ukraine, 1 Svientsitskii Str., 79011 Lviv, Ukraine
b Institute of Research of Chimie Paris, CNRS - Chimie ParisTech, 11, rue P. et M. Curie, 75005 Paris, France
a r t i c l e i n f o

Article history:
Received 22 April 2022
Revised 14 June 2022
Accepted 15 June 2022
Available online 18 June 2022

Keywords:
Competing interactions
Field theory
Hard wall
Soft Yukawa potential
Computer simulations
a b s t r a c t

A model of competing pair interaction in the form of a three-Yukawa (3Y) potential is considered. The
results of computer simulations show that the model proposed can describe spontaneous appearance
in a homogeneous fluid of a variety of mesostructured phases. Furthermore, these self-assembly effects
appear to be favored by the presence of confining walls. A field theory approach is subsequently applied
to a mesoscopically homogeneous 3Y fluid at a hard wall. Explicit analytical expressions for the pair cor-
relation function and the density profile are derived. The structure factor is calculated by introducing an
effective hard core radius characteristic of the system, based on which the k-lines is constructed. It is
shown that the theoretical results obtained for density profiles of a 3Y fluid near a hard wall are in a good
agreement with computer simulations data.

� 2022 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

It is a great honor and pleasure for us to dedicate this paper to
Professor Gabor Palinkas on the occasion of his 80th birthday. M.
Holovko (MH) remembers his first meeting with Gabor during
School on Ionic Solvation in 1983 in Lviv. The following year they
met in Veshprem at the Liquids and Solutions Conference orga-
nized by Gabor. After that they met many times during different
EMLG meetings in different places. In particular, they met at
EMLG-2000 meeting in Regensburg when Gabor was elected chair-
man of EMLG. MH remembers also the EMLG-2007 meeting in
Fukuoka where Gabor presented a great lecture on self-assembly
in complex liquids.

Over the last decades considerable attention has been devoted
to complex fluids exhibiting self-assembly phenomena, formation
of aggregates and modulated mesoscale structures [1–7]. A large
variety of such fluids exists including certain colloidal dispersions,
block copolymer melts, solutions of amphiphilic molecules, to
name a few. The origin of their behaviour usually results from
competition of interparticle interactions having simultaneously
an attractive and a repulsive nature. These interactions can appear
due to both the direct interactions (e.g. Van der Waals forces, elec-
trostatic) and indirect interactions via solvent (e.g. depletion
forces), a combination of which can be modeled as an effective iso-
tropic pair potential characterized by short-range attraction and
long-range repulsion (SALR) beyond the particle core [8–15]. The
SALR type of a pair potential is widely used to describe models of
such fluids with competing interactions. Due to the features of this
potential, inhomogeneities or microphases of certain sizes is
observed in a particles structure, leading to clustering at low den-
sities or forming spatial patterns at high densities [16–23]. Sizes of
the inhomogeneities are mostly defined by the parameters of SALR
potential, i.e. by interparticle distances at which the potential is
attractive and where it becomes repulsive. When the attractive
part of SALR potential is sufficiently broad, particles assemble into
large clusters or into spatial patterned structures of mesoscopic
scale. The particular shape of obtained patterns strongly depends
on the particle density and temperature. Models of fluids with
competing interactions described by the SALR potential have been
the focus of extensive research due to their ability to describe
spontaneous emergence in a homogeneous fluid of mesostructured
phases of different morphologies [1]. Developing a direct connec-
tion of dispersion micro- and meso- structure with the competing
pair potential is therefore important for technological applications
as the competition of the two features provides opportunities to
engineer desirable properties of colloidal systems and formulate
new materials [15,16].

For systems with competing interactions in the bulk, a large
body of research has been reported. The studies have been done
in the framework of computer simulations [24,26,27], including
those in combination with machine learning techniques [28],
approaches such as Landau-Brazowski theory [29], integral equa-
tions [24,25,30], and density functional theory [25,31–33]. Far
fewer results exist for systems under confinement. The latter
may induce significant structural changes in the fluid, especially

http://crossmark.crossref.org/dialog/?doi=10.1016/j.molliq.2022.119652&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.molliq.2022.119652
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:ivankr@icmp.lviv.ua
https://doi.org/10.1016/j.molliq.2022.119652
http://www.sciencedirect.com/science/journal/01677322
http://www.elsevier.com/locate/molliq


Fig. 1. Pair interaction potential (1) corresponding to the Model M1 (lower blue
line) and M2 (upper red line) sets of parameter values.
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in the layers adjacent to the confining interfaces. For this reason,
confined SALR systems have typically been investigated in two
dimensions [34–36], although some results for the three dimen-
sional case also exist. For instance, in [37] a SALR fluid confined
in a slit-like pore was studied in the framework of a perturbative
density functional approach. In [38], the structure and adsorption
of a system with competing interactions confined by an attractive
wall was investigated by means of computer simulations. Phase
behavior of a harmonically confined colloidal suspension has been
considered as well [39]. In [40] the authors developed a meso-
scopic theory for self-assembling systems near a planar confining
surface.

A popular SALR model is that of a two-Yukawa hard sphere
fluid. Such a potential provides a reasonable description of disper-
sions of charged colloidal particles in the presence of a depletant,
and it is possible to tune its interaction parameters by varying
physical conditions [41,30]. In contrast, in this work we propose
to study a fluid interacting with a three-Yukawa potential of the
SALR form. Such a model with a soft core takes into account the
possibility of partial overlap between two particles. Examples of
respective systems include, but are not limited to, protein mole-
cules, soft colloids, polymer grafted nanoparticles, star and other
branched polymers, dendrimers, microgels. Also a SALR potential
presented in the form of a combination of Yukawa potentials has
the advantage of making it possible to perform analytical
calculations.

The goal of this study is to develop a theoretical approach cap-
able of describing a soft core fluid with competing interaction
modelled with the three-Yukawa (3Y) potential. Besides structural
properties of a 3Y fluid in the bulk, a special attention is paid to
predicting the density profile of this fluid near a hard wall. As a first
step, we present theoretical results considered for the system at
temperatures somewhat higher than clusters or patterned struc-
tures can form. Explicit analytical expressions for the pair correla-
tion function and the density profile are derived. These expressions
contain only parameters of the pair potential and the thermody-
namic state, thus providing a link between microscopic parameters
of the system and respective measurable quantities.

Since the model of a soft-core 3Y fluid with competing inter-
actions is considered for the first time, we also present some pre-
liminary results of computer simulations to demonstrate the
ability of this fluid to form clusters and different patterned struc-
tures similar to those obtained for other SALR-type models
known from the literature [24,26–28,31–33]. Simulations also
have enabled us to analyze the general phase behaviour of a 3Y
fluid depending on the density and the temperature in the bulk
and near hard walls, hence to determine parameters for the sys-
tem, which are suitable to make a comparison with the results of
our theory.

Therefore, the paper is organized as follows. First, in Section 2
we introduce the 3Y potential and its parameters used in our
study. In Section 3 we present some computer simulations results
for a 3Y fluid at different densities and temperatures to illustrate
the relevance of the proposed potential and the chosen parame-
ters. Next, we start to employ a classical field theory [42,43] for
a 3Y fluid in Section 4. In Section 5 we develop the field theory
and obtain an analytical equation for the pair distribution function
for a 3Y fluid in the bulk. In the same section we theoretically pre-
dict for the bulk 3Y fluid the region of the transition from a homo-
geneous state to inhomogeneous one at which microphases
formation occurs. The final results are presented in Section 6,
where the density profiles of a 3Y fluid are obtained near a hard
wall in the mean field approximation numerically and from an
analytical expression. The results found are tested against com-
puter simulations data. The concluding remarks are presented in
the last Section 7.
2

2. The model

We study a fluid of soft particles interacting with a Three-
Yukawa (3Y) potential given by

m rð Þ ¼ A1

r
exp �a1rð Þ þ A2

r
exp �a2rð Þ þ A3

r
exp �a3rð Þ; ð1Þ

where r denotes the distance between two particles, Ai are the
amplitudes of interaction and ai are the inverse ranges. The values
of parameters Ai and ai are adjusted empirically to get a shape of the
potential, which is appropriate for the SALR type of potential.
Namely, we consider two sets of parameters which we will refer
to as Models M1 (A1 ¼ 92:1106; a1 ¼ 1:463485; A2 ¼ �81:91964;
a2 ¼ 1:0; A3 ¼ 16:07036; a3 ¼ 0:6) and M2 (A1 ¼ 150:6561;a1 ¼
1:923254;A2 ¼ �122:613;a2 ¼ 1:26115;A3 ¼ 27:11811;a3 ¼ 0:75669).
The respective shapes of these potentials are shown in Fig. 1. We
note that the Model M2, shown by the red dashed line, displays
stronger long-range repulsion relative to the Model M1.

Given the form of the interparticle interaction, it is convenient
to introduce units of energy e� and length r� corresponding to
the minimum of the potential and the smallest distance between
two particles at which the potential turns to zero, i.e.
e� ¼ mmin rð Þ ¼ m rminð Þ and m r�ð Þ ¼ 0 with r� < rmin. Therefore, the
quantity e� is the depth of the attractive potential well and r� is
the diameter of particle soft core. Henceforth, the quantities with
an asterisk are measured in real units while those without an
asterisk will be non-dimensional and expressed in terms of e�

and r�, for example the temperature T ¼ kBT
�=e�, the density

q ¼ q� r�ð Þ3, and the parameters of the potential
Ai ¼ A�

i = r�e�ð Þ;ai ¼ a�
ir�. Due to the softness of the core, the poten-

tial (1) makes it possible to take into account partial overlap
between particles. The model can, therefore, describe effective pair
interaction in a variety of soft matter systems such as star-polymer
blends, dispersions of polymer-grafted nanoparticles, solutions of
proteins, and microgel suspensions. In addition, due to its continu-
ity the potential is convenient for analytical calculations.
3. Computer simulations

A series of molecular dynamics (MD) computer simulations [44]
have been performed to examine whether Models M1 and M2 can
exhibit micro-segregation phenomena leading to different kinds of
inhomogeneities and to estimate the ranges of temperatures and
densities at which they occur. In addition, we were interested in
the confinement effects for such systems. Having the intention to
study purely the impact of confinement, we considered the case
of hard walls, i.e. no attraction between the walls and the particles
was taken into account. The MD simulations were performed in
NVT ensemble using the Berendsen thermostat. In the bulk case
the simulation box was taken of a cubic shape with the sizes
L ¼ 24 or L ¼ 48 depending on scales of observed mesoscopic



Fig. 4. MD snapshots for a bulk fluid (Model M2). BCC lattice of spherical clusters
(left) and hexagonal ordered cylinders (right).

Fig. 5. MD snapshots for a bulk fluid (Model M2). Gyroid (left) and lamellar (right)
structures.
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structures. The cutoff radius of 3Y potential was limited to rc ¼ 12
in all cases. The periodic boundary conditions were applied along
three dimensions to the bulk system. It was noticed that for Model
M1 the clusters formed due to self-assembly are much larger than
in the Model M2, thus for the Model M1 preferably the larger was
box used. To investigate the confinement effects of hard walls we
have chosen the rectangular simulation box elongated in Z-
direction such as Lx ¼ Ly ¼ 24 and Lz ¼ 48. In this case the periodic
boundary conditions were applied only in X and Y directions, but in
Z-direction the particle-wall reflection procedure was employed.
The simulation timestep was dt ¼ 0:01.

In parallel the conventional Monte-Carlo (MC) simulations [44]
in the NVT ensemble were performed and compared with the MD
simulations. Both approaches were in a good agreement and led to
the same quantitative results. It was noticed, that MD simulations
were faster in getting the reliable results for stable mesoscopic
structures than the method MC for the same number of particles.
However, for a microstructure the MC provided more accurate
results, which were needed for a comparison with pair distribution
functions and density profiles obtained form the theory developed
in our study.

In Fig. 2, we present simulation snapshots for the Model M1 in
the bulk. For comparison, Fig. 3 shows simulation snapshots for the
same system confined between two inert walls. One can see that at
T ¼ 10:0 the bulk fluid is uniform, while near the walls distinct
clusters of particles are formed. As the temperature is raised, at
T ¼ 12:0 clusters disappear; however, some inhomogeneties at
the walls still persist. From these facts we infer that confining walls
trigger and favor micro-segregation effects for fluids with compet-
ing interactions. In Figs. 4 and 5 some simulation snapshots for the
Model M2 in the bulk are presented. Due to the fact that the poten-
tial M2 has more distinct shape than M1, the respective systems
show richer phenomenological behavior. At high temperatures a
uniform fluid is observed. As the temperature is decreased, the
model exhibits spontaneous appearance in the system of a wide
variety of mesostructures including lamellar and gyroid phases,
hexagonal packed cylindrical phases, cubically ordered and disor-
dered clusters formed by particles as well as voids. A transition
to a modulated inhomogeneous phase can also be seen in the plots
of the pair distribution function g rð Þ for the bulk M2 fluid and the
density profile for a fluid at a confining wall (Figs. 6 and 7). At
higher temperatures, the function g rð Þ displays a weak peak and
Fig. 2. MD snapshots in the bulk (Model M1) at T ¼ 8:0;q ¼ 0:25 (left) and
T ¼ 10:0;q ¼ 0:25 (right).

Fig. 3. MD snapshots for a fluid confined between two hard walls (Model M1) at T ¼ 10:
right edges of the box.

3

rapidly tends to its asymptotic value of unity. However, for lower
temperatures g rð Þ significantly enhances its value over a large
length scale indicative of the cluster radius. For all the tempera-
tures, the density profiles are characterized by distinct double
maxima close to the wall. At higher temperatures the profile
decays to its bulk value, while at lower temperatures the density
displays oscillations signaling the presence of large scale ordering
in the system. These effects are more pronounced in the case of
higher density q ¼ 0:75 (Fig. 7), which at T ¼ 2:0 corresponds to
a lamellar structure (Fig. 5 on the right) and less prominent for a
fluid with q ¼ 0:25 (Fig. 6) corresponding to a spherical cluster
phase at T ¼ 2:0 (Fig. 4 on the left). The aim of the present paper
is to show that the soft core SALR potential (1) can describe spon-
taneous transition of a homogeneous fluid to mesoscopically inho-
mogeneous phases and to explore structural properties of such a
fluid in the bulk and in the vicinity of a confining wall. In a series
of papers on fluids with specific interactions [42,43,45–51], we
show that it is possible to describe these systems using a field the-
oretical approach. To reproduce density profiles found from com-
puter simulations and as a first step toward field theoretical
description of fluids with competing interactions, in the present
paper we apply this method to a fluid with the pair potential (1)
in the mesoscopically homogeneous region of the phase space.
4. Field theoretical approach

In the framework of the field theory (FT) formalism, the Hamil-
tonian of a classical system is a functional of the density field q rð Þ
and is expressed as the sum of an entropic and an interaction terms
0;q ¼ 0:25 (left) and T ¼ 12:0;q ¼ 0:25 (right). The walls are located on the left and



Fig. 6. The pair distribution functions (left) for a bulk fluid and the density profile for a fluid confined by a hard wall (right) for M2 parameters at q ¼ 0:25. The temperature
T ¼ 2:0 corresponds to a spherical cluster phase. The results have been obtained from computer simulations.

Fig. 7. Pair distribution functions as in Fig. 6 for q ¼ 0:75. The temperature T ¼ 2:0 corresponds to a lamellar structure.
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bH q rð Þ½ � ¼ bHentr q rð Þ½ � þ bHint q rð Þ½ �; ð2Þ
which respectively have the forms

bHentr q rð Þ½ � ¼
Z
q rð Þ ln q rð ÞK3

h i
� 1

� �
dr ð3Þ

bHint q rð Þ½ � ¼ b
2

Z
m rð Þ q r1ð Þq r2ð Þ � q r1ð Þd r1 � r2ð Þ½ �dr1dr2; ð4Þ

where kB is the Boltzmann constant, b ¼ 1=kBT is the inverse tem-
perature, m rð Þ is the interaction potential between two particles at
points 1 and 2 with r ¼ jr1 � r2j, and d rð Þ is the Dirac function.

In the present work the calculations are carried out in the
framework of the canonical ensemble approach. Therefore, we
are interested in the partition function ZN expressed as

ZN q rð Þ½ � ¼
Z

Dq rð Þ exp �bH q rð Þ½ �f g: ð5Þ

The number of particles is preserved by the relation
R
q rð Þdr ¼ N or

1
V

R
q rð Þdr ¼ q, where V is the volume and q ¼ N=V is the mean den-

sity. To ensure this condition, we define a Lagrange multiplier k
such that

dbH q rð Þ½ �
dq rð Þ ¼ k: ð6Þ

The logarithm of the partition function produces the Helmholtz free
energy

bF ¼ � ln ZN: ð7Þ
The mean field (MF) description of the system corresponds to esti-
mating the functional integral (5) in the saddle point approximation
according to the condition

dbH
dq

����
qMF rð Þ

¼ k: ð8Þ

The fluctuations of density are taken into account by expanding the
Hamiltonian around the field qMF rð Þ, i.e. writing
4

q rð Þ ¼ qMF rð Þ þ dq rð Þ. This amounts to a general expression for the
Hamiltonian

bH q½ � ¼ bH qMF
� �þ Z

dq r1ð Þ dbH
d dq r1ð Þð Þ

����
qMF

dr1 ð9Þ

þ 1
2

R
dq r1ð Þdq r2ð Þ d2bH

d dq r1ð Þ½ �d dq r2ð Þ½ �

���
qMF

dr1dr2þP
nP3

�1ð Þn n�1ð Þ!
n!

R
dq r1ð Þ . . . dq rnð Þ dnbH

d dq r1ð Þ½ �... d dq rnð Þ½ �

���
qMF

dr1 . . . drn:

The first term is essentially the functional (2) for the mean field
density

bH qMF
� � ¼ Z

qMF r1ð Þ ln qMF r1ð ÞK3
h i

� 1
� �

dr1

þ b
2

Z
m rð Þ qMF r1ð ÞqMF r2ð Þ � qMF r1ð Þd r1 � r2ð Þ� �

dr1dr2:

ð10Þ

The linear term vanishes as in the canonical ensemble the number
of particles is fixed, i.e.

R
dq rð Þdr ¼ 0. The terms of higher orders

arise from the expansion of the logarithm function in Eq. (3).
5. Three-Yukawa fluid in the bulk

In this section we apply field theory to study analytically the
properties of a 3Y fluid in the bulk region. One point of interest
is to investigate the conditions for the appearance of inhomoge-
neous phases, which is signaled by the divergence of the structure
factor S kð Þ. The curve separating the respective homogeneous and
inhomogeneous phases (known as the k-line) is therefore deter-
mined by the locus of points at which S kð Þ diverges. This knowl-
edge is also important for numerical calculations of the density
profiles which we intend to perform within the homogeneous part.
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5.1. The pair distribution function

The structure of a fluid can be described by the pair correlation
function (PCF) h rð Þ. This quantity can be found from the following
expression [52]

h r1; r2ð Þ q r1ð Þh i q r2ð Þh i ¼ dq r1ð Þdq r2ð Þh i � d r1 � r2ð Þ q r1ð Þh i: ð11Þ
We expand the Hamiltonian with respect to the mean field density
qMF rð Þ. Truncation of expansion (9) at the second term corresponds
to the description of the system in the Gaussian approximation.

The quadratic term in Eq. (9) is

bH2 q½ � ¼ 1
2

Z
dq r1ð Þdq r2ð Þ d r1 � r2ð Þ

qMF r1ð Þ þ bm rð Þ
� �

dr1dr2; ð12Þ

where the first term comes from the expansion of the logarithm in
the entropic part of the Hamiltonian.

In order to calculate the averages using the Gaussian integrals,
it is necessary to have the quadratic term of the Hamiltnian in a
diagonal form. For bulk properties we can expand the density on
the Fourier components

dq rð Þ ¼
X
k>0

dqk e
ikr: ð13Þ

In this basis the quadratic Hamiltonian equals

bH2 q½ � ¼ V
2q

X
k>0

dqkdq�k 1þ m kð Þ½ �; ð14Þ

where

bm kð Þ ¼
X3
i¼1

4pbAi

k2 þ a2
i

ð15Þ

is the Fourier transform of the interaction potential (1) multiplied
by the inverse temperature.

Calculating the averages in (11) with the weight given by the
quadratic Hamiltonian (14), we arrive at the following relation

dq kð Þdq �kð Þh i ¼
R
D dq kð Þð Þe�bH2 q kð Þ½ �dq kð Þdq �kð ÞR

D dq kð Þð Þe�bH2 q kð Þ½ � ð16Þ

The Fourier transform of the pair correlation function is then

h kð Þ ¼ � bm kð Þ
1þ qbm kð Þ : ð17Þ

In Appenddix 1 we show that expression (17) leads to a bicubic
equation for k, which allows to derive an explicit solution for the
PCF h rð Þ. Here we present the final result

h rð Þ¼� 1
2pq

H0
exp �k0rð Þ

r
þ H1 cos lrð ÞþH2 sin lrð Þ½ �exp �krð Þ

r

	 

;

ð18Þ
where

H0 ¼ 1

2 k40 � 2k20 k2 � l2
� �þ k2 þ l2

� �2h iX3
i¼1

,2
i a2

j � k20

� �
� a2

k � k20
� �

; ð19Þ

H1 ¼ 1

8l2k2 þ 2k202

X3
i¼1

,2
i �a2

j a2
k þ k20 a2

j þ a2
k

� �
þ 4l2k2

h i
; ð20Þ

H2 ¼ 1

16l3k3 þ 4lkk202
X3
i¼1

,2
i 4l2k2 a2

j þ a2
k

� �
þ k20 a2

j a2
k � 4l2k2

� �h i
;

ð21Þ
5

j; k 2 1;2;3f g with i – j– k, we use the bar to denote shifted quan-
tities �. . .ð Þ ¼ . . .� k2 þ l2

� �
, and

k0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
3

bþ C þ D0

C

	 
s
; ð22Þ

k ¼ 1ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

1 þM2
2

q
þM1

� �1=2
; ð23Þ

l ¼ signum M2ð Þffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

1 þM2
2

q
�M1

� �1=2
; ð24Þ

M1 ¼ 1
3

b� C
2
� D0

2C

	 

; ð25Þ

M2 ¼ 1
3

ffiffiffi
3

p

2
C � D0

C

� �
; ð26Þ

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�27D

p

2
3

s
; ð27Þ

D0 ¼ b2 � 3c; ð28Þ
D1 ¼ 2b3 � 9bc þ 27d; ð29Þ
D ¼ 18bcd� 4b3dþ b2c2 � 4c3 � 27d2

; ð30Þ
b ¼ ~,2

1 þ ~,2
2 þ ~,2

3

� �
; ð31Þ

c ¼ ~,2
1
~,2
2 þ ~,2

1
~,2
3 þ ~,2

2
~,2
3 � ,2

1,
2
2 � ,2

1,
2
3 � ,2

2,
2
3

� �
; ð32Þ

d ¼ ~,2
1
~,2
2
~,2
3 � ,2

2,
2
3

� �� ,2
1,

2
2
~,2
3 � ,2

1,
2
3
~,2
2 þ 2,2

1,
2
2,

2
3; ð33Þ

,2
i ¼ 4pqbAi; ~,2

i ¼ ,2
i þ a2

i : ð34Þ
Eq. (18) tells us that the quantities k0; k and l have the meaning of
parameters that characterize the screening of interaction with k0
and k responsible for the decaying and l responsible for the oscilla-
tory parts of the interaction. We note that for the values of the pair
potential considered in this paper, the quantities k0; k and l are real
numbers. In addition, k0 and k are positive.

It is worth mentioning that after setting any pair of the ampli-
tudes (A1;A2;A3) to zero, the expressions (18)–(21) reproduce the
pair correlation function of a Yukawa fluid derived in [53] in the
framework of the collective variables approach.

In the Gaussian approximation, the radial distribution function
(RDF) g rð Þ can be written as

g rð Þ ¼ 1þ h rð Þ: ð35Þ
From Eq. (18) one can see that the function g rð Þ diverges when
r ! 0. As we discussed in our previous papers [42,43], this behavior
can be corrected by introducing exponential approximation for the
RDF in the form

gexp rð Þ ¼ exp h rð Þ½ �: ð36Þ
In Figs. 8–11 we compare numerical results for the pair distribution
function calculated from Eqs. (35) and (36) with computer simula-
tions data. The plots are presented for Models M1 and M2 at differ-
ent densities and temperatures. One can see that the results of the
theory are in qualitative agreement with the simulations while
quantitative agreement improves as the temperature rises. We also
note the correct behavior of the exponential approximation (36) at
small distances in contrast to the non-physical behavior of the ini-
tial approximation (35).

5.2. The structure factor and k-line

The static structure factor S kð Þ provides information on fluid
microstructure including microphase formation displayed by the
system. S kð Þ is given by the expression

S kð Þ ¼ 1
1� q~c kð Þ ; ð37Þ



Fig. 8. Pair distribution function for Model M1. The blue solid lines are given by Eq. (35), the red dashed lines correspond to approximation (36), and the black solid curves are
calculated from the MC simulations data.

Fig. 9. Pair distribution functions as in Fig. 8 at a higher temperature.

Fig. 10. Pair distribution functions as in Fig. 8 for. q ¼ 0:50.

Fig. 11. Pair distribution functions as in Fig. 10 at higher temperatures.
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where ~c kð Þ is the Fourier transform of the direct pair correlation
function c rð Þ of the bulk fluid. In the random phase approximation,

~c kð Þ ¼ �bm kð Þ; ð38Þ
where m kð Þ is given by Eq. (15).

In the case of appearance of inhomogeneities and microphase
formation in a fluid the structure factor shows a pronounced
maximum at a non-zero wave number k. The k-line is defined
6

as the locus of points in which the static structure factor S kð Þ
diverges at a finite and non-zero value of the wave number
k ¼ kc [23–25,30,31,41] and it is used to describe a transition
from a homogeneous phase to a modulated inhomogeneous
phase. When the fluid is in the homogeneous phase, the denom-
inator 1� q~c kð Þ on the RHS of expression (37) takes on positive
values. As we lower the temperature T ¼ 1=b, this denominator
shifts downward and at certain values of the density q and the
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wave number k becomes equal to zero, which can be found from
the conditions:

q~c kc; q; Tf gð Þ ¼ 1; ð39Þ
@~c k; q; Tf gð Þ

@k

����
k¼kc

¼ 0: ð40Þ

For the function ~c kð Þ in the form (38), the system (39) and (40)
amounts to the equations

� 4pq
T

X3
i¼1

Ai

k2c þ a2
i

¼ 1; ð41Þ

X3
i¼1

Ai

k2c þ a2
i

� �2 ¼ 0: ð42Þ

Since kc can be calculated independently of q and T from (42), and
due to the fact that in the Eqs. 41,42 the density and the tempera-
ture are present only in the form of the ratio q=T , the solution of this
system comes out as a linear equation q=T ¼ const. This means that
in the present approximation the k-line has a linear form as shown
in Fig. 12 for the model M1. In the literature this linear dependence
of the k-line is usually related to the crystallization phenomena
appearing in soft core particle systems under freezing conditions
[54,55]. It should also be noted that for the model M2 no solutions
of Eqs. 41,42 exist in a physically reasonable range of density and
temperature values. On the other hand, it is evident from our sim-
ulations above that both the models M1 and M2 do, in fact, exhibit
the possibility of a transition to mesoscopically ordered or disor-
dered inhomogeneous structures. We attribute this contradiction
to the weakness of the approximation used to describe the beha-
viour of this transition in the system under study. To tackle this
problem the perturbation theory of liquids [52] can be applied,
where the original potential is typically split into a strong
Fig. 12. k-line for the model M1 calculated from the direct correlation function
given by Eq. (38) with kc ¼ 0:88424.

Fig. 13. Estimations of the effective hard core diameter for model M1. The vertical lines m
expression (43) at f ¼ 4 (Left panel: rkT ¼ 0:30, right panel: rkT ¼ 0:23), the blue dashed l
rkT ¼ 0:46), and the dashed green line obtained from expression (44) (Left panel: rBH

function given by Eq. (35), the red dashed lines correspond to approximation (36), and

7

short-ranged repulsion and a long-ranged part corresponding to
the rest of potential.

In the perturbation theory description of a short-range repul-
sive potential is usually modelled as a hard sphere serving as the
reference system. In the case of soft particles it is suggested to sub-
stitute a soft core by some corresponding hard core with an effec-
tive radius [56,57]. One way to determine the corresponding hard
core diameter reff is to use the distance at which the pair potential
(1) equals the thermal energy kBT with a specific factor f [56], i.e.

m rkTð Þ � fT ¼ 0: ð43Þ
Another way to determine reff is by employing the Barker-
Henderson formula [58]

rBH ¼
Z r

0
dr 1� e�bm rð Þ� �

; m rð Þ ¼ 0: ð44Þ

It is reasonable to presume that the value of the effective diameter
should stem from the condition that two particles cannot overlap
closer than the distance r ¼ reff , i.e. the distance where the value
of the radial distribution function is close to zero. In Figs. (13) and
(14) we show different estimations of the effective hard core diam-
eter by employing expression (43) at f ¼ 1 and f ¼ 4 as well as the
Barker-Henderson recipe (44). We analyze the curves of the radial
distribution functions given by Eqs. (35) and (36) relative to differ-
ent reff in order to determine the maximum distance, at which the
RDF takes on a value close to zero. One can infer that the best
approximation corresponds to expression (43) with f ¼ 4. We,
therefore, find the value of the effective hard core diameter from
the solution of the following equation

m reff

� � ¼ 4T: ð45Þ
Hence, in the framework of the random phase approximation the
direct correlation function can be presented as the sum of two parts

~c kð Þ ¼ ~cHS kð Þ þ ~c3Y kð Þ: ð46Þ
One part is the effective hard core contribution [59]

~cHS¼�4p
q3 a1 sinq�qcosq½ �þ6ga2

q
2qsinqþ 2�q2� �

cosq�2
� �	

ð47Þ

þga1
2q3 4q q2�6

� �
sinq� 24�12q2þq4� �

cosqþ24
� �


;

where q ¼ kr is a dimensionless wave number, g ¼ qpr3=6 is the
packing fraction, and

a1 ¼ 1þ 2gð Þ2
1� gð Þ4

; a2 ¼ � 1þ g=2ð Þ2
1� gð Þ4

: ð48Þ

The other part of the direct correlation function comes from the
long-range potential and can be calculated as
ark effective hard core diameters with the dotted green lines corresponding to the
ine stemming from the same expression at f ¼ 1 (Left panel: rkT ¼ 0:55, right panel:
¼ 0:63, right panel: rBH ¼ 0:55). The blue solid lines depict the radial distribution
the black solid curves come from the MC simulations data.



Fig. 14. Effective hard core estimations as in Fig. (13) for model M2. Left panel: rkT ¼ 0:48 at f ¼ 4;rkT ¼ 0:71 at f ¼ 1;rBH ¼ 0:76. Right panel: rkT ¼ 0:37 at f ¼ 4;rkT ¼ 0:60
at f ¼ 1;rBH ¼ 0:67.

Fig. 15. Left: structure factors for models M1 and M2 at q ¼ 0:25; T ¼ 10. Right: k-lines for models M1 and M2.
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~c3Y kð Þ ¼ �4p
k

Z 1

r
r sin krð Þbm rð Þdr ð49Þ

¼ �4pb
X3
l¼1

Ale�alr k cos krþ al sin krf g a2
ma

2
n þ k2 a2

m þ a2
n

� �þ k3
n oh i

;

where m;n 2 1;2;3f g and l–m– n.
In Fig. (15) left panel, we show the structure factors for models

M1 and M2 with the effective hard core diameter determined from
Eq. (45). One can see distinct pre-peaks at small k– 0 signaling the
presence of microphase formation in the system. On the right panel
of Fig. (15) we show the respective k-lines for the models M1 and
M2. Both curves have bell-like shapes as commonly expected for
systems with a SALR-type potential [25,31,32] which is consistent
with our preliminary findings obtained from the simulations. We
also note a non-monotonous form of the high density branch of
the k-line exhibiting reentrant behaviour, which is related to tem-
perature dependence of the effective hard core diameter used to
describe a 3Y fluid within the perturbation theory.

We conclude that a correct description of emergence of inho-
mogeneous phases in soft core fluids such as a 3Y fluid requires
one to take into account the excluded volume effects by introduc-
ing an effective hard core diameter. At the same time, the homoge-
neous phase can be studied to some extent without considering an
effective hard core. Having the knowledge of the location of region
where there is no microphase formation and the fluid is uniform,
we can safely apply the expressions for the structural properties
derived from the field-theoretical approach by substituting the val-
ues of the density and the temperature well above the k-lines. In
this context, another point to consider is related to the vapor-
liquid phase transition curves. One way to determine the location
of the critical region is to construct the spinodals from the
condition

q~c k ¼ 0; q; Tf gð Þ ¼ 1 ð50Þ
and see where the critical point lies with respect to the k-lines.
However, the model (46) yields no solutions for Eq. (50) for either
8

M1 or M2 model. This means that the model fluid studied in this
paper does not exhibit vapor-liquid phase transition.

6. Density profiles at a hard wall

In this section we study a three-Yukawa fluid with competing
interactions in the vicinity of a hard wall. The potential of interac-
tion between the wall and a particle is taken to be infinite when
the distance between them is negative and zero elsewhere.

As expression (10) contains the field qMF r1ð Þ, one can readily see
that in the framework of the FT formalism spatially structured sys-
tems can be examined even in the framework of the simplest mean
field approximation.

From the mean field condition (8) we derive the following
equation

ln
q r1ð Þ
qb

þ V1 r1ð Þ þ V2 r1ð Þ þ V3 r1ð Þ ¼ k ð51Þ

where potentials Vi r1ð Þ are defined as

Vi r1ð Þ ¼ b
Z
q r2ð ÞAi

r
exp �airð Þdr2: ð52Þ

We put

k � V1b þ V2b þ V3b; ð53Þ
where Vib are the values of potentials Vi r1ð Þ in the bulk

Vib ¼ ,2
i

a2
i

; ð54Þ

,2
i � 4pqbbAi, and we denote the density of the fluid in the bulk by

qb to distinguish it from the distance-dependent density q rð Þwithin
the interface between the wall and the bulk region.

Given the translational invariance of the system in the direc-
tions parallel to the wall, all the distance-dependent functions in
the equations above are essentially functions of the distance z in
the direction perpendicular to the wall. In consequence, from Eq.
(51) we have the following equation for the density profile
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q zð Þ ¼ qb exp � V1 zð Þ � V1b½ � � V2 zð Þ � V2b½ � � V3 zð Þ � V3b½ �ð Þ:
ð55Þ

Eq. (55) is an integral equation of the Euler-Lagrange type. Numer-
ical solution of this equation provides the mean field approximation
for the density profile of the fluid.

The density profile can also be estimated in an explicit analyti-
cal form. To this end, we approximate the exponent in Eq. (55) as

q zð Þ ¼ qb 1� V1 zð Þ � V1b½ � � V2 zð Þ � V2b½ � � V3 zð Þ � V3b½ �ð Þ: ð56Þ
We have solved this equation analytically and arrived at the follow-
ing expression for the linearized density profile (the details of calcu-
lations are provided in the Appendix 2):

q zð Þ
qb

¼ 1� �r10 þ �r20 þ �r30½ �e�k0z ð57Þ
�e�kz k �r11 þ �r21 þ �r31ð Þ � l �r12 þ �r22 þ �r32ð Þf g coslz½
� l �r11 þ �r21 þ �r31ð Þ þ k �r12 þ �r22 þ �r32ð Þf g sinlz�;
where

�r11 ¼
� ,2

3
2a23

þ ,2
1

2a21
K30 � A lK30 þ kK12

31 � lK12
32

h i
�kK30 þ kK11

31 � lK11
32 � B lK30 þ kK12

31 � lK12
32

h i ; ð58Þ

�r12 ¼ A� B�r11; ð59Þ
�rlm ¼ 2

k2 þ l2
K11

lmr11 þ K12
lmr12

h i
; lm ¼ 21;22;31;32f g; ð60Þ

�r10 ¼ � ,2
1

2a2
1

� k�r11 þ l�r12 ¼ � ,2
1

2a2
1

þ lA� kþ lB½ ��r11; ð61Þ
�r20 ¼ �K20c10=k0; ð62Þ
�r30 ¼ �K30c10=k0; ð63Þ

K11
21 ¼

1þ �j2
1

,2
1
þ 2klð Þ2

,2
1

�j2
2þ,2

2½ �
	 

1þ �j2

2
,2
2
þ 2klð Þ2

,2
2

�j2
2þ,2

2½ �
	 
 ð64Þ
Fig. 16. Density profiles for the Model M1. The symbols correspond to MC simulations;
green lines correspond to analytical expression (57) with and without the cutoff radius

Fig. 17. Density profiles as in Fig. (16) at highe
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K12
21 ¼

2kl
,2
1
� 2kl �j2

1þ,2
1ð Þ

�j2
2
þ,2

2ð Þ,2
1

	 

1þ �j2

2
,2
2
þ 2klð Þ2

,2
2

�j2
2þ,2

2½ �
	 
 ; ð65Þ

K11
22 ¼ ,2

2

,2
2 þ �j2

2

�2kl
,2

1

þ 2kl
,2

2

K11
21

	 

; ð66Þ

K12
22 ¼ ,2

2

,2
2 þ �j2

2

1þ �j2
1

,2
1

� �
þ 2kl

,2
2

K12
21

	 

; ð67Þ

K11
31 ¼ 1

,2
2

�,2
2 þ �j2

2K
11
21 þ 2klK11

22

� �
; ð68Þ

K12
31 ¼ 1

,2
2

�j2
2K

12
21 þ 2klK12

22

� �
; ð69Þ

K11
32 ¼ 1

,2
2

�j2
2K

11
22 � 2klK11

21

� �
; ð70Þ

K12
32 ¼ 1

,2
2

�,2
2 þ �j2

2K
12
22 � 2klK12

21

� �
; ð71Þ

K20 ¼ k20 � a2
1

� �
,2

2

k20 � a2
2

� �
,2

1

; ð72Þ

K30 ¼ k20 � a2
1

� �
,2

1 k20 � a2
2

� � k20 � a2
2 � ,2

2

� �� 1; ð73Þ

A ¼ 1

lK20 þ kK12
21 � lK12

22

h i � ,2
2

2a2
2

þ ,2
1

2a2
1

K20

� �
; ð74Þ

B ¼ 1

lK20 þ kK12
21 � lK12

22

h i �kK20 þ kK11
21 � lK11

22

h i
; ð75Þ

�j2
j ¼ k2 � l2 � a2

j � ,2
j ; ð76Þ

c20 ¼ K20c10; c30 ¼ K30c10: ð77Þ
As was the case with the pair correlation function (18), the function
on the RHS of Eq. (57) is defined by parameters k0; k, and l that
shape the exponentially damped oscillatory behavior of the profile.

In Figs. 16–20 we display density profile curves provided by the
numerical solution of the mean field Eq. (55) (MF), the analytical
the blue solid lines come from the mean field solution Eq. (55); the dashed red and
, respectively.

r temperatures as indicated on the graphs.



Fig. 18. Density profiles as in Fig. (16) for a higher density and temperatures as indicated on the graphs.

Fig. 19. Density profiles for model M2 as in Fig. (16) at lower temperatures as indicated on the graphs.
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expression (57) corresponding to the linearized mean field approx-
imation (LMF), and test these results against Monte Carlo simula-
tions data (MC). Due to the fact that the numerical solution
requires the use of a cutoff radius, for comparison purposes we also
present two estimations for the linearized profile with and without
the respective value of that cutoff. The results show that theoreti-
cal predictions for the profile agree with the simulations well.
Moreover, the analytical estimate Eq. (57) reproduces MC data bet-
ter than the mean field solution. At high densities the agreement is
the best for the first peak and deteriorates at distances farther
away from the wall. In all the cases, as the temperature rises the
agreement between the theory and the simulations improves. Also,
one can note that for all the densities and temperatures considered
the theory reproduces very well the locations of the respective
minima and maxima of the profile. For the Model M2 we observe
10
significant discrepancy between the contact values of the density.
This mismatch can likely be corrected by going beyond the mean
field approximation and taking into account fluctuation effects as
was done in our earlier study on a two-Yukawa fluid [42].

The behavior of the density profile is characterized by the split
of the first maximum which leads to the formation of a distinct bi-
layer close to the wall. We took note of this effect earlier in Sec-
tion 3 as it was present also in the mesostructured systems we
considered. The formation of the double peak can be explained
by the attractive part of the SALR interaction potential as no similar
behavior had been observed in the case of a 2Y fluid at a hard wall
[42]. Earlier, the double peak in the density profiles of one compo-
nent fluid with competing interactions near an attractive flat sur-
face was obtained in [38]. In our study we demonstrated that
such a behaviour can also occur near an inert hard wall due to



Fig. 20. Density profiles as in Fig. (19) at a higher density as indicated on the graphs.
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purely confining effects, and this is proved by both the theory and
simulation results.
7. Conclusions

A fluid interacting with a three-Yukawa (3Y) potential was
studied in the bulk and in the vicinity of a hard wall. The ampli-
tudes and the ranges of the respective Yukawa terms were chosen
so as to reproduce the short-range attraction and long-range repul-
sion (SALR) between particles, thus offering a different model of a
system with competing interactions. A notable feature of this
potential is the softness of the core, which describes the possibility
of partial overlap between particles.

Two sets of parameter values for the three-Yukawa potential
were considered to construct a SALR potential. A series of Molecu-
lar Dynamics (MD) and Monte-Carlo (MC) computer simulations
at different temperatures and densities were performed. The
results show that the model proposed can describe spontaneous
appearance in the system of various mesostructures including
lamellar and gyroidal phases, hexagonally packed cylindrical
phases, cubically ordered and disordered clusters formed by parti-
cles or voids. Furthermore, we observed that these self-assembly
effects become more pronounced when the fluid is confined
between two inert walls, i.e. close to the walls cluster formation
can occur at temperatures higher than those required for micro-
segregation in the bulk. As the temperature increases, the clusters
vanish, though distinct inhomogeneity near the interface still
persists.

A classical field theory was subsequently applied to describe the
microstructure of a 3Y fluid at high temperatures and reproduce
the density profiles obtained from our simulations. As a first step,
we investigated the mesoscopically homogeneous phase in the
bulk and close to a hard wall.

For the bulk region, a bicubic equation for generalized screening
parameters was derived and solved analytically. Based on these
results, explicit analytical expressions for the radial distribution
function were derived and compared to the MC data.

We attempted to build a k-line describing the region where a
transition from a homogeneous 3Y fluid to its inhomogeneous state
can occur. We showed that for a soft core 3Y fluid the correct
11
description of mesoscopic phases requires one to take into account
excluded volume effects. The structure factor was then calculated
by introducing an effective hard core radius characteristic of the
system. The k-lines were subsequently constructed. The results
indicate that the model does indeed describe the possibility of
spontaneous emergence of mesostructured phases in the system.
Having the knowledge of the phase regions where the fluid is
homogeneous, we therefore determined the conditions of applica-
bility of the expressions for the structural properties derived from
the field-theoretical approach. To this end, one should substitute
the values of the density and the temperature above the k-lines
found.

The microstructure of a 3Y-fluid in the vicinity of a hard wall
was further investigated. In the framework of the mean field
approximation an integral equation of the Euler–Lagrange type
was obtained for the density profile. Linearization of this equation
led to a system of second-order differential equations which were
solved using the contact theorem as a boundary condition. The
solution of these equations led to explicit analytical expressions
for the density profile, which proved to be in very good agreement
with the simulations data. Close to the wall we observed a charac-
teristic split of the first maximum of the density profile. We relate
the presence of this bilayer to the competing nature of the pair
potential between particles, because this specific behavior had
not been observed earlier in a simple attractive two-Yukawa fluid.
The agreement between theoretical predictions for the profile and
the MC simulations data improves with increasing temperature.
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Appendix A

A.1. The pair correlation function

The Fourier transform of the pair correlation function can be
written as

h kð Þ ¼ � bm kð Þ
1þ qbm kð Þ ¼ � 1

q
P kð Þ
D kð Þ : ð78Þ

The numerator and denominator on the RHS of Eq. (78) equal,
respectively,

P kð Þ ¼ ,2
1 k2 þ a2

2

� �
k2 þ a2

3

� �
þ ,2

2 k2 þ a2
1

� �
k2 þ a2

3

� �
þ,2

3 k2 þ a2
1

� �
k2 þ a2

2

� �
;

ð79Þ

D kð Þ ¼ k6 þ k4 ~,2
1 þ ~,2

2 þ ~,2
3

� �
þk2 ~,2

1
~,2
2 þ ~,2

1
~,2
3 þ ~,2

2
~,2
3 � ,2

1,2
2 � ,2

1,2
3 � ,2

2,2
3

� �
þa2

1a2
2a2

3 þ ,2
1a2

2a2
3 þ ,2

2a2
1a2

3 þ ,2
3a2

1a2
2;

ð80Þ

where ~,2
i ¼ ,2

i þ a2
i .

Taking the inverse Fourier transform of expression (78), we can
find h rð Þ

h rð Þ ¼ 1

2pð Þ3
Z 1

�1
dkh kð Þ exp �ikrð Þ: ð81Þ

In order to perform analytical integration in Eq. (81), one needs to
factorize the denominator D kð Þ. To this end, we need to solve the
bicubic equation D kð Þ ¼ 0.

Equation D kð Þ ¼ 0 can be presented in a cubic form

K3 þ bK2 þ cK þ d ¼ 0; ð82Þ
where

K ¼ k2; ð83Þ
b ¼ ~,2

1 þ ~,2
2 þ ~,2

3

� �
; ð84Þ

c ¼ ~,2
1
~,2
2 þ ~,2

1
~,2
3 þ ~,2

2
~,2
3 � ,2

1,
2
2 � ,2

1,
2
3 � ,2

2,
2
3

� �
; ð85Þ

d ¼ ~,2
1
~,2
2
~,2
3 � ,2

2,
2
3

� �� ,2
1,

2
2
~,2
3 � ,2

1,
2
3
~,2
2 þ 2,2

1,
2
2,

2
3: ð86Þ

The real and complex roots are determined by the discriminant of
the cubic equation,

D ¼ 18bcd� 4b3dþ b2c2 � 4c3 � 27d2
: ð87Þ

If D ¼ 0, then the equation has multiple roots, all of which are real.
If D < 0, then we have one real and two complex conjugate roots.
When D > 0, the equation has three different real roots.

To solve the cubic equation, we first calculate:

D0 ¼ b2 � 3c ð88Þ
D1 ¼ 2b3 � 9bc þ 27d; ð89Þ

C ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

1 � 4D3
0

q
2

3

vuut
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�27D

p

2
3

s
: ð90Þ

Here three possible roots exist, of them at least two are complex
numbers; any one may be chosen to define C.

We consider the case when the cubic Eq. (82) produces one real

solution k20 and a pair of complex conjugate solutions k21 and k22. For
C we choose a plus in front of the square root. For the region of
parameter values considered, the resulting expression under the
cube root is positive, therefore C can take on three values: a real
12
positive number or one of the two complex conjugate numbers.
We choose the real positive root to define C:

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�27D

p

2
3

s
ð91Þ

The solution of the cubic equation can be written in a condensed
form including all three roots as follows:

k2j ¼ �1
3

bþ njC þ D0

njC

	 

; j 2 0;1;2f g; ð92Þ

where n ¼ �1=2þ ið1=2Þ
ffiffiffi
3

p
is a cubic root of unity.

The real solution of the cubic equation emerges at j ¼ 0:

k20 ¼ �1
3

bþ C þ D0

C

	 

ð93Þ

The complex conjugate solutions appear at j ¼ 1 and j ¼ 2.

For the parameters under consideration, the solution k20 is a neg-
ative quantity. Due to this, we introduce a more convenient set of
notations

k2j ¼ �k2j ; j 2 0;1;2f g: ð94Þ

The quantities k2j are essentially the solutions of the cubic Eq. (82)
but of the opposite sign. Therefore, they can be written as

k20 ¼ 1
3

bþ C þ D0

C

	 

; ð95Þ

k21 ¼ M1 þM2i; ð96Þ
k22 ¼ M1 �M2i; ð97Þ
where

M1 ¼ 1
3

b� C
2
� D0

2C

	 

; ð98Þ

M2 ¼ 1
3

ffiffiffi
3

p

2
C � D0

C

� �
: ð99Þ

Since the quantities k21 and k22 are complex conjugate, so are their
roots. We can, therefore, write

k1 ¼ kþ il; ð100Þ
k2 ¼ k� il; ð101Þ
where

k ¼ 1ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

1 þM2
2

q
þM1

� �1=2
; ð102Þ

l ¼ signum M2ð Þffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

1 þM2
2

q
�M1

� �1=2
: ð103Þ

The function D kð Þ can now be written in a factorized form

D kð Þ ¼ k2 þ k20

� �
k2 þ k21

� �
k2 þ k22

� �
¼ kþ ik0ð Þ k� ik0ð Þ kþ ik1ð Þ k� ik1ð Þ kþ ik2ð Þ k� ik2ð Þ: ð104Þ

The real solutions for the bicubic equation are readily found from
Eq. (93) and equal �k0, where

k0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
3

bþ C þ D0

C

	 
s
: ð105Þ

From Eq. (81), the expression for the pair correlation function is

h rð Þ¼� 1
2pq

H0
exp �k0rð Þ

r
þ H1 cos lrð ÞþH2 sin lrð Þ½ �exp �krð Þ

r

	 

;

ð106Þ
with
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H0 ¼ 1

2 k40�2k20 k2�l2
� �þ k2þl2

� �2h iX3
i¼1

,2
i a2

j �k20

� �
a2
k �k20

� �
;

ð107Þ

H1 ¼ 1

8l2k2þ2k202

X3
i¼1

,2
i �a2

j a2
k þk20 a2

j þa2
k

� �
þ4l2k2

h i
; ð108Þ

H2 ¼ 1

16l3k3þ4lkk202
X3
i¼1

,2
i 4l2k2 a2

j þa2
k

� �
þk20 a2

j a2
k �4l2k2

� �h i
;

ð109Þ
where j; k 2 1;2;3f g with i – j– k, and we use the bar to denote
shifted quantities �. . .ð Þ ¼ . . .� k2 þ l2

� �
.

A.2. Analytical expression for the density profile

The gradient of Eq. (51) gives

rq rð Þ
q rð Þ � E1 rð Þ � E2 rð Þ � E3 rð Þ ¼ 0; ð110Þ

where we define an equivalent of the electric field by

Ei r1ð Þ � �rVi r1ð Þ; ð111Þ
Due to the properties of the Yukawa potential we can write

M� a2
i

� �
Vi rð Þ ¼ �4pbAiq rð Þ: ð112Þ

Given the translational invariance of the system in the directions
parallel to the wall, all the distance-dependent functions in the
Eqs. (110)–(112) are essentially functions of the distance z in the
direction perpendicular to the wall. In consequence, from these
equations we obtain a set of seven differential equations with seven
unknown functions q zð Þ; E1 zð Þ; E2 zð Þ, E3 zð Þ, V1 zð Þ;V2 zð Þ;V3 zð Þ:
@q zð Þ
@z

¼ q zð Þ E1 zð Þ þ E2 zð Þ þ E3 zð Þ½ �; ð113Þ
@Vi zð Þ
@z

¼ �Ei zð Þ; ð114Þ
@Ei zð Þ
@z

¼ �a2
i V i zð Þ þ ,2

i

qb
q zð Þ: ð115Þ

Eq. (56) leads to a linearized system of equations

q0 zð Þ ¼ qb E1 zð Þ þ E2 zð Þ þ E3 zð Þ½ �; ð116Þ
V 0

i zð Þ ¼ �Ei zð Þ; ð117Þ

E0
i zð Þ ¼ �a2

i V i zð Þ þ ,2
i

qb
q zð Þ: ð118Þ

In turn, this system can be reduced to a system of three second-
order differential equations

E00
1 zð Þ ¼ E1 zð Þ ,2

1 þ a2
1

� �þ E2 zð Þ þ E3 zð Þ½ �,2
1; ð119Þ

E00
2 zð Þ ¼ E1 zð Þ þ E3 zð Þ½ �,2

2 þ E2 zð Þ a2
2 þ ,2

2

� �
; ð120Þ

E00
3 zð Þ ¼ E1 zð Þ þ E2 zð Þ½ �,2

3 þ E3 zð Þ a2
3 þ ,2

3

� �
; ð121Þ

or in the matrix form

E00 ¼ AE; ð122Þ
where

E ¼
E1 zð Þ
E2 zð Þ
E3 zð Þ

0B@
1CA; A ¼

,2
1 þ a2

1

� �
,2

1 ,2
1

,2
2 a2

2 þ ,2
2

� �
,2

2

,2
3 ,2

3 a2
3 þ ,2

3

� �
0B@

1CA
ð123Þ

Matrix A can be presented in the diagonal form as

A ¼ PDP�1 ð124Þ
13
where

D ¼
K0 0 0
0 K1 0
0 0 K2

0B@
1CA: ð125Þ

The coefficients Ki are the eigenvalues of the matrix A. Denoting the
identity matrix as I, we can find these eigenvalues as the roots of
the characteristic polynomial of A, i.e. from the equation

det A�KIð Þ ¼ 0: ð126Þ
In our case, this reduces to solving the equation

K3 �K2 ~,2
1 þ ~,2

2 þ ~,2
3

� � ð127Þ
þK ~,2

1
~,2
2 þ ~,2

1
~,2
3 þ ~,2

2
~,2
3 � ,2

1,2
2 � ,2

1,2
3 � ,2

2,2
3

� �
�~,2

1
~,2
2
~,2
3 � ,2

2,2
3

� �þ ,2
1,2

2
~,2
3 þ ,2

1,2
3
~,2
2 � 2,2

1,2
2,2

3 ¼ 0;

where ~,2
i ¼ ,2

i þ a2
i .

Eq. (127) can be presented as

K3 � bK2 þ cK� d ¼ 0; ð128Þ
where the coefficients b; c, and d are given by expressions (84)–(86).

Comparing polynomials (128) and (82), we note that the coeffi-
cients in front of the variables of the same powers are identical by
the absolute value but alternate their signs. One can show, that in
such a case the roots of the two polynomials are equal by the abso-
lute value but have opposite signs. Hence, due to the definitions
(94), we can readily see that parameters k20; k

2
1, and k22, given by

Eqs. 95,96, are also the three eigenvalues of the matrix A.
As a result, the general solution for E1 zð Þ, for instance, is

E1 zð Þ ¼ ~c10ek0z þ c10e�k0z þ eC1e kþlið Þz þ C1e �kþlið Þz

þeC2e k�lið Þz þ C2e �k�lið Þz
ð129Þ

¼ c10e�k0z þ C1e �kþlið Þz þ C2e �k�lið Þz; ð130Þ
where we leave only the terms with negative k0z and kz in the expo-
nents due to the fact that k0 and k are positive and the function E zð Þ
has to vanish in the bulk.

For the field E1 zð Þ to have a physical meaning, the coefficients C1

and C2 must be complex conjugate as well. From the system of
equations (119) we can tell that the functions E2 zð Þ and E3 zð Þ are
of a form similar to that of (130). We can therefore write the func-
tions Ei zð Þ as
E1 zð Þ ¼ c10e�k0z þ r11 þ r12ið Þe �kþlið Þz þ r11 � r12ið Þe �k�lið Þz ð131Þ
E2 zð Þ ¼ c20e�k0z þ r21 þ r22ið Þe �kþlið Þz þ r21 � r22ið Þe �k�lið Þz ð132Þ
E3 zð Þ ¼ c30e�k0z þ r31 þ r32ið Þe �kþlið Þz þ r31 � r32ið Þe �k�lið Þz ð133Þ
Because the system of Eqs. (119) is homogeneous, we essentially
have three unknown coefficients, for instance c10; r11; r12, and we
can use any pair of Eqs. (119) to express the rest of the coefficients
in terms of these unknowns. Using expressions (131) and equating
the real and the imaginary parts of the coefficients in front of the
same z-dependent functions on the LHS and RHS of Eqs. (119), we
obtain two systems of equations - one for the coefficients in front
of the functions exp �k� lið Þz½ � and one for the function
exp �k0z½ �. In the first case we have the following equations

�j2
1r11 þ 2klr12 � ,2

1r21 � ,2
1r31 ¼ 0 ð134Þ

�j2
1r12 � 2klr11 � ,2

1r22 � ,2
1r32 ¼ 0 ð135Þ

�j2
2r21 þ 2klr22 � ,2

2r11 � ,2
2r31 ¼ 0 ð136Þ

�j2
2r22 � 2klr21 � ,2

2r12 � ,2
2r32 ¼ 0 ð137Þ

�j2
3r31 þ 2klr32 � ,2

3r11 � ,2
3r21 ¼ 0 ð138Þ

�j2
3r32 � 2klr31 � ,2

3r12 � ,2
3r22 ¼ 0; ð139Þ

where �j2
j ¼ k2 � l2 � a2

j � ,2
j .
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We can pick any two pairs of these equations and the solution
of this system will be the same. Choosing, for instance, the first
two pairs, it is convenient to present coefficients r21; r22; r31; r32 in
terms of coefficients r11 and r12 as

rlm ¼ K11
lmr11 þ K12

lmr12; ð140Þ
where

K11
21 ¼

1þ �j2
1

,2
1
þ 2klð Þ2

,2
1

�j2
2
þ,2

2½ �
	 

1þ �j2

2
,2
2
þ 2klð Þ2

,2
2

�j2
2þ,2

2½ �
	 
 ð141Þ

K12
21 ¼

2kl
,2
1
� 2kl �j2

1þ,2
1ð Þ

�j2
2
þ,2

2ð Þ,2
1

	 

1þ �j2

2
,2
2
þ 2klð Þ2

,2
2

�j2
2þ,2

2½ �
	 
 ð142Þ

K11
22 ¼ ,2

2

,2
2 þ �j2

2

�2kl
,2

1

þ 2kl
,2

2

K11
21

	 

ð143Þ

K12
22 ¼ ,2

2

,2
2 þ �j2

2

1þ �j2
1

,2
1

� �
þ 2kl

,2
2

K12
21

	 

ð144Þ

K11
31 ¼ 1

,2
2

�,2
2 þ �j2

2K
11
21 þ 2klK11

22

� �
ð145Þ

K12
31 ¼ 1

,2
2

�j2
2K

12
21 þ 2klK12

22

� �
ð146Þ

K11
32 ¼ 1

,2
2

�j2
2K

11
22 � 2klK11

21

� �
ð147Þ

K12
32 ¼ 1

,2
2

�,2
2 þ �j2

2K
12
22 � 2klK12

21

� �
ð148Þ

For the second system of equations we have three equations

k20c10 ¼ a2
1 þ ,2

1

� �
c10 þ ,2

1 c20 þ c30ð Þ ð149Þ
k20c20 ¼ a2

2 þ ,2
2

� �
c20 þ ,2

2 c10 þ c30ð Þ ð150Þ
k20c30 ¼ a2

3 þ ,2
3

� �
c30 þ ,2

3 c20 þ c10ð Þ: ð151Þ
Choosing any two of these equations, and due to the fact the deter-
minant of the homogeneous system is zero, we can express the
coefficients c20 and c30 in terms of c10 as

c20 ¼ K20c10; c30 ¼ K30c10:; ð152Þ

K20 ¼ k20 � a2
1

� �
,2

2

k20 � a2
2

� �
,2

1

ð153Þ

K30 ¼ k20 � a2
1

� �
,2

1 k20 � a2
2

� � k20 � a2
2 � ,2

2

� �� 1: ð154Þ

The potentials Vi zð Þ then have the form

Vi zð Þ ¼ Vib þ �ri0e�k0z

þ e�kz k�ri1 � l�ri2ð Þ coslz� l�ri1 þ k�ri2ð Þ sinlz½ �; ð155Þ

where �ri0 ¼ �ci0=k0;�rij ¼ 2rij= k2 þ l2
� �

; i ¼ 1;2;3; j ¼ 1;2.
In our earlier work [45] we showed that in the framework of the

mean field approximation of the field theory formalism, for a
multi-Yukawa fluid the so-called contact theorem [60–62] holds
true. According to this theorem, the density of the fluid at the wall
is determined by the pressure of the fluid in the bulk, i.e.

bP ¼ q 0þð Þ; ð156Þ
where P is the pressure within the mean field approximation:

bP ¼ qb 1þ ,2
1

2a2
1

þ ,2
2

2a2
2

þ ,2
3

2a2
3

	 

: ð157Þ

The unknown coefficients �r10;�r11 and �r12 can then be found from the
boundary conditions given by the contact theorem (156). Setting
z ¼ 0 in Eq. (56), we obtain
14
Vib � Vi 0ð Þ ¼ ,2
i

2a2
i

; ð158Þ

which results in a system of three equations

� ,2
1

2a2
1

¼ �r10 þ k�r11 � l�r12; ð159Þ

� ,2
2

2a2
2

¼ �r20 þ k�r21 � l�r22; ð160Þ

� ,2
3

2a2
3

¼ �r30 þ k�r31 � l�r32: ð161Þ

The solution of this system is

�r11 ¼
� ,2

3
2a23

þ ,2
1

2a21
K30 � A lK30 þ kK12

31 � lK12
32

h i
�kK30 þ kK11

31 � lK11
32 � B lK30 þ kK12

31 � lK12
32

h i ð162Þ

�r12 ¼ A� B�r11 ð163Þ

�r10 ¼ � ,2
1

2a2
1

� k�r11 þ l�r12 ¼ � ,2
1

2a2
1

þ lA� kþ lB½ ��r11; ð164Þ

where

A ¼ 1

lK20 þ kK12
21 � lK12

22

h i � ,2
2

2a2
2

þ ,2
1

2a2
1

K20

� �
; ð165Þ

B ¼ 1

lK20 þ kK12
21 � lK12

22

h i �kK20 þ kK11
21 � lK11

22

h i
: ð166Þ

Due to Eq. (56), the final expression for the linearized density profile
is

q zð Þ
qb

¼ 1� �r10 þ �r20 þ �r30½ �e�k0z ð167Þ
�e�kz k �r11 þ �r21 þ �r31ð Þ � l �r12 þ �r22 þ �r32ð Þf g coslz½
� l �r11 þ �r21 þ �r31ð Þ þ k �r12 þ �r22 þ �r32ð Þf g sinlz�:
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