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A Network-on-Chip (NoC) is an essential component of a chip multiprocessor (CMP) which however con-
tributes to a large fraction of system energy. The unpredictability of traffic across a NoC frequently involves
an expensive over-sizing of NoC resources which in turn leads to a significant contribution to the CMP power
consumption. There exists a body of work addressing this issue, however so far solutions fall short when
aiming for power reduction whilst maintaining high NoC performance. This paper proposes to combine
router architecture optimizations with smart resource management to overcome this limitation. Based on
a fully segmented architecture, we present an online adaptive router adjusting its active routing resources
to meet the current traffic demand. This enhanced power-gating strategy significantly decreases both static
and dynamic power consumption of the NoC, up to 70% for synthetic traffic patterns and up to 58% for real
traffic workloads, while preserving NoC latency and throughput. Thanks to these adaptive power-saving
mechanisms the proposed segmented NoC router provides near energy-proportional operation across the
range of used benchmarks.
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1 INTRODUCTION

Whether homogeneous or heterogeneous, chip multiprocessors (CMPs) are at the heart of the
majority of electronic devices, in desktop/server-class systems or embedded devices alike. The
observed momentum around edge computing further boldens that shift from single-core micro-
controllers to CMPs in meeting computing needs. These parallel processing architectures put a
significant pressure on the interconnect subsystem which, unless properly sized, may constitute a
performance bottleneck. Network-on-Chips (NoCs) [13] therefore emerged as the defacto commu-
nication architecture template for ensuring low-latency/high-bandwidth communications between
CMP cores and the memory subsystem.
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Given the wide variety of possible traffic patterns, typical design decisions often rely on worst-
case assumptions leading to significant NoC overdesign, which in turn incurs a significant power
consumption overhead even under light traffic conditions. In many application scenarios, however,
CMPs handle rather sporadic (event-driven) processing requests, which makes idle/light load power
consumption account for a predominant fraction of the total energy consumption. As this particular
consideration is not captured by the unit energy efficiency displayed for most NoCs, we advocate
for the design of energy-proportional NoCs, i.e. NoCs for which power consumption is meant to be
proportional to the traffic [6].

It has been reported that up to 28% of the tile power consumption [29] can be attributed to
the NoC alone [4, 15], which motivated a number of investigations aiming at reducing NoC
power consumption/increase NoC energy efficiency, without putting a specific focus on energy-
proportionality.

These optimization efforts can be classified according to the following taxonomy:

e Router microarchitectures: specific optimizations proposed for the router hardware microar-
chitecture. [16, 18, 21]

e Advanced power management techniques: fine or mid-grain power gating, dynamic voltage
and frequency scaling (DVFS). [11, 12, 45, 48]

e Routing/Flow control strategies: energy is saved by either bypassing router stages or entire
routers in a fast-lane fashion. [33, 38]

In most cases, however, energy savings are either attained at the expense of performance degradation
or achieve moderate benefits under asymmetric light traffic, which therefore does not satisfactorily
contribute to decreasing the total energy consumption for systems whose typical average load is
low.

Problem formulation. Given the aforementioned limitations of the approaches in energy-efficient
NoC router literature, we advocate for the design of NoC routers capable of matching "on-the-fly"
the amount of active (i.e. powered) routing resources to the traffic requirements. We promote
this concept for enabling significant reductions in the leakage power that remains under no-load
conditions, as well as similar savings under the temporal fluctuations and spatial heterogeneity
of traffic demand, such as depicted in Figure 1, which shows some features of the Fluidanimate
PARSEC benchmark [8].

Figure 1(b) represents the number of packets received by each core, arranged in an 8x8 grid,

during the Region Of Interest (ROI) of this benchmark. We note eight hotspot nodes that concentrate
most of the NoC traffic. They correspond to the location of the off-chip memory controllers. Figure
1(a) shows the temporal fluctuations of the Packet Injection Rate (PIR) during the ROI for select
cores as well as the total PIR, which illustrates the optimization potential we intend to exploit
through on-the-fly control of active router resources.
Proposed solution. We analyze the Roundabout router architecture introduced by Effiong et al. in
[18] as having suitable concepts for devising the intended fine-grained control of router resources.
The Roundabout router template has unique properties that we can exploit for our own purpose:
purely distributed control per lane, no central shared resource such as a crossbar, buffers that
are shareable across flows. We here consider routers as being made of segments, each of which is
conceptually a minimal sufficient resource capable of performing the routing function i.e. routing
an incoming packet to any output port.

We further devise a custom distributed power management strategy to reduce both static and
dynamic power consumption whilst removing the energy consumption related to the structural
components such as crossbar and arbiter.

This paper makes the following contributions:
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Fig. 1. (a) Temporal variation of the Packet Injection Rate (b) Number of packets received by cores for
Fluidanimate benchmark running on 64 cores

e Temporal analysis of the PARSEC benchmarks workload [8] and proposal of guiding principles
to shape NoCs for meeting realistic workload requirements.

e Design of an adaptive smart power gating solution on ‘self-sufficient’ router segments,
enabling routers to dynamically adapt their active resources to traffic.

e Design of an adaptive dynamic segment assignment solution, capable of dynamically attaching
segments to input ports where traffic pressure is high.

e Demonstration of NoC energy gains of up to 70% on synthetic traffic patterns and up to 58%
on PARSEC benchmarks’ workloads compared with a conventional router offering similar
performance, i.e. latency and throughput.

Outline. The rest of this paper is organized as follows: Section 2 discusses related works in the do-
main of NoC power optimization; Section 3 analyzes realistic workload properties that motivate our
design decisions; Section 4 revisits the principles of the Roundabout router; Section 5 introduces
the ‘self-sufficient’ router segment concept and describes the Segment Power-Gating Manage-
ment service and Dynamic Segment Assignment approaches; Section 6 presents and analyzes the
experimental results, and Section 7 draws conclusions.

2 RELATED WORK

A significant body of work on NoC power reduction exists. Three main approaches can be identified:
1) optimization/simplification of the router microarchitecture, 2) application of power management
strategies to NoC and 3) alternative flow control/routing techniques, often referred to as bypass
techniques. The literature review proposed in this section focuses on the first two approaches. The
third [33, 38] is not discussed further due to being orthogonal to our work.

2.1 Router architecture optimization

Conventional routers are composed of four basic blocks [13]: 1) Input buffers, 2) Arbiters, 3)
Crossbars and 4) Output buffers. Input buffers are typically favored over output buffers, as they
are often better exploited by through-traffic early in the router pipeline. Most of the buffering
capacity is therefore pinned to input ports, which incurs significant leakage and dynamic power
consumption.

The second most power-consuming element is the crossbar, which sometimes accounts for more
than 50% of the overall router power under high traffic conditions (see Section 6).
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One popular approach for decreasing router power consumption lies in reducing input buffer
power consumption. Input buffer size heavily influences high-load NoC performance [48]. However,
application traffic patterns typically are temporally and spatially correlated, meaning that at any
given time only a subset of input buffers are heavily used. This leads to an overall significant
under-utilization of input buffers as reported in [21]. Several works attempt to increase buffer usage
by means of buffer sharing. The RoShaQ router [43] implements central buffers or shared queues to
store incoming flits. However, to provide an acceptable packet latency delay, this solution requires
inserting a small buffer for each input. When traffic load is high, incoming flits have to cross two
crossbars and are stored twice: first in the small input buffer, then in the shared queues. This results
in a power overhead. The same issue was seen in other proposals implementing a central shared
buffer [26, 40].

Inspired by the Dynamically Allocated Multi-Queue buffer, originally presented by Tamir et al.
in [42], ViChaR [37] proposes input port buffers shared between all Virtual Channels (VCs). This
solution makes better use of the input buffer free slots so that buffer size can be reduced without
drastic performance degradation. Nevertheless, the logic required to manage these unified buffers
is quite complex and consumes a significant amount of power itself. As a consequence, with an
identical buffer size, ViChaR consumes more power than a conventional solution. However, when
buffer size is reduced, ViChaR becomes competitive from a power consumption point of view, but
the router throughput is impacted. More recently, Farrokhbakht et al. proposed UBERNoC [21], a
router composed of shared input buffers with a single crossbar. This proposal does not introduce
specific routing restrictions, which is often the downside of shared buffer routers. But, as observed
with its predecessors, this solution induces router throughput and latency penalties when traffic
load increases.

Another body of work targets the crossbar, which is the second most power-consuming compo-
nent in a conventional NoC router. Some works propose the reduction of the crossbar’s complexity
[3, 16]. With the same perspective, Das et al. [14] divided the initial 5-to-5 crossbar into two 2-to-2
crossbars according to the row-column directions. This new crossbar, with an optimized switch
allocation technique, improves the energy efficiency of the router by up to 20% under high traffic
loads. In [32], Kim introduced priority in the router arbitration to decrease both arbitration and
crossbar complexities, reducing the crossbar power consumption of about 30%. While these works
exposed significant dynamic power reduction, they did not target the leakage power which is a
prominent source of energy consumption with the sporadic traffic workloads.

Abad et al. [2] reviewed the classical router architecture and proposed removing the crossbar
and global arbiter from the router in favor of a ring-based router. Incoming packets are injected
into a buffered ring and travel on it until reaching their output port. This approach shares some
similarities with the Roundabout router [18], however, the pure circular flow of packets is prone
to deadlock, which requires advanced flow control techniques. Furthermore, this NoC uses store-
and-forward flow control, which requires large buffers capable of storing at least one entire packet,
contrary to most other NoCs that rely on wormhole. More recently, Effiong et al. [18] developed a
concept for routers based on wormhole flow control. The Roundabout architecture removes the
crossbar and global arbiter of conventional routers while benefiting from shared buffers. Since it
only implements open-rings, this solution does not require specific flow control to avoid deadlock
with an XY routing strategy. For that reason, we selected Roundabout as a suitable template for our
investigations.

2.2 Smart power management

A body of work promotes DVFS [27, 34] for decreasing dynamic energy consumption in NoCs.
However, variations in voltage and frequency incur a significant penalty on packet latency. DVFS
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control engines therefore require to take into account application-level performance requirements
[45]. To overcome this issue, some recent studies exploit machine learning techniques for deciding
in a predictive manner voltage and frequency levels for meeting performance requirements [12, 23].
Beyond the dynamic power consumption addressed with DVFS, it is necessary to reduce the static
power as well. To fill this demand, Clark et al. [12] combine power gating and DVFS. They report
notable power savings in NoCs, but the resulting throughput is deteriorated due to wake-up latency.

Power gating is frequently used to reduce static power consumption in NoCs. This technique is
applied at a component level as well as a router level. When power gating is performed at the router
level, the wake-up delay incurs a NoC performance overhead, even when strategies are adopted for
alleviating this issue [10, 11, 20, 22, 41]. The Power Punch solution [11] claims to completely hide the
router’s wake-up latency by sending wake-up signals up to three hops in advance. This is efficient
albeit costly as it requires a dedicated wake-up wiring network. Proactive router power-gating
solutions [39, 41] use by-passing and re-routing to avoid waking up power-gated routers. However,
the new packet route may cross more routers, increasing the dynamic power of these routers [47].

A more flexible approach consists in performing power gating at a finer grain, on router com-
ponents themselves. In [35], Matsutani organizes a router in micro-power domains that can be
independently power-gated. Since the number of logic gates is limited in each power domain,
the wake-up delay is very reduced. Fine-grain power gating has also been leveraged to ensure
a minimum service by only switching off the extra buffer entries [31, 48] which makes for an
interesting contribution towards achieving energy-proportionality.

Since we aim at power-gating router segments mainly composed of small buffers, this last
technique shares some similarities with the present work. However, our approach differs in three
fundamental aspects: 1) it relies on a fully segmented architecture, i.e. Roundabout, enabling to
negate the power consumption related to structural components such as arbiters and crossbars; 2)
power management decisions are taken at the router level and neither require extra inter-router
links nor use bandwidth for transferring load monitoring information; 3) our strategy for segment
activation reduces static as well as dynamic power.

In conclusion, the literature review reveals the difficulty in designing a router that is truly
power-efficient, approaching energy proportionality, in that the overwhelming majority of power-
optimized routers undergo performance degradation compared to their own baselines. Our proposal
combines architectural optimizations together with traffic-adaptive power management to design
power-efficient, near energy proportional routers that preserve router throughput and latency.

3 REALISTIC WORKLOADS ANALYSIS

NoC performance, e.g. latency, throughput, is frequently evaluated with synthetic traffic patterns
such as uniform, transpose, or bit reverse. Although these patterns exhibit different characteristics,
they do not account for the transient fluctuating nature of many real application traffics [5, 24, 46].
Typical NoCs are either 1) bandwidth-optimized, when targeting specific embedded systems running
dataflow applications, or 2) latency-optimized for general-purpose CMP in which most traffic is
cache-management related: cache misses, invalidations, etc. For NoC targeting general-purpose
CMP, traffic workload is unpredictable and often implies router oversizing, which incurs additional
area and energy consumption.

Some previous studies have already dealt with real application features [5, 24, 46] though none of
them clearly exhibits the traffic variation during the application execution. We therefore performed
this analysis so as to decide which features are key to ensure both high-performance and energy
savings across the whole range of traffic patterns and intensities.

We analyzed traces from the Netrace utility tool [28]. These traces are extracted from the
execution of the PARSEC benchmarks [8] on the M5 simulator [9] for a 64-cores shared-memory

ACM Trans. Embedd. Comput. Syst., Vol. 1, No. 1, Article 1. Publication date: January 2022.



1:6 France-Pillois M., et al.

CMP system. The CMP configuration is detailed in Table 2. This traffic mostly relates to cache-
management operations i.e. cache-miss and invalidation traffic which is highly latency-sensitive.
Simmedium input sets is used for PARSEC benchmarks except for Bodytrack and Swaption that use
simlarge input sets.

blackscholes g5 canneal 16 ferret 1e7 vips 1e7
4 1.5
2
1.0 1.0
2 1
0.5 05
bodytrack a6 dedup g7 swaptions g7 X264 1e7
| H N H 1.0 HEl T
| 75 1.0 1.0
|
u 5.0 05 0.5
0.5

Fig. 2. Number of packets received by cores for 8 benchmarks of the PARSEC suite running on 64 cores (8x8
array)

Figure 2 shows the number of packets received along the ROI for eight PARSEC benchmarks.
The 64 cores are organized onto an 8-by-8 Mesh, with their IDs translated into X-Y coordinates.
Whichever benchmark we consider, a relatively large imbalance in the number of packets received
by cores is observed, with no obvious symmetry in the traffic patterns. These structural differences
reveal that some routers are more stressed than others, which makes for overall inefficient use of
routing resources of the homogeneous NoC template.

Figure 3 shows stacked plots of temporal variations in the Packets Injection Rate (PIR). Through-
out the ROI of eight PARSEC benchmarks, we plotted the PIR of five randomly selected cores
and the PIR of the full 64-core system represented by the red curve. The PIR is processed using a
100-cycle sliding window. Plotted PIR are averaged over 100K samplings so as to filter out jitter
and improve readability. Clear traffic patterns emerge along the benchmark’s execution and the
following observations can be made:

(1) From one benchmark to another, the Full system PIR (i.e. the sum of the PIR’s contributed by
all cores for a benchmark) significantly differs.

(2) Within each benchmark, the Full system PIR fluctuates during the ROI. For instance, in
bodytrack and swaptions, some remarkable phases are observed. However, in vips the variation
of the Full system PIR is somehow chaotic. At a fine-grain level, each core-related PIR also
fluctuates: the number of packets injected by each core in the NoC varies over the time.
For instance, this trend is noticeable for core 5 in the blackscholes benchmark, where the
corresponding PIR varies between 0% and 4% during the ROL The PIR of this core even
increases to 6% for the canneal benchmark.

These qualitative observations highlight the interest of having adaptive routers able to match
their internal active resources to the time-changing traffic requirements. Moreover, the spatial
and temporal bursty behavior of realistic workloads calls for fine-grain NoC adaptive techniques,
ideally at the granularity of router ports. Unfortunately, the usual power management techniques,
e.g. DVFS, hardly permit devising such solutions in a practical manner. Indeed, the synchronization
cost between different voltage/frequency islands is significant and typically results in coarse grain
implementations i.e. with islands comprising several routers. Fine-grain NoC adaptivity however
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Fig. 3. Stacked plots of temporal variations in the packet injection rate for 8 benchmarks of the PARSEC suite

remains attractive from an energy efficiency standpoint, as conceptually allows activating maximum
routing capacity solely wherever needed and whenever necessary.

4 THE ROUNDABOUT ROUTER

This section presents the basic principles of Roundabout as introduced by Effiong et al. in [18]. This
router is inspired by real-life multi-lane roundabouts where cars go in one lane and then switch to
a high-priority lane should they miss their exit.

Figure 4 illustrates the Roundabout architecture. Lanes are partitioned into primary and secondary
lanes. Input ports inject packets into primary lanes, while secondary lanes only convey packets
already inside the router. The number of lanes is a design parameter that can be decided according
to the performance requirements, e.g. the maximum desired throughput. In this paper, we model an
11-lane router: five primary lanes represented by thick black lines in the figure, and six secondary
lanes denoted by gray lines. This configuration provides two secondary lanes per router input port,
which enables a fine grain power management of the router. Unlike the initial router principle, our
model does not implement the notion of priority between primary and secondary lanes — both have
an equal chance of obtaining shared resources (typically output ports). The priority concept enables
the reduction of the router’s maximum latency by giving precedence to packets that experience
larger latency delays inside a router, i.e. packets flowing through many lanes. However, this choice
almost prevents packets from going out directly from the primary lane when the traffic load is
high. From a power efficiency point of view, the longer the packet travels, the higher the energy
consumed. Therefore, output controllers operate a round-robin policy to ensure fairness in the
output port access granting. Note that this strategy may potentially increase the worst-case packet
latency by N-1 cycles, where N is the number of primary lanes in a router.

Another strength of Roundabout lies in the intrinsic buffer sharing. In our implementation, two
input ports can share the same lane and therefore the buffers that make up this lane. Lane sharing
is, however, as enabling flows to share the same path, prone to deadlock. A comprehensive study
of deadlock-freeness is therefore required and discussed in section 4.2. Physical implementations
are extensively discussed in [19]. Roundabout exploits low-level flow control at lane-level, between
buffers. This particular approach is such that it requires specific hardware constructs for performing
handshaking between adjacent buffers, resulting in a form of back-pressure in the flit path. Two
implementations are discussed, a pure asynchronous Roundabout version and a synchronous-elastic
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Fig. 4. Architecture of an 11-lane Roundabout (5 primaries, 6 secondaries)

[18]. Both have been studied using conventional physical synthesis design flows. They achieve
absolute lower silicon area footprint and higher performance to area ratios compared to most
other reported proposals extracted from the literature, including the seminal Hermes NoC router
[36]. The distributed nature of the Roundabout router, including handshaking, makes for a lesser
pressure on router-level wiring and thereby enables dense implementations.

4.1 Packet handling principle

[O Lane @ Input port AR Output gate A Packet from West towards North Other packet towards North |
North North North North North North A North
AR AR y___ N AR y___ N y___ N AR
L] ] L] H ] H | |
/I
West @ West @ West @ West O West @ West @ West @

(a) (b) () (d) (e) () (g) time
Fig. 5. lllustration of Roundabout principle

Here, we illustrate Roundabout functioning through an example in which an incoming packet
destined for the North port enters from the West port. Figure 5 depicts the packets flowing on a
simplified Roundabout architecture made of one primary lane and two levels of secondary lanes.
The packet first enters the Roundabout into primary lane 0 (the innermost lane) from the West
port input controller (see Figure 5(a)). Flits of the packet then flow in the lane until the head flit
reaches the output controller corresponding to its destination, here the North port (see Figure 5(b)).
The output controller checks the output availability and grants access to the output if available, i.e.
not already in use by another packet coming from another lane. In case the output port is busy, the
packet carries on in the same lane until its end where it then switches to the first-level secondary
lane (see Figure 5(c)). It then circulates on that lane until it gets another chance to exit the router at
the same port, where the same availability check takes place (see Figure 5(d)). Should the output
port be once more busy the packet stays on the lane until it reaches the next secondary lane, which
is the last-level secondary lane in that particular case (see Figure 5(e)). Since this lane is the last
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opportunity for the packet to leave the router, when it reaches the output controller corresponding
to its destination, the packet stops moving and waits until it obtains access to the output gate (see
Figure 5(f) and (g)).

4.2 Deadlock-freeness

As stated in Section 2, Roundabout avoids deadlock thanks to its open-ring lanes and the use of
the XY routing algorithm. However, when several input ports are injected into the same lanes
(shared buffer strategy), deadlock can occur at a NoC level. To prevent deadlocks, the proposed
Roundabout configuration should not contain cyclic resource dependencies. A preliminary “hand-
made” analysis allows us to empirically derive some design rules in lane-sharing policy to avoid
cyclic dependencies:

(1) At most, two input ports can share a lane.

(2) Two symmetric ports, i.e. South-North or East-West pairs, cannot share the same lane.

(3) The local input port can only share a lane with another port performing moves along the
West-East axis.

When applying the above rules, we obtain the router configuration depicted in Figure 4, where
the West-Local ports and South-East ports share their secondary lanes, while the North port is
alone in its lanes.

Then, we guarantee the deadlock-freeness of this router configuration by constructing its Control-
Dependence Graph (CDG) for nine routers according to a 2D Mesh 3-by-3 grid. A 3x3 configuration
is the minimal yet sufficient configuration for capturing all possible dependencies, due to the
presence of a central router having 4 neighbors. As the CDG exposes all possible dependencies
between resources, the absence of cycles formally ensures deadlock-freeness [13, 17].

This cyclic dependency analysis is performed using the NetworkX python library [1], as a manual
analysis on such a large graph is both tedious and error-prone. Such an analysis is enough to ensure
the deadlock-freeness for XY routing on 2D Mesh when simple flow control is employed. However,
more complex control flows, such as the Worm-Bubble Flow Control, can be used at the input
controller level to enable arbitrary routing algorithms and topologies.

5 A SEGMENTED ROUTER

We propose two complementary approaches, based on Roundabout router architecture, to make the
power consumption closely proportional to the data traffic. Our first approach, called Power Saver,
leans towards low-power NoC devices. It aims at drastically reducing both static and dynamic
power by means of adaptive power-gating. Our second approach, called Dynamic Lane Assignment,
looks at the improvement of the throughput offered by a NoC. It thus dynamically assigns router
resources of a Roundabout router to the input port that is most in demand.

The rationale of the approach lies in regarding a lane as a functionally self-sufficient routing tile,
that we refer to as a segment. The amount of active segments influences the performance mostly due
to the segment-level buffering. Therefore, smart on-the-fly management of active segments is the
intended strategy for avoiding performance penalty and achieving energy-proportional operation.

5.1 Power Saver approach

At the initial state, only the primary lanes of the router are powered. They ensure an elementary
service, allowing the routing of all incoming packets to their output ports. Some specific traffic
load conditions must be satisfied before the extra lanes get "unlocked". This "expansion" process
takes place online, while packets travel across active lanes.
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Figure 6 shows a scenario of lanes activation/deactivation for a two-level secondary-lane router,
similar to our 11-lane router configuration. For the sake of clarity, only the three-lane stages of
the West input port are depicted in this figure. Initially, flits flow only in the primary lane (see
Figure 6(a)). We can select the activated lanes online, by forcing packets to exit at a particular lane,
illustrated by the red-color circles in Figure 6. When a packet reaches a busy output port: if the
current lane is not tagged as "Exit Forced", the packet keeps traveling in the current lane until it
switches to the next lane. However, if the current lane is tagged as "Exit Forced", the packet stalls
until its output port becomes available, then exits the router. Afterwards, if the traffic load on an
input port exceeds a predefined Power Up threshold, the first secondary lane is powered on (see
Figure 6(b)). Then, if the load stress on the input port keeps increasing until it reaches a predefined
Activate threshold (see Figure 6(c)), packets are authorized to switch to this extra lane. If the load
pressure on the input port remains higher than the predefined Power Up threshold, the next level
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secondary lane associated with this port is turned on (see Figure 6(d)). This lane then becomes
active if the input stress remains higher than the predefined Activate threshold (see Figure 6(e)).

Conversely, when traffic load on an input port decreases under a predefined Release threshold,
the last lane shutdown process is initiated. Subsequent packets are forced to exit from the previous
lane while in-flight flits (see Figure 6(g)) are routed according to the regular policy, until the lane
is drained, then the lane is powered down (see Figure 6(h)). In the figure, dashed lines depict this
transitional state where lanes are partially used.

However, under heavy traffic, some flits may get blocked past their output port in the preceding
lane, which may result in a deadlock. This phenomenon is illustrated in Figure 6 (g, h, i, j). Here,
the black triangles represent two packets flowing from the West to the North ports, i.e. Pkt N, and
coming from the West toward the South ports, i.e. Pkt S. In Figure 6(h), Pkt S reaches its destination
port, but this port is busy. Since Pkt S flows in a lane that is not tagged as ‘Exit Forced’, it keeps
moving on in the lane. But when Pkt N reaches its output port, it has to wait for the port to release
since the current lane is now tagged as "Exit Forced". Next, in Figure 6(i), the traffic load on the
West input port leads to the releasing of the last lane. Finally, Pkt S is blocked in the lane.

Afterwards, when Pkt S is able to move again, it has no possibility to leave the router, as the
following lane has been since released (see Figure 6(j)). In fact, the secondary lane was considered
free of flits, despite the incoming flit(s). We refer to this phenomenon as the orphan flit issue. We
resolve the issue by adding a buffer at the end of each lane. If a flit enters this buffer while the next
lane is off, the next lane is immediately powered on. Then, the flit can flow in this lane until it
reaches its output port. The next lane is then again powered off once the orphan flits have been
processed. This trick implies a small latency overhead for flits before they reach their output port,
i.e. the lane wake-up time. However, this is only marginally detrimental to the NoC performance
since orphan flits are rare. We evaluated the orphan flit occurrence during the execution of PARSEC
benchmarks. Orphan flits appeared only during the execution of the x264 benchmark, at an average
rate of 6.8 flits per million.

To evaluate the stress on an input port, we added a monitoring module inside routers. This
module assesses a busy rate by counting the number of cycles the input controller is busy. The
assessment is done over a predefined time slice, referred to as Evaluation Period "Pith’ in Figure 6.
This busy rate gives an estimate of the load at the input port. The decisions taken by the power
management engine depend on this load.

Note that the two-stage activation: power on then start usage, enables the hiding of the lane
wake-up latency, assuming the Evaluation Period is longer than the wake-up delay. It takes about 8
cycles to wake-up a router in 45nm [11].

Figure 7 depicts the microarchitecture of the Roundabout router implementing the Power Saver
approach. As shown in the figure, input ports are connected to primary lanes. The monitoring
engine tracks input port loads and reports corresponding busy rates. The power management
engine takes power-up, activation, release decisions for all lanes linked to a given input port. These
decisions are based on: current busy rates, predefined thresholds, and the state of the lanes. Note
that each lane has direct access to the output gates, to route packets to the intended output.

5.2 Dynamic Lane Assignment approach

The realistic workload analysis, presented in Section 3, exposes large temporal variances in node
injection rates, and also disparities in the destination nodes. We extended the flexibility of the
Roundabout segmented architecture by dynamically assigning the extra lanes. The secondary lanes
are no longer statically linked as depicted in Figure 4, but rather dynamically selected from a set of
free lanes and attached where decided. This process is driven according to input port busy rate. If
the busy rate of the most stressed input port is above a predefined threshold while a lane remains
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in the set of free secondary lanes, the Dynamic Lane Assignment engine assigns this lane to this
input port. It then proceeds to the powering and activation of the lane as described in the previous
section. Next, when a lane is released (i.e. freed and powered off), the control engine registers it
back into the set of free secondary lanes.

Figure 8 shows the microarchitecture of the Roundabout router implementing the Dynamic Lane
Assignment approach. The input stage is similar to that of the Power Saver (see Figure 7). The main
difference resides in the Dynamic Lane Assignment engine which decides how many lanes (from the
secondary lane pool) are assigned to each primary lane. Power management (power-up, activate,
release) is performed in a direct manner according to the lane assignment decisions, i.e. depending
whether or not a lane is allocated.

To enable dynamic lane assignment, additional links must be added to connect each primary
lane to all secondary lanes, and all secondary lanes to each other. This results in a small area and
power consumption overheads (see Sections 6.3 and 6.4).

While the static lanes assignment ensures the availability of a next lane to evacuate the orphan
flits, the Dynamic Lane Assignment may not provide this possibility. When all secondary lanes have
been already (re)assigned before unblocking the orphan flits, a flit can enter into the additional
buffer inserted at the end of the lane. This can happen while there are no remaining free lanes
to give the flit the opportunity to exit. Since the deadlock-freeness requirement prevents from
merely re-injecting the orphan flits into the router, which requires to guarantee at least one "rescue"
lane per input port group is available. With the XY-routing strategy, three rescue lanes have to be
reserved from the set of dynamic secondary lanes (see Section 4.2). Nevertheless, if the traffic load
requires the use of all the resources, the rescue lanes can obviously be leveraged to drain the traffic.
Note that the rescue lanes are still secondary lanes in that they are not powered by default, but
only on-demand.

Thereby our 11-lane configuration is made of five primary lanes, three rescue secondary lanes,
and three dynamic secondary lanes. The static configuration allows an input port to benefit from
one to three lanes. The dynamic approach offers up to five lanes to drain the traffic load from an
input port.

6 EVALUATION

In this section, we evaluate the two proposed approaches: Power Saver and the Dynamic Lane
Assignment (Dyn. Assign. in short). We show the benefits of these approaches against conventional
and state-of-the-art routers models.

6.1 Methodology

To assess the performance and power consumption of our approaches for synthetic traffic pat-
terns and realistic application workloads, we use HNOCS [7], a fast and high-level discrete-event
NoC simulator based on Omnet++ [44]. This framework enables the simulation of full custom
heterogeneous NoCs. However it has the following limitations: 1) only the classical XY routing
algorithm is supported, 2) only uniform traffic patterns are supported, and 3) no power estimation
is implemented.

Traffic injection. We enhanced the HNOCS framework to evaluate our approaches over broader
traffic patterns. First, we implemented additional synthetic traffic patterns: transpose, bit reverse,
shuffle, hotspot and bit complement [13]. Second, we extended the framework with the Netrace library
[28] to enable the evaluation of realistic application workloads, beyond the aforementioned synthetic
traffic patterns. Netrace provides traces of NoC communications occurring during the execution
of the PARSEC benchmark suite on a 64-core CMP architecture. Hence, we exploit textitNetrace
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to perform trace-based simulation in the HNOCS simulator. Since this library enforces packets
dependencies, the application characteristics are preserved over NoC’s performance changes.
Power estimation method. We implemented the analytical power model used by the Orion3
library in the HNOCS simulation framework to perform both static and dynamic power estimations.
Given the parameters of the target hardware technology, and the simulated toggle rate, this power
model estimates the power consumption of a device with a small error: under 10% compared to a
Register-Transfer Level model [30]. Table 1 summarizes the main technological parameters used in
our study.

Table 1. Technology parameters

Manufacturing | Vdd | Frequency | Crossbar type
45nm 1.0V | 650MHz Matrix

We performed our comparative study of different router models using the same power-estimation
library. We assume the link and clock energy consumption are similar for all evaluated router
models. Therefore, we only modeled the power consumption of buffers, arbiters and crossbars.
Since the Roundabout architecture does not implement any crossbar, we only estimate the power
of buffers (in their in-lane configurations for Roundabout) and arbiters. Nevertheless, regarding
the Roundabout version with Dynamic Lane Assignment, we need to consider the high number of
added inter-lane connections (see Section 5.2). We therefore modeled these connections as small
crossbars to fairly account for their corresponding contribution to the router power consumption.
Roundabout modeling. The HNOCS simulator only provides basic modules: links, sources, sinks
and routers. Since a Roundabout lane is quite similar to a ring NoC topology with heterogeneous
routers, we described each basic element of Roundabout, e.g. input controller, buffer, output
controller, with fine-tuned HNOCS routers. This modeling enabled us to implement a buffer-level
handshaking mechanism reflecting that of elastic buffers. Inter-router timing has been adapted to
better adhere to the original Roundabout router, made of logic gates and elastic buffers [18]. Thanks
to the flexibility of this modeling strategy, several router configurations can be easily modeled.
Consistency of Roundabout modeling. We checked our model accuracy against the performance
and the power results given by Effiong in [19] for the RTL Roundabout implementation. We first
modeled the exact same Roundabout configurations as that of [19]. Regarding the latency, in [19],
Effiong gives for a 4-lane Roundabout the number of clock cycles for several paths. We tuned our
model to feature these exact same latencies for properly accounting for the Roundabout specifics.
Our model, therefore, mimics very closely the throughput and latency results given in that paper
for synthetic traffics. Our power consumption estimations were consistently about 15% less than
the post-synthesis accurate results displayed by Effiong, which is easily explained by our decision
to leave link and clock power consumption aside. We therefore consider this accuracy enough for
these investigations in which most analysis is further performed in a relative manner.

6.2 Simulation set-up

For our NoC model simulations, we used the parameters shown in Table 2. The CMP configuration
support is provided by the Netrace library which enables to inject real application traffics. Note
that all simulations are performed with a single Virtual Network (VN) and a single Virtual Channel
(VC), as Roundabout provides no support for VCs and this is not required for our purposes. We
avoid cache coherence protocol deadlocks by using the buffer over-sizing strategy for sink nodes
[25]. This proves sufficient for this study, albeit not reflecting a realistic implementation which
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would require devising several VNs. Roundabout could easily be extended to provide several VNs
through lane replication, which is beyond the scope of this paper.

Table 2. Simulation Parameters

Cores 64 cores, in-order, Alpha ISA, 2GHz

L1 Cache 32KB Ins + 32KB Data, 4-way set, 3-cycle latency
L2 Cache 64 bank shared, 16MB, 8-way set, 8-cycle latency
Coherency MESI coherence protocol

Memory 150-cycle latency, 8 on-chip memory controllers
Topology 8x8 2D-Mesh

Link Band. 32 bits/cycle

Packet size 10 flits

Flit size 4 Bytes

Flow Control =~ Wormbhole

Virtual Chan. 1-VN, 1VC/VN

Routing Algo. XY

We compared our approaches, i.e. Power Saver and Dynamic Lane Assignment, against: two
conventional routers, a shared buffer router, and a fine-grain power-gating router.

For conventional routers, we benefit from the HNOCS library that models a state-of-the-art
three-stage pipeline router [7]. The depth of the VC buffer is usually chosen to cover the so-called
Round-Trip Time (RTT) credit. A typical buffer size found in NoCs is four flits. Modeling Roundabout
elements by routers imposes the presence of a minimal 1-flit buffer for each module composing
lanes. The 11-lane Roundabout configuration thus implements at least 60-flit buffers. We then
assessed the NoC performance for a common 4-flit input buffer HNOCS router, and a 12-flit input
buffer router equivalent to our C11 Roundabout router (60-flit buffers).

The minimal Roundabout configuration introduced in [18] is a state-of-the-art optimized shared
buffer router. We therefore compare our proposals to this router.

In Section 2, we stated that power gating approaches at the buffer entry level [31, 48] present
similarity to our Power Saver approach. They make it possible to hide wake-up latency. Thus, we
modeled a perfect power-gating solution on the buffer entries of a conventional HNOCS router for
fairly accounting for state-of-the-art.

Table 3 summarizes the simulated router configurations.

Additional parameters are required for the online resource management in our approaches.
When the rate of traffic load on an input port drops below 40%, i.e. the Release threshold, the last
lane is freed then powered off. When this rate goes up to 60%, i.e. the Power up threshold, the
next secondary lane assigned to this input port is powered on. When this rate increases above
80%, the powered, yet unused, lane is activated and then contributes to increasing the router
buffering. The rate of the input load is evaluated over a period of 300 simulation cycles, in a
sliding-window fashion. This value is chosen w.r.t. the mean time a packet needs to cross a router:
about 30 cycles = 3 cycles * 10 flits in a packet, which corresponds to evaluating the traffic load
over 10 consecutive packets. Thresholds and averaging window size are fixed for this study but can
be tuned for meeting specific system requirements, though this is beyond the scope of this paper.

6.3 Performance evaluation

We first analyze benefits of our approaches for synthetic traffic patterns. It enables to analyze
latency, power and energy efficiency across a wide range of Injection Rates.
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Table 3. Router Parameters

Router Type Flow control Flit storage
HNOCS (ref) 3 stage-pipeline 12-flit/VC
Total 60 flits
HNOCS small buffer (conv) 3 stage-pipeline 4-flit/VC
Total 20 flits
HNOCS Power gating 3 stage-pipeline 12-flit/VC
Power gating on Total 60 flits
buffer entries
Roundabout Minimal (C0) 5 lanes (Prim. 3, Sec. 2)  Total 60 flits
Roundabout Full Power (baseline - C11) 11 lanes (Prim. 5, Sec. 6) Total 60 flits
Roundabout (our approaches - C11) 11 lanes (Prim. 5, Sec. 6) Total 60 flits
Power Saver, Eval. Period: 300 cycles
Dynamic Lane Assignment Release thld: 40%
Power up thld: 60%
Activ. thld: 80%

—+— HNOQOCS (ref) -~ HNQOCS small buffer (conv) —— HNOCS Power Gating —— Roundabout (C0) 5 lanes
-+ Roundabout (C11) Full Power -+ Roundabout (C11) Power Saver Roundabout (C11) Dyn. Assign.
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Fig. 9. (a) Latency, (b) Power, (c) Number of activated lanes, (d) Energy intensity for a 64-node 2D-Mesh NoC
for synthetic traffic patterns

Synthetic traffic patterns. Figure 9 shows the performance evaluation results in terms of (a)
latency, (b) power, (c) number of activated lanes and (d) energy-efficiency, according to the Flit
Injection Rate (FIR) for the NoC configurations given in Table 3.
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The performance of NoCs is reported in Figure 9(a), where the maximum offered throughput is
given by the NoC saturation point. Our proposals offer a maximum throughput similar to that of the
reference HNOCS for uniform and transpose traffic patterns. Slightly better results are achieved for
bit reverse and shuffle traffic patterns. The CO Roundabout configuration reveals that the sharing
of primary lanes does not make it possible to efficiently handle the symmetric traffic patterns, i.e.
uniform and shuffle. Performance degradation is however less with non-uniform traffic patterns,
i.e. transpose and bit reverse patterns.

Figure 9(b) gives the power consumption for the full 64-router NoC, which are normalized
w.r.t. the power consumption of the reference HNOCS configuration. Our proposal reduces the
zero-load power by about 22%, 45% and 50%, compared to the reference HNOCS, Roundabout C0
and Roundabout C11 in Full Power configuration, respectively. When the traffic load increases, the
Power Saver router (green curve) shows a larger power reduction compared to all other routers.
In the operating region, i.e. about 2% below the FIR saturation threshold, both approaches reduce
power consumption by at least 50% compared to the HNOCS conventional router with equivalent
buffer size, labeled HNOCS (ref) in the figure. For uniform and shuffle traffic patterns, the Power
Saver approach decreases the power by about 40%, compared to the Roundabout C0 configuration
and more than 30% compared to the Roundabout C11 Full Power router. For transpose and bit
reverse traffic patterns, the reduction is even more significant, with 50% and 40% compared to the
Roundabout C0 and C11 configurations in Full Power mode, respectively. Regarding the Dynamic
Lane Assignment approach, we observe a visible increase in power consumption resulting from the
added inter-lane interconnect, while the NoC saturation point is not improved. This finds roots in
the fact that this approach is tailored for bursty/fluctuating traffic requirements and not stationary
synthetic traffic patterns.

Figure 9(c) depicts the number of active lanes according to the FIR for Roundabout-based
configurations. For both adaptive approaches the number of active lanes grows in accordance with
the injection rate around the saturation points. Due to the specific features of traffic patterns and
the node-asymmetry phenomenon (routers at the edge of the mesh have unconnected ports), the
number of active lanes never reaches the upper bound of 704 lanes, i.e. 11 lanes * 64 routers. We
notice a weak reactivity for Dynamic Lane Assignment approach caused by the lane granting policy.
Indeed, only the most stressed primary lane is granted additional resource in each evaluation period,
whereas the Power Saver approach may allocate many lanes at once, i.e. in a single evaluation
period.

Figure 9(d) shows the energy intensity of the different NoC configurations. Roundabout-based
routers consume significantly less energy than conventional routers thanks to their efficient shared
buffer microarchitecture. The flatter the plot, the more energy-proportional the configuration, due
to a constant energy cost for data transport. Table 4 shows the absolute plot slopes of the energy
intensity. The smaller the slope, the more energy-proportional the solution is. Since we distinguish
three distinct phases in these plots, we compute the slope for each phase. The first phase consists
of a low traffic load, i.e. FIR under 5%. The second phase is the usual operating region for FIR
ranging from 5% to 14%. The third phase corresponds to temporary traffic burst for FIR above 14%.
Unsurprisingly, the most energy-proportional router is the ideal power-gating router which cuts
power under no-load conditions. Our solutions exhibit a slight slope compared to other routers in
the operating region, which indicates a near energy-proportional functioning in this region for all
traffic patterns.

Table 5 summarizes the improvement of NoC efficiency achieved by our approaches.

Power savings. Figure 10 shows the power distribution for a 64-router NoC with uniform traffic
patterns for: 60-flit buffer HNOCS conventional routers, 11-lane Full Power Roundabout and 11-lane
Power Saver Roundabout. The power consumption is plotted for three key FIRs: at zero-load, at the
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Table 4. Absolute slopes of the energy intensity plots for the three functioning phases

Traffic Low Medium (operating region) High

FIR 1% — 5% FIR 5% — 14% FIR 14% — 35%
HNOCS (Ref) Uniform 0.721 0.051 0.012
Transpose 0.834 0.083 0.102
Bit reverse 0.834 0.078 0.047
Shuffle 0.759 0.056 0.008
HNOCS Uniform 0.317 0.019 0.004
Power Gating | Transpose 0.365 0.030 0.082
Bit reverse 0.363 0.023 0.040
Shuffle 0.339 0.022 0.005
Roundabout Uniform 1.150 0.081 0.031
Full Power | Transpose 1.311 0.088 0.044
Bit reverse 1.311 0.088 0.015
Shuffle 1.189 0.087 0.010
Roundabout Uniform 0.575 0.027 0.042
Power Saver | Transpose 0.659 0.031 0.082
Bit reverse 0.658 0.029 0.011
Shuffle 0.596 0.043 0.028
Roundabout Uniform 0.635 0.038 0.056
Dyn. Assign. | Transpose 0.725 0.008 0.001
Bit reverse 0.724 0.015 0.013
Shuffle 0.657 0.048 0.041

Table 5. Energy-efficiency gain of evaluated routers for Uniform and Transpose traffic patterns

Traffic Low | Medium | High
FIR1% | FIR 10% | FIR 20%

HNOCS (Ref) — — —
HNOCS Uniform 31% 19% 16%
Power Gating | Transpose 31% 18% 15%
Roundabout C11 | Uniform 21% 56% 58%
Full Power Transpose | 13% 46% 42%
Roundabout C11 | Uniform 55% 70% 69%
Power Saver Transpose | 55% 71% 59%
Roundabout C11 | Uniform 44% 58% 55%
Dyn. Assign. Transpose | 44% 59% 34%

middle of the operating region (FIR=0.1) and at the saturation point (FIR=0.2). Plot (a) gives the
static power for each router component, while plot (b) shows the dynamic power.

In Figure 10(a), the static power of our Power Saver approach increases according to the FIR. This
is caused by the power-gating technique, which cuts leakage power in the non-powered lanes. The
static power consumption of our both approaches is also much less than the initial Roundabout
model (i.e. Full Power model) at the saturation point. This is explained by the node-asymmetry
phenomenon: routers at the edge of the Mesh have unconnected ports and, as such, unused lanes:
the Power Saver approach maintains those lanes powered down as now traffic is detected.
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Fig. 10. (a) Static and (b) Dynamic power for a 64-node 2D-Mesh NoC composed of 60-flit buffer routers

Figure 10(b) shows a steep increase in dynamic power with FIR. Note the significant, expected,
increase in the crossbar power consumption. These results also highlight the major contribution
of dynamic power within the NoC power consumption when the traffic increases. This explains
why a direct power-gating technique provides limited benefits, further motivates more elaborated
resources management techniques to address both static and dynamic power consumption.
Quality of Service. The multi-lanes Roundabout architecture with no priority (see Section 4) may
imply the delaying of some flits. This flit delaying would extend the packet latency. Hence, the
monitoring of the packet latency deviation w.r.t. the flit latency allows us to empirically check this
behavior. Figure 11 plots the average number of cycles between the flit latency and the packet latency
for the four previously considered synthetic traffic patterns. We observe no significant variations
between conventional router architectures, i.e. HNOCS routers, and the Roundabout routers, i.e.
Roundabout C11 configurations. Regarding bitreverse traffic pattern, the average deviation tends to
decrease for Roundabout routers due to the traffic pattern nature. This results from this specific
traffic pattern which promotes the short path on the router’s lanes. These results, therefore, indicate
the limited impact of the lack of priority for the Roundabout architecture for typical packet length.

B HNOCS [ HNOCS Small Buffer [0 HNOCS Power Gating
W Roundabout (C11) Full Power [ Roundabout (C11) Power Saver [ Roundabout (C11) Dyn. Assign.
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Fig. 11. Deviation of Packet Latency w.r.t. Flit Latency for a 64-node 2D-Mesh NoC for synthetic traffic
patterns

Realistic traffic workloads. We use the Netrace library [28] to inject realistic workloads from
PARSEC benchmarks into the NoC models made of: HNOCS reference routers, HNOCS ideal Power
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Fig. 12. Packet statistics for 64-node NoC over 100K cycles of PARSEC benchmarks

gating routers, Roundabout C11 Full Power routers, Roundabout C11 Power Saver and Roundabout
C11 Dynamic Lane Assignment. Since the simulation of billions of cycles for each benchmark is too
time-consuming, we focus on the first 100K cycles of each benchmark’s ROI.

Figure 12(a) presents the mean deviation of packet travel latency between the no-load (minimal)
latency and the actual packet latency for the PARSEC benchmarks. We observe a higher latency
deviation for the initial Roundabout Full Power configuration than for the Power Saver approach.
The latter adds restrictions on the used secondary lanes. While a single transient collision on
an output gate involves switching to secondary lanes with the initial Roundabout scheme, this
approach promotes short router crossing paths flowing on primary lanes only for moderate traffic
workloads. We also observe a higher deviation latency for the Dynamic Lane Assignment approach
since packets cross more secondary lanes when the traffic load increases. The Power Saver approach
introduces on its side less delay than the conventional router for most benchmarks.

Figure 12(b) shows the number of packets processed by the NoC during the 100K first cycles of
the ROL Due to a possibly smaller router-crossing delay on short paths (e.g. local port to South port)
and a better offered throughput, the Roundabout routers handle more packets than the conventional
router for almost all benchmarks. Since the Power Saver policy promotes short paths inside routers
compared to the initial Roundabout Full Power configuration, it manages to process more packets
than other routers. The Dynamic Lane Assignment solution is here no better than Power Saver, due
to the overall longer packet travel time incurred by the use of additional lanes.

Figure 13 gives the normalized energy breakdown of the evaluated NoCs during the same period.
These results are normalized against HNOCS in term of number of packets, such that average
normalized energies displayed relate to a similar number of conveyed packets. Therefore, we used
the number of packets handled by the HNOCS solution as a reference to compute the energy
consumption of the other configurations. Except for bodytrack benchmark, Roundabout routers
outperform the conventional router of equivalent buffer size thanks to the removal of the crossbar
and its expensive power consumption. For bodytrack, the obtained power is not far from zero-load
power, since the amount of packets sent in the first 100K cycles is small (see Figure 12).
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Fig. 13. Normalized energy breakdown for 64-node NoC over 100K cycles of PARSEC benchmarks

As a whole, significant energy consumption reductions are achieved by the proposed Power
Saver and Dynamic Lane Assignment approaches. Power Saver achieves on average 58% energy
savings across the whole PARSEC benchmarks, as summarized in Table 6. Similar to the behavior
observed with synthetic traffic patterns, the Dynamic Lane Assignment approach consumes more
energy than the Power Saver router due to its extra inter-lanes links, yet still outperforms both the
conventional router and Full Power Roundabout.

Table 6. Energy reduction for PARSEC benchmark

Router Type Average Reduction
HNOCS (Ref) —
HNOCS Small Buffer -13.1%
HNOCS Power Gating —28.4%
Roundabout (C11) Full Power -23.3%
Roundabout (C11) Power Saver —58.5%
Roundabout (C11) Dyn. Assign. —46.3%

Figure 14 illustrates the number of active lanes for the two proposed approaches during the
100K first cycles of the PARSEC benchmarks” ROL Since the simulated period corresponds to
the beginning of the ROI, we merely observe the warm-up phase with many activations and few
deactivations. Nevertheless, We note that the lane utilization changes from one benchmark to
another with various activation timestamps corresponding to specific software phases or events.
Even though the variation tendencies are the same for both approaches, we remark that the dynamic
assignment strategy offers more lanes to drain the traffic issued by software events.

6.4 Implementation overhead

As explained in Section 5, the dynamic resource management mechanisms applied in both ap-
proaches requires dedicated hardware. We here discuss this hardware overhead.

A counter of log(Evaluation Period) bits is needed for each primary lane to monitor its load
(Number of Primary Lanes X 1 counter). Another counter is used to track the number of flits in a
lane for each secondary lane (Number of Secondary Lanes X1 counter). The size of this counter
depends on the number of flits able to co-exist in a lane (i.e. the buffer size). Approximately,
(Total Number of Lanes X 5) + (Number of Secondary LanesxTotal Number of Lanes — 1) registers
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Fig. 14. Lanes usage over 100K cycles of PARSEC benchmarks

of log(Total Number of Lanes) bits are required to store the current router state. In addition,
some basic logic is also needed to implement a 5-stage Finite-State Machine. The Dynamic Lane
Assignment approach is more expensive since it requires i) a table of free lanes with Number
of Dynamic Lanes entries, ii) inter-lane links and an additional multiplexer for each secondary
lane (with Number of Primary Lanes+Number of Dynamic Lanes inputs and one output port).
Table 7 summarizes the additional hardware required by our proposal. We synthesized the 11-lane
Roundabout configuration (C11) and the required supports for our two approaches with the Cadence
Genus RTL compiler for 28nm FDSOI cell library. Table 8 displays the estimated area of these
modules. The Power Saver approach has a minor impact on the total router area. The Dynamic Lane
Assignment approach requires extensive modifications of the router microarchitecture to enhance
its flexibility. Therefore, these improvements incur a larger area overhead.

Table 7. Hardware summary of our proposal

Router # Entities Type
Roundabout (C11) Power Saver 5 6-bits counters
+ 6 4-bits counters
Roundabout (C11) Dyn. Assign. 105 4-bits registers
Roundabout (C11) Dyn. Assign. only 3 4-bits registers
6 Mux (8 — 1)
24 Inter-lane links

In addition, the fine-grain power gating technique usually add a "sleep” transistor to logic cells
to control the path to Vdd. This incurs a significant area overhead, but it can be mitigated by
leveraging entire gate clusters such as lanes in our segmented router. In [35], Matsunatni et al.
divided a classical router into 35 power domains, where each domain is driven by a separate power
gating system. They reported that the power gating management hardware increases the area by
less than 5%. In our case, we have only seven power domains. We therefore assume that the expected
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Table 8. Hardware overhead of our proposal

Hardware modules Area (in 28nm FDSOI) | Overhead
Roundabout (C11) 16972 um? —
Power Saver engine 1401 um?® +8.26%
Dynamic Lane Assignment engine 3077 um?* +18.13%

overhead implied by the power gating system will be less than 5% for our proposal. Besides, Figure
10 shows that the dynamic power of the router dominates the static part. So, a less intrusive clock
gating technique could also be considered.

6.5 Scalabilty

In this section, we investigate the scalability of our proposal. Since uniform and shuffle patterns
are both symmetric non-deterministic traffic workloads, we limited the scalability study to only
one of them. Similarly, transpose and bit-reverse patterns are both asymmetric and deterministic,
so we applied the same restriction. Therefore, we assume that uniform and transpose patterns are
representative enough to study scalability concerns.
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_____ =k
k=
04 0.20 ,--"
2 II
2 0.15
o i B *
£33 S S *
5302 010 / f Sde—=—==="7
2= ! //’k—
] ’
01 0.05| *,7,
74
0.0 *
. 200 400 600 800 1000 200 400 600 800 1000
# Cores # Cores

Fig. 15. Evolution of the minimum energy intensity according to the number of cores for (a) Uniform and (b)
Transpose traffic patterns

6.5.1 Large Mesh topologies. Figure 15 shows the most energy-efficient working points for NoC
topologies made of HNOCS and Roundabout routers. For the uniform traffic, the Power Saver
approach scales better for large network sizes. Its corresponding energy intensity is lower than that
of the Full Power router. Thus, it provides more energy savings. Regarding the transpose traffic,
the Power Saver approach remains the best.

6.5.2 Importance of lane configuration. We evaluate and compare the scalability of our proposed
power management approaches to baseline Roundabout configurations integrating more secondary
lanes. The following router architectures are considered: C11 (5 primary + 6 secondary lanes),
C14 (5 primary + 9 secondary lanes) and C17 (5 primary + 12 secondary lanes). Evaluations are
performed on uniform traffic.

Figure 16(a) shows the NoC offered throughput for a 64-node 2D-Mesh NoC. Solid lines represent
the throughput measured for the baseline Roundabout (i.e. Full Power) routers. Dashed lines show
the results obtained for the Roundabout configurations while the Power Saver approach is applied.
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We first notice the maximum throughput increases with the number of secondary lanes. For C14 and
C17 configurations, the baseline and the Power Saver approach offer similar throughput. Baseline
configuration C11, however, displays a throughput drop, which could be explained by the extended
latency occurring at high traffic loads, though this would require more investigations.
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Fig. 16. Impact of Roundabout configuration on (a) Throughput, and (b) Power for a 64-node 2D-Mesh NoC
for Uniform synthetic traffic

Despite the above observation on the baseline C11, we can argue that the Power Saver solution
does not deteriorate the NoC throughput regardless the Roundabout configuration.

Note that the small variations of the throughput for the different Roundabout configurations
results from the limited size of buffers chosen in this work. Indeed, larger buffer sizes would provide
significant performance improvements as demonstrated by Effiong et al. in [18].

Figure 16(b) shows the power consumption normalized w.r.t. the C11 baseline (Full Power)
consumption. It highlights the increase in efficiency of the Power Saver solution for configurations
including a large number of secondary lanes. Note the power offset at 0 FIR for all baseline
configurations which is removed in all Power Saver solutions, thereby underlining the near energy-
proportional operation of the solution. Power consumption plots are further overlapping for C11,
C14 and C17 in most of the operating region since the power gating is able to power down all
unused lanes until communication pressures becomes high. These results confirm the scalability
and near energy-proportionality of the Power Saver solution.

6.5.3 Effects of Additional Buffers. As mentioned in Section 4, the flexibility of the Roundabout
architecture allows the addition of buffers along lanes. We evaluated our proposal for routers
with additional buffers. Figure 17 plots the principal metrics impacted by the buffer resizing: the
maximum offered throughput, the maximum power, and the mean power efficiency. We still consider
a 64-node 2D-Mesh NoCs running uniform and transpose traffic patterns. The evaluated NoCs
are composed of routers implementing buffers able to store 60-flit, 80-flit, and 110-flits. The 60-flit
buffers configurations are the routers studied in the previous sections. The HNOCS 80-flit and
110-flit configurations are obtained by respectively allocating 16 and 22 flits to conventional input
buffers. We model the Roundabout 80-flit configuration by uniformly adding 20-flits buffers to
the primary lanes of the Roundabout C11 configuration. The Roundabout 110-flit configuration
is achieved by uniformly adding 40-flits buffers to the primary and the secondary lanes of the
Roundabout C11 configuration.

Regarding the offered throughput, the handled traffic load increases with the NoC storage
capacity for uniform traffic. The ability of the uniform traffic to benefit from the major part of the

ACM Trans. Embedd. Comput. Syst., Vol. 1, No. 1, Article 1. Publication date: January 2022.



1:24 France-Pillois M., et al.

storage capacity explains this behavior. On the contrary, the transpose traffic pattern only uses and
saturates a reduced number of router ports, i.e. buffers. Therefore, the increase of the NoC storage
capacity does not significantly improve the offered throughput. This specific feature of the transpose
pattern justifies the significant power reduction achieved by the power management techniques for
this traffic compared to the uniform traffic. We also note that the Roundabout 110-flit configuration
consumes less energy than the 80-flit configuration. The buffers of the former configuration are
better spread out along the primary and the secondary lanes. Hence, the storage capacities are
better balanced, and our power management approaches can operate on more buffers. As for the
NoC power efficiency, we notice that Roundabout routers still over-perform conventional routers
with and without Power Gating management technique for all considered buffer sizes. Therefore,
unlike conventional routers, the balanced increase of storage capacity does not decrease the NoC
power efficiency for Roundabout routers benefiting from our power management techniques.
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Fig. 17. Impact of Buffer Sizes on Throughput, Power and Efficiency for a 64-node 2D-Mesh NoC for (a)
Uniform and (b) Transpose synthetic traffic patterns

7 CONCLUSION

Typical NoC router designs often fail to suitably address the spatial disparities and temporal
fluctuations in communication demand resulting from the execution of applications on CMPs.
This is partly due to active underused buffering resources, thereby resulting in limited energy
efficiency. In this paper we present two resource-adaptive Roundabout router features to improve
the energy-efficiency of NoCs toward energy-proportional operation. We specifically extended the
router ability to adapt to bursty traffic workloads, by dynamically activating or attaching extra
lanes (segments).

The first approach, called Power Saver, provides a highly energy efficient router configuration
activating "on-the-fly" segments according to the current traffic demand. The second approach, i.e.
Dynamic Lane Assignment, enhances the router flexibility by dynamically attaching segments to
arbitrary input ports where traffic load is high.
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The resulting segmented adaptive router achieves notably reduced static and dynamic power
consumptions while preserving NoC offered throughput. Our proposed Power Saver NoC approach
outperforms conventional routers such as HNOCS by improving energy-efficiency by up to 70%
for synthetic traffics. It also reduces the energy consumption by 58% on average for real traffics,
observed on ROI slices of the PARSEC benchmarks.
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