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#### Abstract

While deep learning has enabled tremendous progress on text and image datasets, its superiority on tabular data is not clear. We contribute extensive benchmarks of standard and novel deep learning methods as well as tree-based models such as XGBoost and Random Forests, across a large number of datasets and hyperparameter combinations. We define a standard set of 45 datasets from varied domains with clear characteristics of tabular data and a benchmarking methodology accounting for both fitting models and finding good hyperparameters. Results show that tree-based models remain state-of-the-art on medium-sized data ( $\sim 10 \mathrm{~K}$ samples) even without accounting for their superior speed. To understand this gap, we conduct an empirical investigation into the differing inductive biases of tree-based models and neural networks. This leads to a series of challenges which should guide researchers aiming to build tabular-specific neural network: 1. be robust to uninformative features, 2. preserve the orientation of the data, and 3. be able to easily learn irregular functions. To stimulate research on tabular architectures, we contribute a standard benchmark and raw data for baselines: every point of a 20000 compute hours hyperparameter search for each learner.


## 1 Introduction

Deep learning has enabled tremendous progress for learning on image, language, or even audio datasets. On tabular data, however, the picture is muddier and ensemble models based on decision trees like XGBoost remain the go-to tool for most practitioners [Sta] and data science competitions [Kossen et al. 2021]. Indeed deep learning architectures have been crafted to create inductive biases matching invariances and spatial dependencies of the data. Finding corresponding invariances is hard in tabular data, made of heterogeneous features, small sample sizes, extreme values.

Creating tabular-specific deep learning architectures is a very active area of research (seesection 2). One motivation is that tree-based models are not differentiable, and thus cannot be easily composed and jointly trained with other deep learning blocks. Most tabular deep learning publications claim to beat or match tree-based models, but their claims have been put into question: a simple Resnet seems to be competitive with some of these new models [Gorishniy et al., 2021], and most of these methods seem to fail on new datasets [Shwartz-Ziv and Armon, 2021]. Indeed, the lack of an established benchmark for tabular data learning provides additional degrees of freedom to researchers when evaluating their method. Furthermore, most tabular datasets available online are small compared to benchmarks in other machine learning subdomains, such as ImageNet [Ima], making evaluation noisier. These issues add up to other sources of unreplicability across machine learning, such as unequal hyperparameters tuning efforts [Lipton and Steinhardt, 2019] or failure to account for statistical uncertainty in benchmarks [Bouthillier et al., 2021]. To alleviate these concerns, we contribute a tabular data benchmark with a precise methodology for datasets inclusion and hyperparameter tuning. This enables us to evaluate recent deep learning models which have
not yet been independently evaluated, and to show that tree-based models remain state-of-the-art on medium-sized tabular datasets, even without accounting for the slower training of deep learning algorithms. Furthermore, we show that this performance gap is not mostly due to categorical features, and does not disappear after tuning hyperparameters.
Impressed by the superiority of tree-based models on tabular data, we strive to understand which inductive biases make them well-suited for these data. By transforming tabular datasets to modify the performances of different models, we uncover differing biases of tree-based models and deep learning algorithms which partly explain their different performances: neural networks struggle to learn irregular patterns of the target function, and their rotation invariance hurt their performance, in particular when handling the numerous uninformative features present in tabular data.

Our contributions are as follow: 1. We create a new benchmark for tabular data, with a precise methodology for choosing and preprocessing a large number of representative datasets. We share these datasets through OpenML [Vanschoren et al., 2014], which makes them easy to use. 2. We extensively compare deep learning models and tree-based models on generic tabular datasets in multiple settings, accounting for the cost of choosing hyperparameters. We also share the raw results of our random searches, which will enable researchers to cheaply test new algorithms for a fixed hyperparameter optimization budget. 3. We investigate empirically why tree-based models outperform deep learning, by finding data transformations which narrow or widen their performance gap. This highlights desirable biases for tabular data learning, which we hope will help other researchers to successfully build deep learning models for tabular data.
In Sec. 2 we cover related work. Sec. 3 gives a short description of our benchmark methodology, including datasets, data processing, and hyper-parameter tuning. Then, Sec. 4 shows our raw results on deep learning and tree-based models after an extensive random search. Finally, Sec. 5 provides the results of an empirical study which exhibit desirable implicit biases of tabular datasets.

## 2 Related work

Deep learning for tabular data As described by Borisov et al. [2021] in their review of the field, there have been various attempts to adapt deep learning to tabular data: data encoding techniques to make tabular data better suited for deep learning [Hancock and Khoshgoftaar, 2020. Yoon et al., 2020], "hybrid methods" to benefit from the flexibility of neural networks while keeping the inductive biases of other algorithms like tree-based models |Lay et al., 2018, Popov et al., 2020, Abutbul et al., 2020, Hehn et al., 2019, Tanno et al., 2019, Chen, 2020, Kontschieder et al., 2015, Rodriguez et al., 2019 Popov et al., 2020, Lay et al., 2018] or Factorization Machines Guo et al. [2017], tabular-specific transformers architectures |Somepalli et al. [2021], Kossen et al. [2021], Arik and Pfister [2019], Huang et al. [2020], and various regularization techniques to adapt classical architectures to tabular data |Lounici et al., 2021, Shavitt and Segal, 2018, Kadra et al., 2021a, Fiedler, 2021]. In this paper, we focus on architectures directly inspired by classic deep learning models, in particular Transformers and Multi-Layer-Perceptrons (MLPs).

Comparisons between neural networks and tree-based models The most comprehensive comparisons of machine learning algorithms have been published before the advent of new deep learning methods [Caruana and Niculescu-Mizil, 2006, Fernández-Delgado et al., 2014], or on specific problems [Sakr et al., 2017, Korotcov et al.|, 2017.| Uddin et al., |2019]. Recently, Shwartz-Ziv and Armon [2021] evaluated modern tabular-specific deep learning methods, but their goal was more to reveal that "New deep learning architectures fail to generalize to new datasets" than to create a comprehensive benchmark. Borisov et al. [2022] benchmarked recent algorithms in their review of deep learning for tabular data, but only on 3 datasets, and "highlight[ed] the need for unified benchmarks" for tabular data. Most papers introducing a new architecture for tabular data benchmark various algorithms, but with a highly variable evaluation methodology, a small number of datasets, and the evaluation can be biased toward the authors' model [Shwartz-Ziv and Armon, 2021]. The paper closest to our work is Gorishniy et al. [2021], benchmarking novel algorithms, on 11 tabular datasets. We provide a more comprehensive benchmark, with 45 datasets, split across different settings (medium-sized / large-size, with/without categorical features), accounting for the hyperparameter tuning cost, to establish a standard benchmark.

No standard benchmark for tabular data Unlike other machine learning subfields such as computer vision [Ima] or NLP [Wang et al. 2020], there are no standard benchmarks for tabular data. There exist generic machine learning benchmarks, but, to the our knowledge, none are specific to tabular data. For instance, OpenML benchmarks CC-18, CC-100, [Bischl et al., 2021] and AutoML Benchmark [Gijsbers et al. 2019] contain tabular data, but also include images and artificial datasets, which may explain why they have not been used in tabular deep learning papers. In A.6, we compare in more depth our benchmark to these previous ones.

Understanding the difference between neural networks and tree-based models To our knowledge, this is the first empirical investigation of why tree-based models outperform neural networks on tabular data. Some speculative explanations, however, have been offered [Klambauer et al., 2017, Borisov et al., 2021]. Kadra et al. [2021a] claims that searching across 13 regularization techniques for MLPs to find a dataset-specific combination gives state-of-the-art performances. This provides a partial explanation: MLPs are expressive enough for tabular data but may suffer from a lack of proper regularization.

## 3 A benchmark for tabular learning

### 3.1 45 reference tabular datasets

For our benchmark, we compiled 45 tabular datasets from various domains provided mainly by OpenML, listed in A.1 and selected via the following criteria:

Heterogeneous columns. Columns should correspond to features of different nature. This excludes images or signal datasets where each column corresponds to the same signal on different sensors.
Not high dimensional. We only keep datasets with a $d / n$ ratio below $1 / 10$.
Undocumented datasets We remove datasets where too little information is available. We did keep datasets with hidden column names if it was clear that the features were heterogeneous.
I.I.D. data. We remove stream-like datasets or time series.

Real-world data. We remove artificial datasets but keep some simulated datasets. The difference is subtle, but we try to keep simulated datasets if learning these datasets are of practical importance (like the Higgs dataset), and not just a toy example to test specific model capabilities.
Not too small. We remove datasets with too few features ( $<4$ ) and too few samples ( $<3000$ ). For benchmarks on numerical features only, we remove categorical features before checking if enough features and samples are remaining.
Not too easy. We remove datasets which are too easy. Specifically, we remove a dataset if a default Logistic Regression (or Linear Regression for regression) reach a score whose relative difference with the score of both a default Resnet (from Gorishniy et al. [2021]) and a default HistGradientBoosting model (from scikit learn) is below 5\%. Other benchmarks use different metrics to remove too easy datasets, like removing datasets which can be learnt perfectly by a single decision classifier [Bischl et al. 2021], but this does not account for different Bayes rate of different datasets. As tree-based methods have been shown to be superior to Logistic Regression [Fernández-Delgado et al., 2014] in our setting, a close score for these two types of models indicates that we might already be close to the best achievable score.
Not deterministic. We remove datasets where the target is a deterministic function of the data. This mostly means removing datasets on games like poker and chess. Indeed, we believe that these datasets are very different from most real-world tabular datasets, and should be studied separately.

### 3.2 Removing side issues

To keep learning tasks as homogeneous as possible and focus on challenges specific to tabular data, we exclude subproblems which would deserve their own analysis:
Medium-sized training set We truncate the training set to 10,000 samples for bigger datasets. This allows us to investigate the medium-sized dataset regime. We study the large-sized $(50,000)$ regime, for which fewer datasets matching our criteria are available, in A. 2
No missing data We remove all missing data from the datasets. Indeed, there are numerous techniques for handling missing data both for tree-based models and neural networks, with varying performances [Perez-Lebel et al., 2022]. In practice, we first remove columns containing many missing data, then all rows containing at least one missing entry.

Balanced classes For classification, the target is binarised if there are several classes, by taking the two most numerous classes, and we keep half of samples in each class.
Low cardinality categorical features We remove categorical features with more than 20 items.
High cardinality numerical features We remove numerical features with less than 10 unique values. Numerical features with 2 unique values are converted to categorical features.

### 3.3 A procedure to benchmark models with hyperparameter selection

Hyperparameter tuning leads to uncontrolled variance on a benchmark [Bouthillier et al. 2021], especially with a small budget of model evaluations. We design a benchmarking procedure that jointly samples the variance of hyperparameter tuning and explores increasingly high budgets of model evaluations. It relies on random searches for hyper-parameter tuning [Bergstra et al., 2013]. We use hyperparameter search spaces from the Hyperopt-Sklearn [Komer et al., 2014] when available, from the original paper when possible, and from Gorishniy et al. [2021] for MLP, Resnet and XGBoost (see A.3). We run a random search of $\approx 400$ iterations per dataset, on CPU for tree-based models and GPU for neural networks (more details in A.3.

To study performance as a function of the number $n$ of random search iterations, we compute the best hyperparameter combination on the validation set on these $n$ iterations (for each model and dataset), and evaluate it on the test set. We do this 15 times while shuffling the random search order at each time. This gives us bootstrap-like estimates of the expected test score of the best (on the validation set) model after each number of random search iterations. In addition, we always start the random searches with the default hyperparameters of each model. In A.7, we show that using Bayesian optimization instead of random search does not seem to change our results.

Resuable code and benchmark raw data The code used for all the experiments and comparisons is available at https://github.com/LeoGrin/tabular-benchmark. To help researchers to cheaply add their own algorithms to the results, we also share at the same link a data table containing results for all iterations of our 20,000 compute-hour random searches.

### 3.4 Aggregating results across datasets

We use the test set accuracy (classification) and R2 score (regression) to measure model performance. To aggregate results across datasets of varying difficulty, we use a metric similar to the distance to the minimum (or average distance to the minimum -ADTM- when averaged across datasets), used in Feurer et al. [2021] and introduced in Wistuba et al. [2015]. This metric consists in normalizing each test accuracy between 0 and 1 via an affine renormalization between the top-performing and worse-performing models ${ }^{1}$ Instead of the worse-performing model, we use models achieving the $10 \%$ (classification) or $50 \%$ (regression) test error quantile. Indeed, the worse scores are achieved by outlier models and are not representative of the difficulty of the dataset. For regression tasks, we clip all negative scores (i.e below $50 \%$ scores) to 0 to reduce the influence of very low scores.

### 3.5 Data preparation

We strive for as little manual preprocessing as possible, applying only the following transformations:
Gaussianized features For neural network training, the features are Gaussianized with Scikit-learn's QuantileTransformer.
Transformed regression targets In regression settings, target variables are log-transformed when their distributions are heavy-tailed (e.g house prices, see A.1). In addition, we add as an hyperparameter the possibility to Gaussienize the target variable for model fit, and transform it back for evaluation (via ScikitLearn's TransformedTargetRegressor and QuantileTransformer).
OneHotEncoder For models which do not handle categorical variables natively, we encode categorical features using ScikitLearn's OneHotEncoder.

[^0]
## 4 Tree-based models still outperform deep learning on tabular data.

### 4.1 Models benchmarked

For tree-based models, we choose 3 state-of-the-art models used by practitioners: Scikit Learn's RandomForest, GradientBoostingTrees (GBTs) (or HistGradientBoostingTrees when using categorical features), and XGBoost [Chen and Guestrin, 2016]. We benchmark the following deep models:
MLP : a classical MLP from Gorishniy et al. [2021]. The only improvement beyond a simple MLP is using Pytorch's ReduceOnPlateau learning rate scheduler.
Resnet : as in Gorishniy et al. [2021], similar to MLP with dropout, batch/layer normalization, and skip connections.
FT_Transformer : a simple Transformer model combined with a module embedding categorical and numerical features, created in Gorishniy et al. [2021]. We choose this model because it was benchmarked in a convincing way against tree-based models and other tabular-specific models. It can thus be considered a "best case" for Deep learning models on tabular data.

## Only numerical features





Figure 1: Benchmark on medium-sized datasets, top only numerical features; bottom: all features. Dotted lines correspond to the score of the default hyperparameters, which is also the first random search iteration. Each value corresponds to the test score of the best model (on the validation set) after a specific number of random search iterations, averaged on 15 shuffles of the random search order. The ribbon corresponds to minimum and maximum scores on these 15 shuffles.

SAINT : a Transformer model with an embedding module and an inter-samples attention mechanism, proposed in Somepalli et al. [2021]. We include this model because it was the best performing deep model in Borisov et al. [2021], and to investigate the impact of inter-sample attention, which performs well on tabular data according to Kossen et al. [2022].

### 4.2 Results

Fig. 1 give benchmark results for different types of datasets (appendix A. 2 gives results as a function of computation time). We emphasize that the variance quantification in these figures should be interpreted carefully, as it is made by shuffling the order of a same random search: for a large number of random search iterations, it may not represent the actual variance after this number of step.

Tuning hyperparameters does not make neural networks state-of-the-art Tree-based models are superior for every random search budget, and the performance gap stays wide even after a large number of random search iterations. This does not take into account that each random search iteration is generally slower for neural networks than for tree-based models (see A.2).

Categorical variables are not the main weakness of neural networks Categorical variables are often seen as a major problem for using neural networks on tabular data [Borisov et al. 2021]. Our results on numerical variables only do reveal a narrower gap between tree-based models and neural networks than including categorical variables. Still, most of this gap subsists when learning on numerical features only.

## 5 Empirical investigation: why do tree-based models still outperform deep learning on tabular data?

### 5.1 Methodology: uncovering inductive biases

We have seen in Sec. 4.2 that tree-based models beat neural networks across a wide range of hyperparameter choices. This hints to inherent properties of these models which explains their performances on tabular data. Indeed, the best methods on tabular data share two attributes: they are ensemble methods, bagging (Random Forest) or boosting (XGBoost, GBTs), and the weak learner used in these ensembles is a decision tree. The decisive point seems to be the tree aspect: other boosting and bagging methods with different weak learners exist but are not commonly used for tabular data. In this section, we try to understand the inductive biases of decision trees that make them well-suited for tabular data, and how they differ from the inductive biases of neural networks. This is equivalent to saying the reverse: which features of tabular data make this type of data easy to learn with tree-based methods yet more difficult with a neural network?

To this aim, we apply various transformations to tabular datasets which either narrow or widen the generalization performance gap between neural networks and tree-based models, and thus help us emphasize their different inductive biases. For the sake of simplicity, we restrict our analysis to numerical variables and classification tasks on medium-sized datasets. Results are presented aggregated across datasets, and dataset-specific results are available in A.4, along with additional details on our experiments.

### 5.2 Finding 1: Neural networks are biased to overly smooth solutions

We transform each train set by smoothing the output with a Gaussian Kernel smoother for varying length-scale values of the kernel (more details are available in A.4). This effectively prevents models from learning irregular patterns of the target function. Fig. 2 shows model performance as a function of the length-scale of the smoothing kernel. For small lengthscales, smoothing the target function on the train set decreases markedly the accuracy of tree-based models, but barely impacts that of neural networks.

Such results suggest that the target functions in our datasets are not smooth, and that neural networks struggle to fit these irregular functions compared to tree-based models. This is in line with Rahaman et al. [2019], which finds that neural networks are biased toward low-frequency functions. Models based on decision trees, which learn piece-wise constant functions, do not exhibit such a bias. Our


Figure 2: Normalized test accuracy of different models for varying smoothing of the target function on the train set We smooth the target function through a Gaussian Kernel smoother, whose covariance matrix is the data covariance, multiplied by the (squared) lengthscale of the Gaussian kernel smoother. A lengthscale of 0 corresponds to no smoothing (the original data). All features have been Gaussienized before the smoothing through ScikitLearn's QuantileTransformer. The boxplots represent the distribution of normalized accuracies across 15 re-orderings of the random search.
findings do not contradict papers claiming benefits from regularization for tabular data [Shavitt and Segal, 2018, Borisov et al. 2021, Kadra et al., 2021b, Lounici et al., 2021, as adequate regularization and careful optimization may allow neural networks to learn irregular patterns. In A.4, we show some examples of non-smooth patterns which neural networks fail to learn, both in toy and real-world settings.
Note also that our observation could also explain the benefits of the ExU activation used in the Neural-GAM paper [Agarwal et al., 2021], and of the embeddings used in Gorishniy et al. [2022]: the periodic embedding might help the model to learn the high-frequency part of the target function, and the target-aware binning might make the target function smoother.

### 5.3 Finding 2: Uninformative features affect more MLP-like neural networks

Tabular datasets contain many uninformative features For each dataset, we drop an increasingly large fraction of features, according to feature importance (ranked by a Random Forest). Fig. 3 3 shows that the classification accuracy of a GBT is not much affected by removing up to half of the features.

Furthermore, the test accuracy of a GBT trained on the removed features (i.e the features below a certain feature importance threshold) is very low up to $20 \%$ of features removed, and quite low until $50 \%$, which suggests that most of these features are uninformative, and not solely redundant.

MLP-like architectures are not robust to uninformative features In the two experiments shown in Fig. 4, we can see that removing uninformative features (4) reduces the performance gap between MLPs (Resnet) and the other models (FT Transformers and tree-based models), while adding uninformative features widens the gap. This shows that MLPs are less robust to uninformative features, and, given the frequency of such features in tabular datasets, partly explain the results from Sec. 4.2

In Fig. 4 , we also remove informative features as we remove a larger fraction of features. Our reasoning, which is backed by 4 , is that the decrease in accuracy due to the removal of these features is compensated by the removal of uninformative features, which is more helpful for MLPs than for other models (we also remove redundant features at the same time, which should not impact our models)

### 5.4 Finding 3: Data are non invariant by rotation, so should be learning procedures

Why are MLPs much more hindered by uninformative features, compared to other models? One answer is that this learner is rotationally invariant in the sense of Ng [2004]: the learning procedure which learns an MLP on a training set and evaluate it on a testing set is unchanged when applying a rotation (unitary matrix) to the features on both the training and testing set. On the contrary, tree-based models are not rotationally invariant, as they attend to each feature separately, and neither are FT Transformers, because of the initial FT Tokenizer, which implements a pointwise operation. A


Figure 4: Test accuracy changes when removing (a) or adding (b) uninformative features. Features are removed in increasing order of feature importance (computed with a Random Forest). Added features are sampled from standard Gaussians uncorrelated with the target and with other features. Scores are averaged across datasets, and the ribbons correspond to the minimum and maximum score among the 30 different random search reorders (starting with the default models).
theoretical link between this concept and uninformative features is provided by Ng [2004], which shows that any rotationallly invariant learning procedure has a worst-case sample complexity that grows at least linearly in the number of irrelevant features. Intuitively, to remove uninformative features, a rotationaly invariant algorithm has to first find the original orientation of the features, and then select the least informative ones: the information contained in the orientation of the data is lost.

Fig. 5a, which shows the change in test accuracy when randomly rotating our datasets, confirms that only Resnets are rotationally invariant. More striking, random rotations reverse the performance order: neural networks are now above tree-based models and Resnets above FT Transformers. This suggests that rotation invariance is not desirable: similarly to vision [?], there is a natural basis (here, the original basis) which encodes best data-biases, and which can not be recovered by models invariant to rotations which potentially mixes features with very different statistical properties. Indeed, features of a tabular data typically carry meanings individually, as expressed by column names: age, weight. The link with uninformative features is apparent in 5 p: removing the least important half of the features in each dataset (before rotating), drops the performance of all models except Resnets, but the decrease is less significant than when using all features.
Our findings shed light on the results of Somepalli et al. [2021] and Gorishniy et al. [2022], which add an embedding layer, even for numerical features, before MLP or Transformer models. Indeed,


Figure 5: Normalized test accuracy of different models when randomly rotating our datasets. Here, the classification benchmark on numerical features was used. All features are Gaussianized before the random rotations. The scores are averaged across datasets, and the boxes depict the distribution across random search shuffles. Right: the features are removed before data rotation.
this layer breaks rotation invariance. The fact that very different types of embedding seem to improve performance suggests that the sheer presence of an embedding which breaks the invariance is a key part of these improvements. We note that a promising avenue for further research would be to find other ways to break rotation invariance which might be less computationally costly than embeddings.

## 6 Discussion and conclusion

Limitation Our study leaves open many questions for future work, such as: which other inductive biases of tree-based models explain their performances on tabular data? Our benchmarks could be extended in numerous ways:

- Similar analysis for different settings, such as small datasets, or very large datasets.
- Comparing the same algorithms on a new task, multi-class classification, which is a common task for tabular datasets.
- Investigating different metrics, especially metrics evaluating the probabilistic predictions on classification tasks [as in Caruana and Niculescu-Mizil, 2006].
- Study how both tree-based models and neural networks cope with specific challenges such as missing data or high-cardinality categorical features, thus extending to neural networks prior empirical work [Cerda et al., 2018, Cerda and Varoquaux, 2020, Perez-Lebel et al., 2022].
Another interesting path for future work would be to study the specific benefits of deep learning brings over tree-based models, for instance by studying the usefulness of the embeddings learnt by Neural networks for downstream tasks.

Conclusion While each publication on learning architectures for tabular data comes to different results using a different benchmarking methodology, our systematic benchmark, going beyond the specificities of a handful of datasets and accounting for hyper-parameter choice, reveals clear trends. On such data, tree-based models more easily yield good predictions, with much less computational cost. This superiority is explained by specific features of tabular data: irregular patterns in the target function, uninformative features, and non rotationally-invariant data where linear combinations of features misrepresent the information. Beyond these conclusions, our benchmark is reusable, allowing researchers to use our methodology and datasets for new architectures, and to easily compare them to those we explored via the shared benchmark raw results. We hope that this benchmark will stimulate tabular deep-learning research and foster more thorough empirical evaluation of contributions.

## Acknowledgments and Disclosure of Funding

GV and LG acknowledge support in part by the French Agence Nationale de la Recherche under Grant ANR-20-CHIA-0026 (LearnI). EO was supported by the Project ANR-21-CE23-0030 ADONIS and EMERG-ADONIS from Alliance SU.

## References

State of Data Science and Machine Learning 2021. https://www.kaggle.com/kaggle-survey-2021.
Jannik Kossen, Neil Band, Clare Lyle, Aidan N. Gomez, Tom Rainforth, and Yarin Gal. SelfAttention Between Datapoints: Going Beyond Individual Input-Output Pairs in Deep Learning. arXiv:2106.02584 [cs, stat], June 2021.

Yury Gorishniy, Ivan Rubachev, Valentin Khrulkov, and Artem Babenko. Revisiting Deep Learning Models for Tabular Data. arXiv:2106.11959 [cs], June 2021.

Ravid Shwartz-Ziv and Amitai Armon. Tabular Data: Deep Learning is Not All You Need. arXiv:2106.03253 [cs], June 2021.

ImageNet: A large-scale hierarchical image database I IEEE Conference Publication I IEEE Xplore. https://ieeexplore.ieee.org/document/5206848.

Zachary C. Lipton and Jacob Steinhardt. Troubling Trends in Machine Learning Scholarship: Some ML papers suffer from flaws that could mislead the public and stymie future research. Queue, 17 (1):Pages 80:45-Pages 80:77, February 2019. ISSN 1542-7730. doi: 10.1145/3317287.3328534.

Xavier Bouthillier, Pierre Delaunay, Mirko Bronzi, Assya Trofimov, Brennan Nichyporuk, Justin Szeto, Nazanin Mohammadi Sepahvand, Edward Raff, Kanika Madan, Vikram Voleti, Samira Ebrahimi Kahou, Vincent Michalski, Tal Arbel, Chris Pal, Gael Varoquaux, and Pascal Vincent. Accounting for Variance in Machine Learning Benchmarks. Proceedings of Machine Learning and Systems, 3:747-769, March 2021.

Joaquin Vanschoren, Jan N. van Rijn, Bernd Bischl, and Luis Torgo. OpenML: Networked science in machine learning. ACM SIGKDD Explorations Newsletter, 15(2):49-60, June 2014. ISSN 1931-0145, 1931-0153. doi: 10.1145/2641190.2641198.

Vadim Borisov, Tobias Leemann, Kathrin Seßler, Johannes Haug, Martin Pawelczyk, and Gjergji Kasneci. Deep Neural Networks and Tabular Data: A Survey. arXiv:2110.01889 [cs], October 2021.

John T. Hancock and Taghi M. Khoshgoftaar. Survey on categorical data for neural networks. Journal of Big Data, 7(1):28, April 2020. ISSN 2196-1115. doi: 10.1186/s40537-020-00305-w.

Jinsung Yoon, Yao Zhang, James Jordon, and Mihaela van der Schaar. VIME: Extending the Success of Self- and Semi-supervised Learning to Tabular Domain. In Advances in Neural Information Processing Systems, volume 33, pages 11033-11043. Curran Associates, Inc., 2020.

Nathan Lay, Adam P. Harrison, Sharon Schreiber, Gitesh Dawer, and Adrian Barbu. Random Hinge Forest for Differentiable Learning. arXiv:1802.03882 [cs, stat], March 2018.

Sergei Popov, S. Morozov, and Artem Babenko. Neural Oblivious Decision Ensembles for Deep Learning on Tabular Data. undefined, 2020.

Ami Abutbul, Gal Elidan, Liran Katzir, and Ran El-Yaniv. DNF-Net: A Neural Architecture for Tabular Data, June 2020.

Thomas M. Hehn, Julian F. P. Kooij, and F. Hamprecht. End-to-End Learning of Decision Trees and Forests. undefined, 2019.

Ryutaro Tanno, Kai Arulkumaran, D. Alexander, A. Criminisi, and A. Nori. Adaptive Neural Trees. undefined, 2019.
Y. Chen. Attention augmented differentiable forest for tabular data. undefined, 2020.

Peter Kontschieder, Madalina Fiterau, Antonio Criminisi, and Samuel Rota Bulo. Deep Neural Decision Forests. In 2015 IEEE International Conference on Computer Vision (ICCV), pages 1467-1475, Santiago, Chile, December 2015. IEEE. ISBN 978-1-4673-8391-2. doi: 10.1109/ ICCV.2015.172.
I. D. Rodriguez, Taylor W. Killian, Sung-Hyun Son, and M. Gombolay. Interpretable Reinforcement Learning via Differentiable Decision Trees. undefined, 2019.

Huifeng Guo, Ruiming Tang, Yunming Ye, Zhenguo Li, and Xiuqiang He. DeepFM: A FactorizationMachine based Neural Network for CTR Prediction, March 2017.

Gowthami Somepalli, Micah Goldblum, Avi Schwarzschild, C. Bayan Bruss, and Tom Goldstein. SAINT: Improved Neural Networks for Tabular Data via Row Attention and Contrastive PreTraining. arXiv:2106.01342 [cs, stat], June 2021.

Sercan Ö Arik and Tomas Pfister. TabNet: Attentive Interpretable Tabular Learning. undefined, 2019.
Xin Huang, Ashish Khetan, Milan Cvitkovic, and Zohar Karnin. TabTransformer: Tabular Data Modeling Using Contextual Embeddings. arXiv:2012.06678 [cs], December 2020.

Karim Lounici, Katia Meziani, and Benjamin Riu. Muddling Label Regularization: Deep Learning for Tabular Datasets. arXiv:2106.04462 [cs], June 2021.

Ira Shavitt and Eran Segal. Regularization Learning Networks: Deep Learning for Tabular Datasets. arXiv:1805.06440 [cs, stat], October 2018.

Arlind Kadra, Marius Lindauer, Frank Hutter, and Josif Grabocka. Well-tuned Simple Nets Excel on Tabular Datasets, November 2021a.

James Fiedler. Simple Modifications to Improve Tabular Neural Networks. arXiv:2108.03214 [cs], August 2021.

Rich Caruana and Alexandru Niculescu-Mizil. An empirical comparison of supervised learning algorithms. In Proceedings of the 23rd International Conference on Machine Learning - ICML '06, pages 161-168, Pittsburgh, Pennsylvania, 2006. ACM Press. ISBN 978-1-59593-383-6. doi: $\overline{10.1} 145 / 1143844.1143865$.

Manuel Fernández-Delgado, Eva Cernadas, Senén Barro, and Dinani Amorim. Do we Need Hundreds of Classifiers to Solve Real World Classification Problems? Journal of Machine Learning Research, 15(90):3133-3181, 2014. ISSN 1533-7928.

Sherif Sakr, Radwa Elshawi, Amjad M. Ahmed, Waqas T. Qureshi, Clinton A. Brawner, Steven J. Keteyian, Michael J. Blaha, and Mouaz H. Al-Mallah. Comparison of machine learning techniques to predict all-cause mortality using fitness data: The Henry ford exercIse testing (FIT) project. BMC Medical Informatics and Decision Making, 17(1):174, December 2017. ISSN 1472-6947. doi: 10.1186/s12911-017-0566-6.

Alexandru Korotcov, Valery Tkachenko, Daniel P. Russo, and Sean Ekins. Comparison of Deep Learning With Multiple Machine Learning Methods and Metrics Using Diverse Drug Discovery Data Sets. https://pubs.acs.org/doi/pdf/10.1021/acs.molpharmaceut.7b00578, November 2017.

Shahadat Uddin, Arif Khan, Md Ekramul Hossain, and Mohammad Ali Moni. Comparing different supervised machine learning algorithms for disease prediction. BMC Medical Informatics and Decision Making, 19(1):281, December 2019. ISSN 1472-6947. doi: 10.1186/s12911-019-1004-8.

Vadim Borisov, Tobias Leemann, Kathrin Seßler, Johannes Haug, Martin Pawelczyk, and Gjergji Kasneci. Deep Neural Networks and Tabular Data: A Survey. arXiv:2110.01889 [cs], February 2022.

Alex Wang, Yada Pruksachatkun, Nikita Nangia, Amanpreet Singh, Julian Michael, Felix Hill, Omer Levy, and Samuel R. Bowman. SuperGLUE: A Stickier Benchmark for General-Purpose Language Understanding Systems, February 2020.

Bernd Bischl, Giuseppe Casalicchio, Matthias Feurer, Pieter Gijsbers, Frank Hutter, Michel Lang, Rafael G. Mantovani, Jan N. van Rijn, and Joaquin Vanschoren. OpenML Benchmarking Suites, November 2021.

Pieter Gijsbers, Erin LeDell, Janek Thomas, Sébastien Poirier, Bernd Bischl, and Joaquin Vanschoren. An Open Source AutoML Benchmark, July 2019.

Günter Klambauer, Thomas Unterthiner, Andreas Mayr, and Sepp Hochreiter. Self-Normalizing Neural Networks. arXiv:1706.02515 [cs, stat], September 2017.

Alexandre Perez-Lebel, Gaël Varoquaux, Marine Le Morvan, Julie Josse, and Jean-Baptiste Poline. Benchmarking missing-values approaches for predictive models on health databases. GigaScience, 11:giac013, January 2022. ISSN 2047-217X. doi: 10.1093/gigascience/giac013.

J Bergstra, D Yamins, and D.D Cox. Making a Science of Model Search: Hyperparameter Optimization in Hundreds of Dimensions for Vision Architectures. 2013.

Brent Komer, James Bergstra, and Chris Eliasmith. Hyperopt-Sklearn: Automatic Hyperparameter Configuration for Scikit-Learn. In Python in Science Conference, pages 32-37, Austin, Texas, 2014. doi: 10.25080/Majora-14bd3278-006.

Matthias Feurer, Katharina Eggensperger, Stefan Falkner, Marius Lindauer, and Frank Hutter. AutoSklearn 2.0: Hands-free AutoML via Meta-Learning, September 2021.

Martin Wistuba, Nicolas Schilling, and Lars Schmidt-Thieme. Learning hyperparameter optimization initializations. In 2015 IEEE International Conference on Data Science and Advanced Analytics (DSAA), pages 1-10, October 2015. doi: 10.1109/DSAA.2015.7344817.

Tianqi Chen and Carlos Guestrin. XGBoost: A Scalable Tree Boosting System. In Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pages 785-794, August 2016. doi: 10.1145/2939672.2939785.

Jannik Kossen, Neil Band, Clare Lyle, Aidan N. Gomez, Tom Rainforth, and Yarin Gal. Self-Attention Between Datapoints: Going Beyond Individual Input-Output Pairs in Deep Learning, February 2022.

Nasim Rahaman, Aristide Baratin, Devansh Arpit, Felix Draxler, Min Lin, Fred A. Hamprecht, Yoshua Bengio, and Aaron Courville. On the Spectral Bias of Neural Networks, May 2019.

Arlind Kadra, Marius Lindauer, Frank Hutter, and Josif Grabocka. Regularization is all you Need: Simple Neural Nets can Excel on Tabular Data. arXiv:2106.11189 [cs], June 2021b.

Rishabh Agarwal, Levi Melnick, Nicholas Frosst, Xuezhou Zhang, Ben Lengerich, Rich Caruana, and Geoffrey Hinton. Neural Additive Models: Interpretable Machine Learning with Neural Nets, October 2021.

Yury Gorishniy, Ivan Rubachev, and Artem Babenko. On Embeddings for Numerical Features in Tabular Deep Learning. arXiv:2203.05556 [cs], March 2022.

Andrew Y. Ng. Feature selection, $\underline{L}_{1}$ vs. $\underline{L}_{2}$ regularization, and rotational invariance. In Twenty-First International Conference on Machine Learning - ICML '04, page 78, Banff, Alberta, Canada, 2004. ACM Press. doi: $10.1145 / 1015330.1015435$.

Patricio Cerda, Gaël Varoquaux, and Balázs Kégl. Similarity encoding for learning with dirty categorical variables. Machine Learning, 107(8):1477-1494, 2018.

Patricio Cerda and Gaël Varoquaux. Encoding high-cardinality string categorical variables. IEEE Transactions on Knowledge and Data Engineering, 2020.

Thais Mayumi Oshiro, Pedro Santoro Perez, and José Augusto Baranauskas. How Many Trees in a Random Forest? In Petra Perner, editor, Machine Learning and Data Mining in Pattern Recognition, Lecture Notes in Computer Science, pages 154-168, Berlin, Heidelberg, 2012. Springer. ISBN 978-3-642-31537-4. doi: 10.1007/978-3-642-31537-4_13.

Lukas Biewald. Experiment Tracking with Weights and Biases, 2020.

Pauli Virtanen, Ralf Gommers, Travis E. Oliphant, Matt Haberland, Tyler Reddy, David Cournapeau, Evgeni Burovski, Pearu Peterson, Warren Weckesser, Jonathan Bright, Stéfan J. van der Walt, Matthew Brett, Joshua Wilson, K. Jarrod Millman, Nikolay Mayorov, Andrew R. J. Nelson, Eric Jones, Robert Kern, Eric Larson, C J Carey, İlhan Polat, Yu Feng, Eric W. Moore, Jake VanderPlas, Denis Laxalde, Josef Perktold, Robert Cimrman, Ian Henriksen, E. A. Quintero, Charles R. Harris, Anne M. Archibald, Antônio H. Ribeiro, Fabian Pedregosa, Paul van Mulbregt, and SciPy 1.0 Contributors. SciPy 1.0: Fundamental Algorithms for Scientific Computing in Python. Nature Methods, 17:261-272, 2020. doi: 10.1038/s41592-019-0686-2.

## Checklist

1. For all authors...
(a) Do the main claims made in the abstract and introduction accurately reflect the paper's contributions and scope? [Yes]
(b) Did you describe the limitations of your work? [Yes] See 6.
(c) Did you discuss any potential negative societal impacts of your work? [N/A]
(d) Have you read the ethics review guidelines and ensured that your paper conforms to them? [Yes]
2. If you are including theoretical results...
(a) Did you state the full set of assumptions of all theoretical results? [N/A]
(b) Did you include complete proofs of all theoretical results? [N/A]
3. If you ran experiments (e.g. for benchmarks)...
(a) Did you include the code, data, and instructions needed to reproduce the main experimental results (either in the supplemental material or as a URL)? [Yes] Yes, the code link was given in 3.3 and instructions was given in A. 10
(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they were chosen)? [Yes] See section 3.3 and A. 3
(c) Did you report error bars (e.g., with respect to the random seed after running experiments multiple times)? [Yes] For all our benchmarks and our experiments, we reshuffle our random search order several $(>=15)$ times, and report errors bar with respect to these shuffles (in some cases, we report errors bars with respect to datasets).
(d) Did you include the total amount of compute and the type of resources used (e.g., type of GPUs, internal cluster, or cloud provider)? [Yes] See A. 3
4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...
(a) If your work uses existing assets, did you cite the creators? [Yes] See A. 1
(b) Did you mention the license of the assets? [Yes] See A. 1
(c) Did you include any new assets either in the supplemental material or as a URL? [Yes] See A. 1
(d) Did you discuss whether and how consent was obtained from people whose data you're using/curating? [N/A] We used publicly available datasets.
(e) Did you discuss whether the data you are using/curating contains personally identifiable information or offensive content? [Yes] See A. 1
5. If you used crowdsourcing or conducted research with human subjects...
(a) Did you include the full text of instructions given to participants and screenshots, if applicable? [N/A]
(b) Did you describe any potential participant risks, with links to Institutional Review Board (IRB) approvals, if applicable? [N/A]
(c) Did you include the estimated hourly wage paid to participants and the total amount spent on participant compensation? [N/A]

## A Appendix

## A. 1 Datasets used

We describe below all datasets used in our benchmarks, along with the link to the original dataset, as well as a new OpenML link to the transformed datasets used for our benchmarks. All datasets considered for the benchmarks, as well as the reason for their selection or their exclusion, are available at this link: https://docs.google.com/spreadsheets/ d/1Mgh27upycFcd3B6uA7YJyB9Pd4Y3UuY1gBfI02EZUGM/edit?usp=sharing. Instructions on how to use these datasets to benchmark your own algorithms are available at A. 10 .

## A.1.1 Numerical classification

OpenML benchmark: https://www.openml.org/search?type=benchmark\&study_type= task\&sort=tasks_included\&id=298

| dataset_name | n_samples | n_features | original_link | new_link |
| :---: | :---: | :---: | :---: | :---: |
| credit | 16714 | 10 | https://openml.org/d/151 | https://www.openml.org/d/44089 |
| california | 20634 | 8 | https://openml.org/d/293 | https://www.openml.org/d/44090 |
| wine | 2554 | 11 | https://openml.org/d/722 | https://www.openml.org/d/44091 |
| electricity | 38474 | 7 | https://openml.org/d/821 | https://www.openml.org/d/44120 |
| covertype | 566602 | 10 | https://openml.org/d/993 | https://www.openml.org/d/44121 |
| pol | 10082 | 26 | https://openml.org/d/1120 | https://www.openml.org/d/44122 |
| house_16H | 13488 | 16 | https://openml.org/d/1461 | https://www.openml.org/d/44123 |
| kdd_ipums_la_97-small | 5188 | 20 | https://openml.org/d/1489 | https://www.openml.org/d/44124 |
| MagicTelescope | 13376 | 10 | https://openml.org/d/41150 | https://www.openml.org/d/44125 |
| bank-marketing | 10578 | 7 | https://openml.org/d/42769 | https://www.openml.org/d/44126 |
| phoneme | 3172 | 5 | https://openml.org/d/1044 | https://www.openml.org/d/44127 |
| MiniBooNE | 72998 | 50 | https://openml.org/d/41168 | https://www.openml.org/d/44128 |
| Higgs | 940160 | 24 | https://www.kaggle.com/c/GiveMeSomeCredit/data?select=cs-training.csv | https://www.openml.org/d/44129 |
| eye_movements | 7608 | 20 | https://www.dcc.fc.up.pt/ ltorgo/Regression/cal_housing.html | https://www.openml.org/d/44130 |
| jannis | 57580 | 54 | $\mathrm{https}: / / \mathrm{archive} . i \mathbf{c s} . \mathrm{uci} . e d \mathrm{l} / \mathrm{ml} /$ datasets/wine+quality | https://www.openml.org/d/44131 |

Note that we noticed a bit late that the number of samples in the transformed wine dataset was just below our threshold, and decided to keep it.

## A.1.2 Numerical regression

OpenML benchmark: https://www.openml.org/search?type=benchmark\&study_type= task\&sort=tasks_included\&id=297

| dataset_name | n_samples | n_features | original link | new_link |
| :---: | :---: | :---: | :---: | :---: |
| cpu_act | 8192 | 21 | https://openml.org/d/197 | https://www.openml.org/d/44132 |
| pol | 15000 | 26 | https://openml.org/d/201 | https://www.openml.org/d/44133 |
| elevators | 16599 | 16 | https://openml.org/d/216 | https://www.openml.org/d/44134 |
| isolet | 7797 | 613 | https://openml.org/d/300 | https://www.openml.org/d/44135 |
| wine_quality | 6497 | 11 | https://openml.org/d/287 | https://www.openml.org/d/44136 |
| Ailerons | 13750 | 33 | https://openml.org/d/296 | https://www.openml.org/d/44137 |
| houses | 20640 | 8 | https://openml.org/d/537 | https://www.openml.org/d/44138 |
| house_16H | 22784 | 16 | https://openml.org/d/574 | https://www.openml.org/d/44139 |
| diamonds | 53940 | 6 | https://openml.org/d/42225 | https://www.openml.org/d/44140 |
| Brazilian_houses | 10692 | 8 | https://openml.org/d/42688 | https://www.openml.org/d/44141 |
| Bike_Sharing_Demand | 17379 | 6 | https://openml.org/d/42712 | https://www.openml.org/d/44142 |
| nyc-taxi-green-dec-2016 | 581835 | 9 | https://openml.org/d/42729 | https://www.openml.org/d/44143 |
| house_sales | 21613 | 15 | https://openml.org/d/42731 | https://www.openml.org/d/44144 |
| sulfur | 10081 | 6 | https://openml.org/d/23515 | https://www.openml.org/d/44145 |
| medical_charges | 163065 | 3 | https://openml.org/d/42720 | https://www.openml.org/d/44146 |
| MiamiHousing2016 | 13932 | 13 | https://openml.org/d/43093 | https://www.openml.org/d/44147 |
| superconduct | 21263 | 79 | https://openml.org/d/43174 | https://www.openml.org/d/44148 |
| california | 20640 | 8 | https://www.dcc.fc.up.pt/ ltorgo/Regression/cal_housing.html | https://www.openml.org/d/44025 |
| fifa | 18063 | 5 | https://www.kaggle.com/datasets/stefanoleone992/fifa-22-complete-player-dataset | https://www.openml.org/d/44026 |
| year | 515345 | 90 | https://archive.ics.uci.edu/ml/datasets/yearpredictionmsd | https://www.openml.org/d/44027 |

Note that we noticed a bit late that the number of features in the transformed medical_charges dataset was just below our threshold, and decided to keep it.

## A.1.3 Categorical classification

OpenML benchmark: https://www.openml.org/search?type=benchmark\&sort=date\& study_type=task\&id=304

| dataset_name | n_samples | n_features | original_link | new_link |
| :---: | :---: | :---: | :---: | :---: |
| electricity | 38474 | 8 | https://openml.org/d/151 | https://www.openml.org/d/44156 |
| eye_movements | 7608 | 23 | https://openml.org/d/1044 | https://www.openml.org/d/44157 |
| covertype | 423680 | 54 | https://openml.org/d/1114 | https://www.openml.org/d/44159 |
| rl | 4970 | 12 | https://openml.org/d/1596 | https://www.openml.org/d/44160 |
| road-safety | 111762 | 32 | https://openml.org/d/41160 | https://www.openml.org/d/44161 |
| compass | 16644 | 17 | https://openml.org/d/42803 | https://www.openml.org/d/44162 |
| KDDCup09_upselling | 5128 | 49 | https://www.kaggle.com/datasets/danofer/compass?select=cox-violent-parsed.csv | https://www.openml.org/d/44186 |

## A.1.4 Categorical regression

OpenML benchmark: https://www.openml.org/search?type=benchmark\&study_type= task\&sort=tasks_included\&id=299

| dataset_name | n_samples | n_features | original_link | new_link |
| :---: | :---: | :---: | :---: | :---: |
| yprop_4_1 | 8885 | 62 | https://openml.org/d/416 | https://www.openml.org/d/44054 |
| analcatdata_supreme | 4052 | 7 | https://openml.org/d/504 | https://www.openml.org/d/44055 |
| visualizing_soil | 8641 | 4 | https://openml.org/d/688 | https://www.openml.org/d/44056 |
| black_friday | 166821 | 9 | https://openml.org/d/41540 | https://www.openml.org/d/44057 |
| diamonds | 53940 | 9 | https://openml.org/d/42225 | https://www.openml.org/d/44059 |
| Mercedes_Benz_Greener_Manufacturing | 4209 | 359 | https://openml.org/d/42570 | https://www.openml.org/d/44061 |
| Brazilian_houses | 10692 | 11 | https://openml.org/d/42688 | https://www.openml.org/d/44062 |
| Bike_Sharing_Demand | 17379 | 11 | https://openml.org/d/42712 | https://www.openml.org/d/44063 |
| OnlineNewsPopularity | 39644 | 59 | https://openml.org/d/42724 | https://www.openml.org/d/44064 |
| nyc-taxi-green-dec-2016 | 581835 | 16 | https://openml.org/d/42729 | https://www.openml.org/d/44065 |
| house_sales | 21613 | 17 | https://openml.org/d/42731 | https://www.openml.org/d/44066 |
| particulate-matter-ukair-2017 | 394299 | 6 | https://openml.org/d/42207 | https://www.openml.org/d/44068 |
| SGEMM_GPU_kernel_performance | 241600 | 9 | https://openml.org/d/43144 | https://www.openml.org/d/44069 |

## A. 2 More benchmarks

## A.2. 1 Results as a function of random search time

In Figure 6 and Figure 7, we present the same results that in section 4.2, but as a function of random search time instead of random search iterations.

Details Evaluation and training time are added. Time is averaged among folds, and cumulative time spent on random search is binned into 20 bins. Deep learning models are run on GPUs, and tree-based models on CPUs (see A. 3 . Note that we train tree-based models on single CPUs, which means we overestimate the time taken by an algorithm like random forest compared to what practitioners would typically experience). We present this comparison to give a rough sense of the speed difference between tree-based models and neural networks, but this should not be considered a rigorous comparison of the speed of different models, as we use different types of GPUs and CPUs.

Results Looking at the results as a function of random search time rather than random search iterations makes tree-based models superiority even more striking. Neural networks and tree-based models were close for some benchmarks after a small number of iterations, but for the same amount of time spent on random search, tree-based models scores are always high above neural networks.


Figure 6: Time benchmark on medium-sized datasets, with only numerical features. The first random search iteration corresponds to default hyperparameters. Each value corresponds to the test score of the best model (on the validation set) after a specific time spent doing random search, averaged on 15 shuffles of the random search order. The ribbon corresponds to the minimum and maximum scores on these 15 shuffles.


Figure 7: Time benchmark on medium-sized datasets, with both numerical and categorical features. The first random search iteration corresponds to default hyperparameters. Each value corresponds to the test score of the best model (on the validation set) after a specific time spent doing random search, averaged on 15 shuffles of the random search order. The ribbon corresponds to the minimum and maximum scores on these 15 shuffles.

## A.2.2 Large-sized datasets

We extend our benchmark to large-scale datasets: in Figures $8,9,10$ and 11 , we compare the results of our models on the same set of datasets, in large-size (train set truncated to 50,000 samples) and medium-size (train set truncated to 10,000 samples) settings.

We only keep datasets with more than 50,000 samples and restrict the train set size to 50,000 samples (vs 10,000 samples for the medium-sized benchmark). Unfortunately, this excludes a lot of datasets, which makes the comparison less clear. However, it seems that, in some cases, increasing the train set size reduces the gap between neural networks and tree-based models. We leave a rigorous study of this trend to future work. In A.5.2, we study how many datasets each step of the datasets filtering process remove, and find that no single step is responsible for the difficulty of gathering a large number of large-scaled datasets.


Figure 8: Comparison of accuracies on 4 classification tasks for different train set sizes, with only numerical features. Only datasets with more than 50,000 samples were kept, and the train set size was truncated to either 10,000 samples or 50,000 samples. Dotted lines correspond to the score of the default hyperparameters, which is also the first random search iteration. Each value corresponds to the test score of the best model (on the validation set) after a specific number of random search iterations, averaged on 15 shuffles of the random search order. The ribbon corresponds to the minimum and maximum scores on these 15 shuffles.


Figure 9: Comparison of $\mathbf{R 2}$ scores on $\mathbf{3}$ regression tasks for different train set sizes, with only numerical features. Only datasets with more than 50,000 samples were kept, and the train set size was truncated to either 10,000 samples or 50,000 samples. Dotted lines correspond to the score of the default hyperparameters, which is also the first random search iteration. Each value corresponds to the test score of the best model (on the validation set) after a specific number of random search iterations, averaged on 15 shuffles of the random search order. The ribbon corresponds to the minimum and maximum scores on these 15 shuffles.


Figure 10: Comparison of accuracies on 2 classification tasks for different train set sizes, with both numerical and categorical features. Only datasets with more than 50,000 samples were kept, and the train set size was truncated to either 10,000 samples or 50,000 samples. Dotted lines correspond to the score of the default hyperparameters, which is also the first random search iteration. Each value corresponds to the test score of the best model (on the validation set) after a specific number of random search iterations, averaged on 15 shuffles of the random search order. The ribbon corresponds to the minimum and maximum scores on these 15 shuffles.


Figure 11: Comparison of $\mathbf{R 2}$ scores on 5 regression tasks for different train set sizes, with both numerical and categorical features. Only datasets with more than 50,000 samples were kept, and the train set size was truncated to either 10,000 samples or 50,000 samples. Dotted lines correspond to the score of the default hyperparameters, which is also the first random search iteration. Each value corresponds to the test score of the best model (on the validation set) after a specific number of random search iterations, averaged on 15 shuffles of the random search order. The ribbon corresponds to the minimum and maximum scores on these 15 shuffles.

## A. 3 More details on benchmark

Train / Validation / Test split We take $70 \%$ of samples for the train set (or the percentage which corresponds to the maximum train set size if $70 \%$ is too high). Of the remaining $30 \%$, we take $30 \%$ for the validation set, and $70 \%$ for the test set. The validation and test sets are truncated to 50,000 samples for speed. Note that the validation set is only used to select the best performing hyperparameter combination during the random search, and is distinct from the validation set used for early stopping (which is part of the train set).

Number of folds For each dataset and hyperparameters combination, we vary the number of folds used for our algorithms evaluation depending on the number of testing samples:

- If We have more than 6000 samples, we evaluate our algorithms on 1 fold.
- If we have between 3000 and 6000 samples, we evaluate our algorithms on 2 folds.
- If we have between 1000 and 3000 samples, we evaluate our algorithms on 3 folds.
- If we have less than 1000 testing samples, we evaluate our algorithms on 5 folds.

Every algorithm and hyperparameters combination is evaluated on the same folds.
Hardware For all our benchmarks and experiments, we use the hardware below. The hardware was chosen based on availability, with Neural Networks always running on GPU and tree-based models running on CPU.

GPUs: NVIDIA Quadro RTX 6000, NVIDIA TITAN Xp, NVIDIA A100, NVIDIA V100, NVIDIA Tesla T4, NVIDIA A40, NVIDIA TITAN RTX, NVIDIA TITAN V
CPUs: AMD EPYC 7742 64-Core Processor, AMD EPYC 7702 64-Core Processor, $\operatorname{Intel}(\mathrm{R})$ Xeon(R) CPU E5-2660 v2, Intel(R) Xeon(R) Gold 6226R CPU

Hyperparameters space Hyperparameters spaces are based on Hyperopt-sklearn [Komer et al. 2014] when available, from Gorishniy et al. [2021] and from Borisov et al. [2021]. We made some changes when combining sources, or when the original distribution was not compatible with Weight and Biases sweeps. Furthermore, contrary to Hyperopt-sklearn, we do not tune the number of estimators for tree-based models, but set it to a constant high value ( 250 for random forest, following Oshiro et al. [2012], 1000 for gradient boosting models) and use early stopping for gradient boosting trees models. We study the impact of this change in A.9.2. The maximum numbers of estimators we choose are small and quite often reached: this is done on purpose, to compare fast tree-based models to slower neural networks. In A.9.1, we study the performance gain we obtain when running our tree-based models for longer.
Default parameters for tree-based models are ScikitLearn's defaults. All neural networks are run for 300 epochs, with early stopping and checkpointing (the best model on the validation set is kept). Early stopping patience is 40 for MLP, Resnet, and FT Transformer, 20 for GradientBoostingTrees and XGBoost, and 10 for SAINT. For model using early stopping, $20 \%$ of the training dataset is used as validation set.

| Parameter | Distribution | Default |
| :--- | :--- | :--- |
| Num layers | UniformInt $[1,6]$ | 3 |
| Feature embedding size | UniformInt $[64,512]$ | 192 |
| Residual dropout Uniform | $[0,0.5]$ | 0 |
| Attention dropout | Uniform $[0,0.5]$ | 0.2 |
| FFN dropout | Uniform $[0,0.5]$ | 0.1 |
| FFN factor | Uniform $[2 / 3,8 / 3]$ | $4 / 3$ |
| Learning rate | LogUniform $[1 e-5,1 e-3]$ | $1 e-4$ |
| Weight decay | LogUniform $[1 e-6,1 e-3]$ | $1 e-5$ |
| kv compression | [True, False] | True |
| kv compression sharing | [headwise, key-value] | headwise |
| Learning rate scheduler | [True, False] | False |
| Batch size | $[256,512,1024]$ | 512 |

Table 1: FT Transformer hyperparameters space

| Parameter | Distribution | Default |
| :--- | :--- | :--- |
| Num layers | UniformInt $[1,16]$ | 8 |
| Layer size | UniformInt $[64,1024]$ | 256 |
| Hidden factor | Uniform $[1,4]$ | 2 |
| Hidden dropout | $[0,0.5]$ | 0.2 |
| Residual dropout | Uniform $[0,0.5]$ | 0.2 |
| Learning rate | LogUniform $[1 e-5,1 e-2]$ | $1 e-3$ |
| Weight decay | LogUniform $[1 e-8,1 e-3]$ | $1 e-7$ |
| Category embedding size | UniformInt $[64,512]$ | 128 |
| Normalization | [batchnorm, layernorm] | batchnorm |
| Learning rate scheduler | [True, False] | True |
| Batch size | $[256,512,1024]$ | 512 |

Table 2: Resnet hyperparameters space

| Parameter | Distribution | Default |
| :--- | :--- | :--- |
| Num layers | UniformInt $[1,8]$ | 4 |
| Layer size | UniformInt $[16,1024]$ | 256 |
| Dropout | $[0,0.5]$ | 0.2 |
| Learning rate | LogUniform $[1 e-5,1 e-2]$ | $1 e-3$ |
| Category embedding size | UniformInt $[64,512]$ | 128 |
| Learning rate scheduler | $[$ True, False $]$ | True |
| Batch size | $[256,512,1024]$ | 512 |

Table 3: MLP hyperparameters space

| Parameter | Distribution | Default |
| :--- | :--- | :--- |
| Num layers | UniformInt $[1,2,3,6,12]$ | 3 |
| Num heads | $[2,4,8]$ | 4 |
| Layer size | UniformInt $[32,64,128]$ | 128 |
| Dropout | $[0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8]$ | 0.1 |
| Learning rate | LogUniform $[1 e-5,1 e-3]$ | $3 e-5$ |
| Batch size | $[128,256]$ | 512 |

Table 4: SAINT hyperparameters space

| Parameter | Distribution |
| :--- | :--- |
| Max depth | UniformInt[1,11] |
| Num estimators | 1000 |
| Min child weight | LogUniformInt[1, 1e2] |
| Subsample | Uniform $[0.5,1]$ |
| Learning rate | LogUniform[1e-5,0.7] |
| Col sample by level | Uniform[0.5,1] |
| Col sample by tree | Uniform[0.5, 1] |
| Gamma | LogUniform[1e-8,7] |
| Lambda | LogUniform[1,4] |
| Alpha | LogUniform[1e-8,1e2] |


| Parameter | Distribution |
| :--- | :--- |
| Max depth | $[$ None, 2, 3, 4] $([0.7,0.1,0.1,0.1])$ |
| Num estimators | 250 |
| Criterion | [gini, entropy] (classif) [squared_error, absolute_error] (regression) |
| Max features | [sqrt, sqrt, log2, None, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9] |
| Min samples split | $[2,3]([0.95,0.05])$ |
| Min samples leaf | LogUniformInt $[1.5,50.5]$ |
| Boostrap | $[$ True, False $]$ |
| Min impurity decrease | $[0.0,0.01,0.02,0.05]([0.85,0.05,0.05,0.05])$ |

Table 6: RandomForest hyperparameters space

| Parameter | Distribution |
| :--- | :--- |
| Loss | [deviance, exponential] (classif) [squared_error, absolute_error, |
|  | huber] (regression) |
| Learning rate | LogNormal $[\log (0.01), \log (10)]$ |
| Subsample | Uniform $[0.5,1]$ |
| Num estimators | 1000 |
| Criterion | $[$ friedman_mse, squared_error] |
| Max depth | $[$ None, $2,3,4,5]([0.1,0.1,0.6,0.1,0.1])$ |
| Min samples split | $[2,3]([0.95,0.05])$ |
| Min samples leaf | LogUniformInt $[1.5,50.5]$ |
| Min impurity decrease | $[0.0,0.01,0.02,0.05]([0.85,0.05,0.05,0.05])$ |
| Max leaf nodes | $[$ None, $5,10,15]([0.85,0.05,0.05,0.05])$ |

Table 7: GradientBoosting hyperparameters space

| Parameter | Distribution |
| :--- | :--- |
| Loss | [squared_error, absolute_error] (regression) |
| Learning rate | LogNormal[log $(0.01), \log (10)]$ |
| Max iter | 1000 |
| Max depth | [None, 2, 3, 4] $([0.1,0.1,0.7,0.1])$ |
| Min samples leaf | NormalInt[20, 2] |
| Max leaf nodes | NormalInt[31,5] |
|  | Table 8: HistGradientBoosting hyperparameters space |

Other details To run the random searches, we use the "sweep" functionality of Weight and Biases [Biewald, 2020].

Dataset by dataset We show all unnormalized benchmark results dataset by dataset: Figure 12,13 14 and 15 for the medium-size setting, and Figure 16 and 17 for the large-size setting.


Figure 12: Unormalized benchmark results for classification tasks on numerical features only. Medium-sized setting.


Figure 13: Unormalized benchmark results for regression tasks on numerical features only. Medium-sized setting. Negative values are truncated to zero to make the plots easier to read.


Figure 14: Unormalized benchmark results for classification tasks on both categorical and numerical features. Medium-sized setting.


Figure 15: Unormalized benchmark results for regression tasks on both categorical and numerical features. Medium-sized setting. Negative values are truncated to zero to make the plots easier to read.

Classification


FT Transformer
$=\underset{\text { GradientBoostingTree }}{=}=\begin{aligned} & \text { MLP } \\ & \text { RandomForest }\end{aligned}=\begin{aligned} & \text { Resnet } \\ & \text { SAINT }\end{aligned}=\mathrm{XGBoost}$


$$
\text { E FT Transformer } \equiv \text { GradientBoostingTree } \equiv \text { Resnet } \equiv \text { SAINT }
$$

Figure 16: Unormalized benchmark results for large scale datasets, for numerical features only.
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Figure 17: Unormalized benchmark results for large-scale datasets, for both numerical and categorical features.

## A. 4 More details on experiments

In this section, we give more details on the choices we made when creating our experiments. As results may sometimes be easier to interpret before aggregation across datasets, we also show the results of each experiment on each dataset.

## A.4.1 Finding 1: Neural networks are biased to overly smooth solutions

Smoothing We use a Gaussian smoothing Kernel

$$
K\left(\mathbf{x}^{*}, \mathbf{x}\right)=\exp \left(-\frac{1}{2}\left(\mathbf{x}^{*}-\mathbf{x}\right)^{\mathrm{T}} \boldsymbol{\Sigma}^{-1}\left(\mathbf{x}^{*}-\mathbf{x}\right)\right)
$$

with $\boldsymbol{\Sigma}$ the estimated empirical covariance multiplied by the "squared lengthscale". The transformed target on the train set becomes:

$$
\tilde{Y}\left(X_{i}\right)=\frac{\sum_{j=1}^{N} K\left(X_{i}, X_{j}\right) Y\left(X_{j}\right)}{\sum_{j=1}^{N} K\left(X_{i}, X_{j}\right)}
$$

with $\left(X_{1}, . . X_{N}\right)$ the training set covariates and $\left(Y_{1}, \ldots, Y_{N}\right)$ the training set original targets.

## More details

- We restrict all datasets to their 5 most important features (according to a RandomForest feature importance ranking). This makes the smoothing easier, as kernel smoothing can be hard in high-dimension, while keeping enough features to produce interesting results.
- We estimate the covariance matrix of these features through ScikitLearn's MinCovDet, which is more robust to outliers than the empirical covariance.

Raw results are shown in Figure 18 dataset by dataset.
Examples of irregular patterns Figure 19 shows the decision boundaries of a default MLP and a default RandomForest on the 2 most important features of the electricity dataset. The RandomForest achieve a perfect training accuracy and a test accuracy (85\%) higher than the MLP (80\%). The features are Gaussienied and we show a zoomed-in part of the feature space. In this part, we can see that the RandomForest is able to learn irregular patterns on the x axis (which corresponds to the date feature) that the MLP does not learn. We show this difference for default hyperparameters but it seems to us that this is a typical behavior of neural networks, and it is actually hard, albeit not impossible, to find hyperparameters to successfully learn these patterns.

## Quantitative analysis

We run the following linear regression in R , using the same data than those used in the corresponding plot (using the normalized test score of best model (on the validation set) after 60 random search iterations).

```
lm(mean_test_score~dataset + model_name + lengthscale +
model_name * lengthscale)}
```

We show the results rounded to the third decimal, with the coefficients for each dataset not displayed for lisibility. The results match our plots: increasing the lengthscale decreases performances (statistically) significantly more for tree based models, (the interaction term between the modelname variable and the lengthscale variable is significantly more negative for tree-based models).

| term | estimate | std.error | statistic | p.value |
| :--- | :--- | :--- | :--- | :--- |
| (Intercept) | 0.551 | 0.009 | 58.558 | 0 |
| model_nameGradientBoostingTree | 0.073 | 0.008 | 9.082 | 0 |
| model_nameRandomForest | 0.028 | 0.008 | 3.537 | 0 |
| model_nameResnet | -0.04 | 0.008 | -5.044 | 0 |
| lengthscale | -0.411 | 0.022 | -18.492 | 0 |
| model_nameGradientBoostingTree:lengthscale | -0.3 | 0.031 | -9.557 | 0 |
| model_nameRandomForest:lengthscale | -0.197 | 0.031 | -6.278 | 0 |
| model_nameResnet:lengthscale | 0.024 | 0.031 | 0.772 | 0.44 |



Figure 18: Test accuracy of different models for varying smoothing of the target function on the train set. We smooth the target function through a Gaussian Kernel smoother, whose covariance matrix is the data covariance, multiplied by the (squared) lengthscale of the Gaussian kernel smoother. A lengthscale of 0 corresponds to no smoothing (the original data). All features have been Gaussienized before the smoothing through ScikitLearn's QuantileTransformer. The boxplots represent the distribution of accuracies across 15 re-orderings of the random search. Same experiment than Fig. 2, shown for each dataset without score normalization


Figure 19: Decision boundaries of a default MLP and RandomForest for the 2 most important features of the electricity dataset

## A.4.2 Finding 2: Uninformative features affect more MLP-like neural networks

Tabular datasets contain a lot of uninformative features Raw results are shown in Figure 20 dataset by dataset.


Figure 20: Test accuracy of a GBT for varying proportions of removed features. Features are removed in increasing order of feature importance (computed with a Random Forest), and the two lines correspond to the accuracy using the (most important) kept features (blue) or the (least important) removed features (red). Scores are normalized between 0 (random chance) and 1 (best score among all hyperparameters). These scores are averaged across 30 random search orders, and the ribbons correspond to the minimum and maximum values among these 30 orders. Same experiment than Fig. 3, shown for each dataset. Note that axes do not always start at zero.

Uninformative features affect more MLP-like neural networks Raw results are shown in Figure 21 (uninformative features added) and Figure 22 (uninformative features removed).

## Quantitative analysis

We run the following linear regressions in R , using the same data than those used in the corresponding plot (using the normalized test score of best model (on the validation set) after 20 random search iterations).

```
lm(mean_test_score~dataset + model_name + prop_removed +
model_name * prop_removed)
```

and

```
lm(mean_test_score~dataset + model_name + prop_added +
```

model_name * prop_added)

We show the results rounded to the third decimal, with the coefficients for each dataset not displayed for lisibility.

The results match our plots:

- The decrease in performance when removing uninformative features is (statistically) significantly more negative for tree-based models (the interaction term model_name * prop_remove is (statistically) significantly negative).
- The decrease in performance when adding uniformative features is (statistically) significantly more negative for Resnets than for FT Transformer, whereas tree-based models' decrease is not (statistically) significantly different.


Figure 21: Test accuracy changes when adding uninformative features. Added features are sampled from standard Gaussians uncorrelated with the target and with other features. Ribbons correspond to the minimum and maximum score among the 30 different random search reorders (starting with the default models). Same experiment that in Figure 4 (b), shown for each dataset without score normalization.

| term | estimate | std.error | statistic | p.value |
| :--- | :--- | :--- | :--- | :--- |
| (Intercept) | 0.824 | 0.007 | 115.073 | 0 |
| model_nameGradientBoostingTree | 0.142 | 0.007 | 19.535 | 0 |
| model_nameRandomForest | 0.089 | 0.007 | 12.27 | 0 |
| model_nameResnet | -0.094 | 0.007 | -12.991 | 0 |
| prop_removed | -0.681 | 0.01 | -70.716 | 0 |
| model_nameGradientBoostingTree:prop_removed | -0.101 | 0.014 | -7.426 | 0 |
| model_nameRandomForest:prop_removed | -0.047 | 0.014 | -3.474 | 0.001 |
| model_nameResnet:prop_removed | 0.113 | 0.014 | 8.327 | 0 |
| term | estimate | std.error | statistic | p.value |
| (Intercept) | 0.951 | 0.018 | 53.335 | 0 |
| model_nameGradientBoostingTree | 0.133 | 0.023 | 5.831 | 0 |
| model_nameRandomForest | 0.098 | 0.023 | 4.317 | 0 |
| model_nameResnet | 0.06 | 0.023 | 2.639 | 0.008 |
| prop_added | -0.101 | 0.01 | -9.737 | 0 |
| model_nameGradientBoostingTree:prop_added | -0.007 | 0.015 | -0.49 | 0.624 |
| model_nameRandomForest:prop_added | -0.014 | 0.015 | -0.967 | 0.334 |
| model_nameResnet:prop_added | -0.156 | 0.015 | -10.641 | 0 |

## A.4.3 Finding 3: Data are non invariant by rotation, so should be learning procedures

Details Random rotation were computed using Scipy's [Virtanen et al. 2020] stats.special_ortho_group.rvs.
Raw results are shown in Figure 23 (with all features) and Figure 24 (with $50 \%$ features) dataset by dataset.


Figure 22：Test accuracy changes when removing uninformative features．Features are removed in increasing order of feature importance（computed with a Random Forest）．Ribbons correspond to the minimum and maximum score among the 30 different random search reorders（starting with the default models）．Same experiment that in Figure 4 （a），shown for each dataset without score normalization．


Figure 23：Test accuracy of different models when randomly rotating our datasets．All features are Gaussianized before the random rotations．The scores are averaged across datasets，and the boxes depict the distribution across random search shuffles．Same experiment that in 5 （Left），shown for each dataset without score normalization．


Figure 24: Test accuracy of different models when randomly rotating our datasets, with $\mathbf{5 0 \%}$ features removed. All features are Gaussianized before the random rotations. The removed features are the least important half (according to a RandomForest), and are removed before the rotation. The scores are averaged across datasets, and the boxes depict the distribution across random search shuffles. Same experiment that in 5 (Right), shown for each dataset without score normalization.

Quantitative analysis We run the following linear regression in R, using the same data than those used in the corresponding plot (using the normalized test score of best model (on the validation set) after 20 random search iterations).
lm(mean_test_score~dataset + model_name + rotation + features_removed + rotation * model_name + rotation * features_removed)
, with features_removed and rotation being indicator variables indicating if $50 \%$ of features where removed and if the dataset was randomly rotated.

We show the results rounded to the third decimal, with the coefficients for each dataset not displayed for lisibility.

The results match our plots: rotating the datasets decreases tree-based models' performance more than neural networks', and rotations' impact is attenuated if $50 \%$ of features have been removed. All these effects are statistically significant.

| term | estimate | std.error | statistic | p.value |
| :--- | :--- | :--- | :--- | :--- |
| (Intercept) | 0.802 | 0.006 | 123.653 | 0 |
| model_nameGradientBoostingTree | 0.129 | 0.005 | 23.83 | 0 |
| model_nameRandomForest | 0.074 | 0.005 | 13.615 | 0 |
| model_nameResnet | -0.046 | 0.005 | -8.429 | 0 |
| rotationTRUE | -0.085 | 0.006 | -14.114 | 0 |
| features_removedTRUE | -0.009 | 0.004 | -2.363 | 0.018 |
| model_nameGradientBoostingTree:rotationTRUE | -0.173 | 0.008 | -22.595 | 0 |
| model_nameRandomForest:rotationTRUE | -0.138 | 0.008 | -18.073 | 0 |
| model_nameResnet:rotationTRUE | 0.062 | 0.008 | 8.117 | 0 |
| rotationTRUE:features_removedTRUE | 0.051 | 0.005 | 9.456 | 0 |

## A. 5 Dataset filtering

We show here each step of the dataset selection process, as explained in 3 as Sankey diagrams. This can be useful to understand which step removes the biggest number of datasets from our benchmarks.

## A.5.1 Medium datasets

Details The left side of the Sankey plot starts from the set of datasets composed of all OpenML datasets plus datasets we found on our own, restricted to those with more than 3 K samples and 3 features before filtering.


Figure 25: Dataset filtering process for the numerical regression benchmark

## A.5.2 Large datasets

As discussed in A.2.2, we found it hard to gather numerous large-scale ( $>50 \mathrm{~K}$ samples) datasets. The following plots show that this is not due to a single restriction used for our benchmark, but to a


Figure 26: Dataset filtering process for the numerical classification benchmark


Figure 27: Dataset filtering process for the categorical regression benchmark


Figure 28: Dataset filtering process for the categorical classification benchmark
conjunction of a lot of different restrictions. This means making benchmarks on large scale datasets would either require finding new datasets we missed, or removing a lot of restrictions at once, which may make the benchmark harder to interpret.

Details The left side of the Sankey plot starts from the set of datasets composed of all OpenML datasets plus datasets we found on our own, restricted to those with more than 50 K samples and 3 features before filtering.


Figure 29: Dataset filtering process for the numerical regression benchmark on large datasets


Figure 30: Dataset filtering process for the numerical classification benchmark on large datasets


Figure 31: Dataset filtering process for the categorical regression benchmark on large datasets


Figure 32: Dataset filtering process for the categorical classification benchmark on large datasets

## A. 6 Comparison with other benchmarks

In this section, we study the differences between the set of datasets we selected for our benchmarks with the set selected by previous benchmarks, namely the CC18 benchmark [Bischl et al. 2021] and the AutoML benchmark [Gijsbers et al. 2019]. While the these benchmarks' selection procedures are quite similar to ours, we highlight below a few differences below. Importantly, these small differences in the selection procedure makes for very large difference in the set of datasets selected. As can be seen on the table below, the biggest source of difference between the CC-18 and AutoML benchmarks and ours is that these include many small-scale datasets ${ }^{2}$, and to a lesser extent that they contain a large number of "easy" (according to our criterion) datasets.

We believe that our benchmarks present some advantages compared to these previous benchmarks:

- Our benchmark is clearly about tabular data, and we restrict our datasets to ones which exhibit clear tabular characteristics, by removing datasets without heterogeneous columns, or deterministic game-based datasets. This allows to interpret performance on our benchmark as performance on typical tabular datasets, and to leverage our benchmark to study inductive biases well-suited to tabular data. While previous benchmarks don't necessarily contain a lot of non-heterogeneous datasets like images, we think that not having a benchmark clearly about tabular data discourage its use by tabular data researchers, as it adds an unfortunate degree of freedom in the choice of which datasets to remove.
- We strive to have a more homogeneous number of samples between our different datasets ( $3 \mathrm{~K}-10 \mathrm{~K}$ ). We believe this makes our benchmark easier to interpret, and allows to give a more definitive answer in a common setting. Furthermore, this prevent datasets with a small test set from making the evaluation noisier.
- The way we assess the difficulty of datasets is stricter than for previous benchmark, as we try to account for the different of different datasets, by removing datasets where sophisticated algorithms (Resnet and GradientBoostingTree) do not significantly outperform Logistic Regression. As tree-based methods have been shown to be superior to Logistic Regression [Fernández-Delgado et al., 2014] in our setting, a close score for these two types of models indicates that we might already be close to the best achievable score. This allows us to remove datasets which are too noisy to differentiate between two learning algorithms. All in all, this allows us to remove a lot of datasets which would not contribute meaningfully to our comparison, and in turn makes our benchmark much faster to run for other researchers.
- Despite being stricter in our datasets selection than previous benchmarks, we still manage to gather 45 datasets (which are large enough to have a precise evaluation on), by looking for datasets across various sources.


## A.6.1 OpenML CC18

We start by highlighting a few important difference differences between the CC18 benchmark and ours. More information on CC18 criteria are available at https://docs.openml.org/benchmark/

- The difficulty of the dataset (used to remove too easy datasets) is not assessed in the same way: the creators of CC18 remove datasets for which a decision tree can reach $100 \%$ accuracy, while we remove datasets where sophisticated algorithms (Resnet and GradientBoostingTree) significantly outperforms Logistic Regression.
- CC-18 only contains classification datasets.
- Constraints on dataset size are less strict for CC18 (500 and 100000)
- There are some images datasets in CC18, while we only select datasets with heterogeneous features.
- Deterministic datasets (e.g game-based datasets like 'poker' are allowed in CC18.
- CC-18 contains multi-class classification problems.

[^1]Comparing our classification benchmarks to CC 18 , we find that 12 / 15 datasets for our numerical benchmark and 6 / 7 datasets for our categorical benchmark are not in CC18. Indeed, only 3 / 72 datasets from CC18 are used in our benchmarks. Below we show the reasons we didn't select CC18 datasets.

| Criterion | count |
| :--- | :--- |
| Deterministic | 2 |
| High dimensional | 1 |
| Not enough features | 1 |
| Not heterogeneous | 3 |
| Too easy | 12 |
| Too small after preprocessing | 11 |
| Too small before processing | 39 |
| Used | 3 |

## A.6.2 AutoML

We start by highlighting a few important difference differences between the AutoML benchmark and ours. More information on AutoML criteria are available at the archived link https://web.archive.org/web/20200916061348/https://openml.github io/automlbenchmark/benchmark_datasets.html, but the criteria for dataset selection are less clear than for CC18.

- It is not clear if there is an objective criterion for dataset difficulty for the AutoML benchmark, as they strive to remove easy datasets, but empirically a lot of datasets from AutoML benchmarks are "too easy" according to our criterion.
- Constraints on dataset size are less strict for AutoML.
- While the creators of AutoML try to limit the number of image datasets, there are some images datasets, while we only select datasets with heterogeneous features.
- While the creators of AutoML try to limit the number of artificial datasets, there are some artificial datasets.
- The AutoML benchmark contains multi-class classification problems.

To compare our set of datasets to those of AutoML, we use the up-to-date benchmark for classification (benchmark 271 on OpenML) and regression (benchmark 269 on OpenML).

## Classification

4 / 71 datasets from the AutoML classification benchmark (full updated version) are used in our classification benchmarks, which means 11 / 15 datasets from our numerical classification benchmark and 7 / 7 datasets from our categorical classification come from other sources. Below we show the reasons we didn't select AutoML datasets.

| Criterion | count |
| :--- | :--- |
| Artificial | 4 |
| Deterministic | 2 |
| Not enough features | 3 |
| Not heterogeneous | 1 |
| Other | 1 |
| Too easy | 22 |
| Too small after preprocessing | 11 |
| Too small before processing | 20 |
| Used | 4 |

## Regression

8 / 32 datasets from the AutoML regression benchmark are used in our regression benchmarks, which means 8 / 19 datasets from our numerical regression benchmark and 4 / 13 datasets from our categorical classification come from other sources. Below we show the reasons we didn't select AutoML datasets.


Figure 33: Comparison of random search (filled line) with Bayesian optimization (dotted line) on the classification on numerical features benchmark. Horizontal dotted lines correspond to default hyperparameters, which is the first step for both random search and Bayesian optimization.

| Criterion | count |
| :--- | :--- |
| High dimensional | 1 |
| Not enough features | 3 |
| Other | 1 |
| Too easy | 6 |
| Too small after preprocessing | 2 |
| Too small before processing | 9 |
| Used | 8 |

## A. 7 Bayesian optimization

In this section, we evaluate if using Bayesian optimization instead of random search would change our conclusions. To this aim, we use Weight and Biases' Bayesian optimization algorithm (based on Gaussian processes with Matern kernels, https://github.com/wandb/sweeps/blob/master/ src/sweeps/bayes_search.py), and run our benchmarks on numerical features with this method for 200 steps. In Figures 33 and 34 , we plot the result of this approach, compared to the random search approach described in 3.3 . Note that using Bayesian optimization doesn't allow us to reshuffle evaluation steps, so we only display error bars for random search.

## Results

- Using Bayesian optimization doesn't seem to change the ordering of the different models.
- Bayesian optimization does not seem to provide a significant improvement over random search. We emphasize, however, that our experiment is a simple check that using Bayesian Optimization doesn't change our conclusions, and a proper evaluation of Bayesian optimization in this context would require running several runs of Bayesian optimization for each model and each dataset.


## A. 8 Discussion on Kadra et al. [2021b]

We observed that tree-based models are superior for every random search budget, and the performance gap stays wide even after a large number of random search iteration. However, this might no longer be true when adding additional regularization techniques to our random search, such as data


Figure 34: Comparison of random search (filled line) with Bayesian optimization (dotted line) on the regression on numerical features benchmark. Horizontal dotted lines correspond to default hyperparameters, which is the first step for both random search and Bayesian optimization.
augmentation. Indeed, Kadra et al. [2021a] find that searching through a "cocktail" of regularization on a Multi-Layer-Perceptron is competitive with XGBoost after half an hour of tuning (for both models), though the datasets considered in their paper are quite different, in particular with the presence of "deterministic" game-inspired datasets in Kadra et al. [2021b], on which their method performs very well and contributes markedly to the overall benchmark results.

## A. 9 Which hyperparameters perform well on tabular data?

Our random search results provide insights into which hyperparameters are important for learning on tabular data. Below we present a measure of hyperparameters importance in our classification benchmark on numerical features.

Methodology Accuracy is normalized (see 3), and negative scores are truncated to zero. For each model, we fit a RandomForest classifier with default hyperparameters to predict these scores from the model's hyperparameters and the dataset, and we compute the feature importance for each of the hyperparameter ("rf_importance"). This gives us a score which represent how much an hyperparameter should be tuned. To measure if an hyperparameter has a positive or negative impact on the performance, we also compute the coefficient of a LinearRegression trained on the same task that the RandomForest ("lin_coef")

Results The learning rate is by far the most important parameter for neural networks and gradientboosted trees. Note that the linear coefficient is not always very high, which suggests that the learning rate should be tuned for each dataset. For tree-based models, the depth of the trees is another very important parameter, and it seems that deeper trees help, even for gradient-boosted trees. This observation is related to our "Finding 1 " 5.2 , as deeper trees enable very irregular patterns to be learned.

Below we give the results for each architecture.

| names | rf_importance | lin_coef |
| :--- | :--- | :--- |
| lr | 0.22 | -0.04 |
| d_layers | 0.18 | -0.01 |
| d_embedding | 0.15 | 0.0 |
| n_layers | 0.14 | -0.1 |
| batch_size | 0.03 | -0.01 |
| lr_scheduler | 0.01 | 0.0 |

## Resnet

| names | rf_importance | lin_coef |
| :--- | :--- | :--- |
| lr | 0.08 | 0.01 |
| normalization_layernorm | 0.05 | 0.0 |
| n_layers | 0.04 | -0.03 |
| d | 0.02 | 0.0 |
| hidden_dropout | 0.02 | 0.01 |
| residual_dropout | 0.01 | 0.0 |
| batch_size | 0.01 | 0.0 |
| optimizer_weight_decay | 0.0 | 0.0 |
| d_hidden_factor | 0.0 | 0.0 |
| d_embedding | 0.0 | 0.0 |
| lr_scheduler | 0.0 | 0.0 |

FT Transformer

| names | rf_importance | lin_coef |
| :--- | :--- | :--- |
| lr | 0.06 | 0.0 |
| residual_dropout | 0.04 | -0.02 |
| d_token | 0.03 | 0.0 |
| n_layers | 0.02 | 0.0 |
| ffn_dropout | 0.02 | 0.0 |
| d_ffn_factor | 0.01 | 0.0 |
| kv_compression | 0.01 | -0.01 |
| optimizer__weight_decay | 0.01 | 0.0 |
| attention_dropout | 0.01 | 0.0 |
| lr_scheduler | 0.0 | 0.0 |
| kv_compression_sharing_key-value | 0.0 | 0.0 |
| batch_size | 0.0 | 0.0 |

SAINT

| names | rf_importance | lin_coef |
| :--- | :--- | :--- |
| lr | 0.28 | -0.11 |
| depth | 0.15 | -0.07 |
| dim | 0.05 | -0.03 |
| dropout | 0.03 | 0.0 |
| heads | 0.01 | 0.0 |
| batch_size | 0.01 | 0.0 |
| val_batch_size | 0.0 | 0.0 |

## XGBoost

| names | rf_importance | lin_coef |
| :--- | :--- | :--- |
| learning_rate | 0.26 | 0.01 |
| min_child_weight | 0.07 | -0.04 |
| max_depth_2.0 | 0.05 | 0.13 |
| reg_alpha | 0.05 | -0.03 |
| n_estimators | 0.03 | 0.01 |
| max_depth_4.0 | 0.02 | 0.27 |
| subsample | 0.02 | 0.01 |
| colsample_bytree | 0.02 | 0.0 |
| max_depth_3.0 | 0.02 | 0.21 |
| reg_lambda | 0.01 | 0.0 |
| gamma | 0.01 | 0.0 |
| max_depth_10.0 | 0.01 | 0.35 |
| max_depth_11.0 | 0.01 | 0.35 |
| max_depth_7.0 | 0.01 | 0.33 |
| max_depth_5.0 | 0.01 | 0.3 |
| max_depth_6.0 | 0.01 | 0.32 |
| max_depth_8.0 | 0.01 | 0.34 |
| max_depth_9.0 | 0.01 | 0.34 |
| colsample_bylevel | 0.01 | 0.0 |

## GradientBoostingClassifier

| names | rf_importance | lin_coef |
| :--- | :--- | :--- |
| learning_rate | 0.4 | -0.02 |
| n_estimators | 0.15 | 0.09 |
| max_depth_None | 0.14 | 0.36 |
| max_depth_4.0 | 0.04 | 0.19 |
| max_depth_3.0 | 0.02 | 0.11 |
| min_samples_leaf | 0.01 | 0.0 |
| subsample | 0.01 | 0.0 |
| loss_exponential | 0.0 | 0.0 |

## RandomForest

| names | rf_importance | lin_coef |
| :--- | :--- | :--- |
| max_depth_None | 0.43 | 0.54 |
| max_depth_4.0 | 0.07 | 0.24 |
| max_depth_3.0 | 0.03 | 0.13 |
| min_samples_leaf | 0.01 | -0.01 |
| n_estimators | 0.01 | 0.0 |
| max_features_None | 0.01 | -0.06 |
| bootstrap | 0.01 | 0.01 |
| max_features_log2 | 0.0 | 0.04 |
| criterion_gini | 0.0 | 0.0 |
| max_features_0.2 | 0.0 | 0.04 |
| max_features_sqrt | 0.0 | 0.04 |
| max_features_0.4 | 0.0 | 0.05 |
| max_features_0.5 | 0.0 | 0.04 |
| max_features_0.6 | 0.0 | 0.04 |
| max_features_0.7 | 0.0 | 0.03 |
| max_features_0.8 | 0.0 | 0.01 |
| max_features_0.9 | 0.0 | -0.01 |
| max_features_0.3 | 0.0 | 0.05 |

## A.9.1 Should we run tree-based models longer?

In the main section of this paper, we chose a maximum number of estimators (1000) and patience (20) for tree based models such that these models are significantly faster than their neural networks counterparts. However, the maximum number of 1000 is often reached, meaning that we train these models short of convergence. In Figures 36 and 38 , we compare the performance of our tree-based models with tree-based models ran with a higher number of maximum estimators (40K instead of


Figure 35: Benchmark on medium-sized datasets, with only numerical features. We compare gradient boosting models ran for a maximum number of 40 K estimators and an early stopping patience of 100 with the same models ran with a maximum of 1 K estimators, and a patience of 20. Note that the default setting is run with these respective parameters ( 40 K and 10 K ) instead of Sklearn's default.


Figure 36: Benchmark on medium-sized datasets, with both numerical and categorical features. We compare gradient boosting models ran for a maximum number of 40 K estimators and an early stopping patience of 100 with the same models ran with a maximum of 1 K estimators, and a patience of 20 . Note that the default setting is run with these respective parameters ( 40 K and 10 K ) instead of Sklearn's default.

1 K ) and a higher patience (100 instead of 20 ). We can see that this slightly improve the per-random-search-iteration performance, as well as the best performance reached, of tree-based models (figure 36) albeit at the cost a significantly higher compute time (figure 38.


Figure 37: Time benchmark on medium-sized datasets, with only numerical features. We compare gradient boosting models ran for a maximum number of 40 K estimators and an early stopping patience of 100 with the same models ran with a maximum of 1 K estimators, and a patience of 20 . Note that the default setting is run with these respective parameters $(40 \mathrm{~K}$ and 10 K$)$ instead of Sklearn's default.


Figure 38: Time benchmark on medium-sized datasets, with both numerical and categorical features. We compare gradient boosting models ran for a maximum number of 40 K estimators and an early stopping patience of 100 with the same models ran with a maximum of 1 K estimators, and a patience of 20 . Note that the default setting is run with these respective parameters ( 40 K and 10 K ) instead of Sklearn's default.

## A.9.2 Should we tune the number of estimators for tree-based models?

In Figures 39 and 40 , we study the usefulness of tuning the number of estimators of tree-based models (as done in Hyperopt-sklearn), by comparing two settings. In the first setting, denoted as tune, we tune the number of trees, and do not use early stopping. The distribution used for tuning this parameter are those from Hyperopt-sklearn, namely:

- RandomForest: $\log$ Uniform $(9.5,3000.5)$
- GradientBoostingTree: LogUniform(10.5, 1000.5)
- XGBoost: Uniform $(100,6000)$

In the second setting, we set the number of estimators to a high number for each model, and use early stopping for GradientBoostingTree and XGboost, with a "patience" of 20 and a default tolerance, and a maximum number of 1000 estimators. For RandomForest, we do not use early stopping and set the number of estimators to 250 .

Results The results we obtain in both settings seem relatively similar, and very close for XGboost. Tuning the number of estimators seems to harm the random search performance for Random Forests a little but improve it for the "best reached" prediction for GradientBoostingTrees (though it harm performance with a small hyperparameter search budget). We find this latter observation surprising, and would like to investigate further. Note that this observation does not disappear when using a maximal number of estimators of 40 K (instead of 1 K ) and a patience of 100 (instead of 20).


Figure 39: Comparison of random searches for tree-based models when the number of estimators is fixed or tuned, for numerical features only.


Figure 40: Comparison of random searches for tree-based models when the number of estimators is fixed or tuned, for both numerical and categorical features.

## A. 10 How to use our benchmark?

All instructions to use our benchmark and reproduce our results are available at our repository: https://github.com/LeoGrin/tabular-benchmark. To ease the use of our benchmark and the reproducibility of our results we provide:

- The selected and transformed datasets as an OpenML suite. All links to the transformed and original datasets are also in A. 1
- A CSV file containing the results of all our random searches. It can be used to cheaply benchmark a new method.
- The code used to produce our benchmark and our experiments.


[^0]:    ${ }^{1}$ This method is also close to the method used by Caruana and Niculescu-Mizil 2006|, the difference being that the latter uses an artificial baseline (predicting the most common class) as the zero score.

[^1]:    ${ }^{2}$ Note that if a dataset is too small, we only report the rejection criterion as 'Too small', while other criteria might also apply

