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ON PARABOLIC SUBGROUPS OF ARTIN-TITS GROUPS

EDDY GODELLE

Abstract. We address the conjecture which states that an intersection of parabolic subgroups of an
Artin-Tits group is a parabolic subgroup. We prove that the conjecture is equivalent to a, a priori,

weaker conjecture. We also prove the conjecture in a specific case. Along the way, we provide short and

almost self-contain algebraical proofs of several classical results on Artin-Tits groups, such as those of
Van der Lek on intersection of standard parabolic subgroups.

Introduction

We fix a finite simplicial labelled graph Γ = (I, E,m) with vertex set I, edge set E and label
map m : E → N≥2. We also fix two sets ΣI = {σi | i ∈ I} and SI = {si | i ∈ I} that are in-
dexed by I. If X is a subset of I, by ΓX = (X,EX ,mX) we denote the full (labelled) subgraph of Γ
spanned by X. We set ΣX = {σi ∈ ΣI | i ∈ X} and SX = {si ∈ SI | i ∈ X}. If S is a set, by S∗ we
denote the monoid of words on S. The length of a word w on S is denoted by `S(w). For convenience,
for {i, j} in E, we will often write m(i, j) for m({i, j}). The Artin-Tits group AI generated by ΣI and
associated with Γ is defined by the following presentation of group:

(E.1) AI =

〈
ΣI

∣∣∣∣ σiσjσi · · ·︸ ︷︷ ︸
m(e) terms

= σjσiσj · · ·︸ ︷︷ ︸
m(e) terms

for e = {i, j} ∈ E
〉

The Coxeter group WI generated by SI and associated with Γ is defined by the following presentation:

(E.2) WI =

〈
S

∣∣∣∣ s2 = 1 for s ∈ S
sisjsi · · ·︸ ︷︷ ︸
m(e) terms

= sjsisj · · ·︸ ︷︷ ︸
m(e) terms

for e = {i, j} ∈ E
〉

To speak about the relations that appear in the presentation of AI or to their corresponding relations
in the presentation of WI , we will speak of the braid relations of the presentation.

Example 0.1. Consider I = {a, b, c} and ΓI as below. Then, AI is the braid group on four strands. The
groupe WI is the permutation group on 4 elements where SI consists on the elementary transpositions.

WI =

〈
sa, sb, sc

∣∣∣∣
s2
a = s2

b = s2
c = 1

sasbsa = sbsasb
sbscsb = scsbsc
sasc = scsa

〉
c

3

32

a b

Note that Γ is not the classical Coxeter graph associated with the above presentation (here no edge
means no relation, and a commutation relation corresponds to an edge labelled with 2). If w is a word on
SI or on ΣI ∪ Σ−1

I , by w (in bold) we denote the corresponding element in WI , or AI , respectively. We
will simply write `I for both `SI

and `ΣI∪Σ−1
I

. If w′ is another word on the same set, we write w ≡I w′

when w = w′ in the corresponding group. Let θ∗I : (ΣI ∪ Σ−1
I )∗ → S∗I be the morphism of monoids that

sends both σi and σ−1
i onto si. Clearly, the morphism θ∗I induces a morphism of groups θI : AI → WI .
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The kernel of θI is called the colored Artin-Tits group and will be denoted by CAI . The length `I(w)
of w in WI is defined as `I(w) = min{`I(v) | v ∈ S∗I with v = w}. When `I(w) = `I(w), we say that
w is a reduced word. If X ⊆ I, it is immediate that the inclusion maps ΣX → Σ and SX → S extend
to morphisms of groups ιX : AX → AI and τX : WX → WI . This is well-known that these morphisms
are into [12]. But we are going here to provide a new direct and short algebraical proof that ιX is into.
So, in the sequel we identify WX with its image by τX in WI . But, at this stage, we do not consider as
known that ιX is into. We denote by A+

I the submonoid of AI generated by SI . This is known by [8] that

A+
I and AI , possess the same presentation, but considered as a presentation of monoid for the former,

and considered as a presentation of group for the latter. However, we do not need to assume this result
known when proving our results. We define θ∗X , θX , A+

X , `X and ≡X similarly to θ∗I , θI , A
+
I , `I and ≡I ,

respectively. Our first objective it to prove Proposition 0.2. This proposition claims the existence of two
maps π∗I,X and πI,X and states several of their properties. We will see (Proposition 2.7 and Corollary 2.8)
that these two maps are indeed the map π̂X and πX defined in [1] (see also [3, 6]).

Proposition 0.2. Let X ⊆ I. There exists a map π∗I,X : (ΣI ∪ Σ−1
I )∗ → (ΣX ∪ Σ−1

X )∗ such that

(i) For any word ω on ΣI ∪Σ−1
I , we have `X(π∗I,X(ω)) ≤ `I(ω). The equality holds if and only if ω

is a word on ΣX ∪ Σ−1
X . In the latter case, π∗I,X(ω) = ω.

(ii) if ω and ω′ are words on ΣI ∪ Σ−1
I , then π∗I,X(ω) is a prefix of π∗I,X(ωω′).

(iii) [1] The map π∗I,X induces a map πI,X : AI → AX .

(iv) If ω lies in AI then

(
θX(πI,X(ω))

)−1

θI(ω) is (X, ∅)-reduced and

`I(θI(ω)) = `I
(
θX(πI,X(ω))

)
+ `I

((
θX(πI,X(ω))

)−1
θI(ω)

)
(v) [1] The set map πI,X : AI → AX restricts to an homomorphism πI,X : CAI → CAX .
(vi) We have πI,X(A+

I ) = A+
X .

(vii) For any word ω on ΣX ∪ Σ−1
X and any ω′ in AI , one has πI,X(ωω′) = πI,X(ω)πI,X(ω′).

(viii) If ω lies in CAI then for any ω′ in AI , one has πI,X(ωω′) = πI,X(ω)πI,X(ω′).
(ix) If Y ⊆ I and ω is a word on ΣY ∪ Σ−1

Y , then π∗I,X(ω) is a word on ΣY ∩X ∪ Σ−1
Y ∩X and the

restriction of π∗I,X to (ΣY ∪ Σ−1
Y )∗ is π∗Y,Y∩X.

(x) Let X,Y ⊆ I and ω be a word on ΣI ∪ Σ−1
I , then π∗I,Y (π∗I,X(ω)) = π∗I,X(π∗I,Y (ω)) = π∗I,X∩Y (ω)

(xi) Let X ⊆ Y ⊆ I and ω be a word on ΣI ∪ Σ−1
I , then π∗Y,X(π∗I,Y (ω)) = π∗I,X(ω).

Note that, since at this stage we do not identify AX with its image ιX(AX) in AI , in Point (vii) of
the above proposition we distinguish ω and πI,X(ω) (see Corollary 0.4 below). Some points in the above
proposition, such as Point (vi), are not explicitely stated in [1], but can be deduced from the definition
of π̂X given in [1]. As a consequence of Proposition 0.2, we will deduce :

Proposition 0.3. Let X be a subset of I.

(i) [12] Let ω, ω′ be in (ΣX ∪ Σ−1
X )∗, if ω ≡I ω′, then ω ≡X ω′. In particular, ιX is into. So one

can identify AX with its image in AI .
(ii) [12] If Y is another subset of I then AX ∩AY = AX∩Y in AI .

(iii) We have A+
X = A+

I ∩AX .
(iv) [3] The subgroup AX is convex : if ω is in AX , any of its representative words of minimal length

on ΣI ∪ Σ−1
I is actually a word on ΣX ∪ Σ−1

X .

The statements in Proposition 0.3 are already known. Howewer previous proofs were long and based
on topological arguments. The interest of the present proof is that it is is short, only uses algebraical
arguments and is only based on elementary prerequisites. Indeed we only refer to the first pages of [2,
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Chapter 4], were Coxeter groups are defined, and to a result of [10], which is a easy consequence of the
same pages in [2, Chapter 4]. With Proposition 0.3(i) at hand, we deduce from Proposition 0.2 that

Corollary 0.4. Let X ⊆ I and identify AX with its image in AI .

(i) [3] The morphism πI,X : AI → AX is a retraction.
(ii) For any ω in AX and any ω′ in AI , one has πI,X(ωω′) = ω πI,X(ω′).

(iii) Let X,Y ⊆ I. For any ω in AI , πI,Y (πI,X(ω)) = πI,X(πI,Y (ω)) = πI,X∩Y (ω).
(iv) Let X ⊆ Y ⊆ I.

(a) The restriction of πI,X to AY is πY,X ;
(b) For any ω in AI , πY,X(πI,Y (ω)) = πI,X(ω).

In Point (iii) above, the equalities can be written as πX,X∩Y (πI,X(ω)) = πY,Y ∩X(πI,Y (ω)) = πI,X∩Y (ω)
by (iv)(a).

If X is a subset of I, then the subgroups of AI and WI generated by ΣX and SX , respectively, are
called standard parabolic subgroups. A parabolic subgroup of AI is a subgroup that is conjugated to
one of its standard parabolic subgroups. In the framework of Artin-Tits groups, a main open conjecture
states that the family of parabolic subgroups of an Artin-Tits group is closed under intersection. This
conjecture can be formulated as it follows:

Conjecture 1. Let AI be an Artin-Tits group, X,Y be in I and ω be in AI . Then, (ωAY ω
−1)∩AX is

a parabolic subgroup of AI .

By [1], when the conjecture holds, then (ωAY ω
−1) ∩ AX is a parabolic subgroup of ωAY ω

−1 and a
parabolic subgroup of AX . Conjecture 1 has been proved to hold when one restricts to some particular
families such has the family of Artin-Tits groups of spherical type [4], of FC type [7] or of large type [5].
However, the question in the general case remains open. Our second objective is to prove that Conjecture 1
is equivalent to the following conjecture:

Conjecture 2. Let AI be an Artin-Tits group. Let X be in I and ω be in CAI . Then (ωAXω
−1)∩AX

is a parabolic subgroup of AI .

Clearly, Conjecture 1 implies Conjecture 2, so we address the other implication.

Theorem 0.5. Conjecture 2 implies Conjecture 1.

In order to prove Theorem 0.5 we need to prove Conjecture 1 in the case of specific elements ω of AI .
The morphism θI : AI → WI possesses a well-defined and well-known set section κI : WI → AI (see
Section 1). We will prove that

Theorem 0.6. Let X,Y be in I and w be in WI . Set ω = κI(w). Then, there exists w1 in WX , Y1 ⊆ Y ,
and X1 ⊆ X so that (ωAY ω

−1) ∩AX = (ωAY1
ω−1) = κI(w1)AX1

κI(w1)−1.

Section 1 is devoted to the necessary backgrounds on Coxeter groups. In Section 2, we turn to the
proof of Propositions 0.2 and 0.3. We also prove that the retraction πI,X is the same as the retraction πX
defined in [1]. Finally, in Section 3 we prove Theorems 0.5 and 0.6.

1. Background on Coxeter groups

We start with the elementary properties on Coxeter groups that we shall need. They can all be found
in [2, chap. IV,§1], except Proposition 1.8 that can be found in [10] and which is a direct consequence of
Proposition 1.7 below.

Definition 1.1. Let w = si1 · · · sik be a word on S.

(i) By rj(w), or ri when no confusion is possible, we denote the word si1si2 · · · sij−1sijsij−1 · · · si2si1 .
We set R(w) = (r1(w), r2(w), . . . , rk(w)).
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(ii) By R(w) we denote the associated sequence (r1(w), r2(w), . . . , rk(w)) of elements of WI .
(iii) By N(w) we denote the set of elements of WI that appear an odd number of times in R(w).

Example 1.2. Consider Example 0.1 and the word w = sasbscsascsb. Then N(w) = {sb; sasbsa}
because R(s) = {sa; sasbsa; sasbscsbsa; sasbscsascsbsa; sasbscsascsascsbsa; sasbscsascsbscsascsbsa} with
sasbscsascsbscsascsbsa = sa and sasbscsascsascsbsa = sasbscsbsa, and sasbscsascsbsa = sb.

Remark 1.3. It follows from Definition 1.1 that for any two words w,w′ on S, the sequence R(ww′) is
the concatenation of the two sequences R(ww′) and wR(w′)w−1.

Proposition 1.4. [2, chap. IV §1] Let w and w′ be two words on SI .

(i) If w and w′ represent the same element in W , then N(w) = N(w′).
(ii) The word w is reduced if and only if the cardinality of N(w) is equal to the length of w, in other

words when all the elements of R(w) are distinct.

Example 1.5. Consider Example 1.2. Since N(w) = {sb; sasbsa}, the length on S of w is 2. Indeed,
w = sasbscsascsb = sbsa.

Proposition 1.6. [2, chap. IV,§1] Let w and w′ be two words on SI .

(i) Let si0 be in SI and write w = si1 · · · sik . If w is a reduced word, but si0w is not, then there
exists j so that si1 · · · sik ≡I si0si1 · · · sij−1

sij+1
· · · sik .

(ii) If w and w′ are reduced with w ≡I w′, then the word w can be transformed into the word w′ by
using the braid relations of the presentation of WI , only.

(iii) Let w be a word on SI and s, t be in SI so that both words sw and wt are reduced, but the word
swt is not. Then sw ≡I wt. In other words sw = wt in WI .

The above proposition implies several important properties. First, the map SI → WI , si 7→ si is
into and we can identify SI with its image SI in WI . Depending on the situation, we will write si
or si. Moreover for X ⊆ I we have SI ∩ WX = SX , and for any two subsets X,Y of I, we have
WX ∩ WY = WX∩Y . It also follows that the morphism ΘI : AI → WI possesses a well-defined set
section κI : WI → AI defined in the following way : for w in WI and any reduced representative word
w = si1 · · · sik on SI of w, we have κI(w) = σi1 · · ·σik . Indeed, two reduced words on S represent
the same element in WI if and only if one can be transformed into the other by using braid relations
only. As a consequence, for any X included in I, the subgroup WX is convex : if w is in WX and w
is one of its reduced representative word, then w is a word on SX . In other words, if the product uv
lies in WX and `I(uv) = `I(u) + `I(v) then both u and v lie in WX , too. In addition, the equality
`I(uv) = `I(u) + `I(v) holds if and only if the equality κI(uv) = κI(u)κI(v) holds. Finally, we recall
that for i, j in I and distint, then the order of the product sisj in WI is m(i, j), the label of the edge
{i, j} in the graph Γ (see [2, Chap V §4]).

Proposition 1.7. [2, chap. IV,§1] Let X,Y be included in I and w be in WI . The double-coset WXwWY

possesses a unique element w0 of minimal length in WI . Moreover:

(i) For any w1 in WXwWY there exist x in WX and y in WY so that w1 = x w0y with `I(w1) =
`I(x) + `I(w0) + `I(y). One says that w0 is (X,Y )-reduced.

(ii) For any x in WX and any y in WY , one has `I(xw0) = `I(x) + `I(w0) and `I(w0y) =
`I(w0) + `I(y).

(iii) The element w is (X,Y )-reduced if and only if it is both (X, ∅)-reduced. and (∅, Y )-reduced.

The following result corresponds to Proposition 0.2, but in the context of Coxeter groups. It was
annonced in [10] and has been proved in [11] and [9]. This is an almost direct consequence of Proposi-
tion 1.7.
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Proposition 1.8. [9] Let X,Y ⊆ I and w be in WI . Then, there exist w1 in WX , Y1 ⊆ Y , and X1 ⊆ X
so that (wWYw

−1)∩WX = (wWY1
w−1) = w1WX1

w−1
1 . Moreover, if w is (X,Y )- reduced, then w1 = 1

and wSY1
w−1 = wSYw

−1 ∩ SX = SX1
.

Remark 1.9. In [9], the author considered the case (X,Y )- reduced, only. If w is not (X,Y )-reduced,
then we can write w = w1w

′w2 with w1 in WX , w2 in WY and w′ that is (X,Y )-reduced. Then
(wWYw

−1) ∩WX = w1(w′WYw
′−1 ∩WX)w−1

1 .

Corollary 1.10. Let X ⊆ I, i, j be in I and distinct and w be in W . There are only three possibilities:
wW{i,j}w

−1∩WX is trivial, or wW{i,j}w
−1 is included in WX , or wW{i,j}w

−1∩WX contains only one
not trivial element.

Remark 1.11. In the above corollary consider the case wW{i,j}w
−1 is included in WX . Let X1 = {i′, j′}

be as in Proposition 1.8. Then, m(i′, j′) = m(i, j) because m(i, j) and m(i′, j′) are the orders of sisj and
si′sj′ , respectively, as recalled above.

Lemma 1.12. Let X ⊆ I. Let u be in WI and si be in SI . Write u = v w such that v lies in WX and
w is (X, ∅)-reduced. Then

u si u
−1 ∈WX ⇐⇒ w si w

−1 ∈ SX ⇐⇒ w si is not (X, ∅)-reduced

Moreover, in this case, w is (X, {i})-reduced.

Proof. The first equivalence is clear. Implication “w si w
−1 ∈ SX ⇒ w si is not (X, ∅)-reduced” follows

from Proposition 1.8, considering Y = {i}. Assume wsi is not (X, ∅)-reduced. If w were not (X, {i})-
reduced, by Proposition 1.7(iii) it would be not (∅, {i})-reduced, and we could write w = (wsi)si with
`I(w) = `I(wsi) + 1, which contradicts the fact that w is (X, ∅)-reduced. The last implication then
follows from Proposition 1.6(iii) : let w be a reduced representative word of w. if w is (X, {i})-reduced
and wsi is not (X, ∅)-reduced, then there is sj in SX so that sjw and wsi are reduced words, but sjwsi
is not. Then w si = sjw. �

The following result is implicit in [2, §1 Sec. 4] and is well-known from specialists. As we will need it
when proving Proposition 0.2, we prove it for completness.

Lemma 1.13. Let i, j be in I distinct with {i, j} in E. Set m = m(i, j). Let si,j = sisjsi · · ·︸ ︷︷ ︸
m terms

and

sj,i = sjsisj · · ·︸ ︷︷ ︸
m terms

. Then, for all n with 1 ≤ n ≤ m we have rn(si,j) = rm−n+1(sj,i).

Proof. By formula (15) in [2, §1 Sec. 4] we have rn(si,j) = (sisj)n−1si and rm−n+1(sj,i) = (sjsi)
m−nsj .

So rn(si,j)(rm−n+1(sj,i))
−1 = (sisj)n−1sisj(sisj)m−n = (sisj)m = 1. �

2. The retraction map

Definition 2.1. Let w = si1 · · · sik be a word on S. Consider the notation in Definition 1.1. Let X ⊆ I.

(i) We set rj,X(w) = rj(w) when rj(w) lies in WX , and rj,X(w) = ε, the empty word, oth-
erwise. When no confusion is possible, we will write rj,X for rj,X(w). By RX(w), we de-
note the k-uple of words on S defined by RX(w) = (r1,X , r2,X , . . . , rk,X). By RX(w) =
(r1,X(w), r2,X(w), . . . , rk,X(w)) we denote the corresponding k-uple of elements of WX .

(ii) By R̂X(w) we denote the subsequence of RX(w) obtained by keeping the nonempty words only

and by R̂X(w) we denote the corresponding subsequence of RX(w).
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Note that for w in X∗, one has R̂X(w) = RX(w) = R(w). Let w = si1 · · · sik be a word on S and
1 < j1 < · · · < jn ≤ k. In the following proposition, by si1 · · · ŝij1 · · · ŝij2 · · · ŝijn · · · sik we denote the word
obtained from w by removing the letters with a hat. For instance in Example 1.2 sasbŝcsascŝb = sasbsasc.

The first crucial result is the following:

Proposition 2.2. Let X ⊆ I and w = si1 · · · sik be a non-empty word on S. Write R̂X(w) =
(rj1,X , rj2,X , . . . , rjp,X). Set w0 = 1 and for 1 ≤ j ≤ k write si1 · · ·sij = vjwj with vj in WX and

wj that is (X, ∅)-reduced. For 1 ≤ n ≤ p, let tn = wjn−1sjnw
−1
jn−1.

(i) (a) For 1 ≤ n ≤ p, tn lies in SX .
(b) Set j0 = 0 and jp+1 = k + 1. For n in {1, . . . , p+ 1} and j in {jn−1, · · · , jn − 1}, we have

wj = si1 · · · ŝij1 · · · ŝij2 · · · ŝijn−1
· · · sij and vj = t1 · · · tn−1.

(ii) Set wX = t1 · · · tp. Then, R(wX) = R̂X(w).

Proof. (i) (a) and (b) are consequences of Lemma 1.12: (a) is clear. Now, for any j in {1, . . . , k}
but not in {j1, . . . , jp}, the element wj is (X, ∅)-reduced and wj−1sjw

−1
j−1 is not in WX , because

vj−1wj−1sjw
−1
j−1v

−1
j−1 is not. So,wj−1sj is (X, ∅)-reduced. In particular, vj = vj−1 andwj = wj−1sj .

If j = jn for n in {1, . . . , p}, then vjnwjn = vjn−1wjn−1sijn = vjn−1tnwjn−1. So, vjn = vjn−1tn and
wjn = wjn−1. Point (ii) follows directly from (i): write un = sijn−1+1

· · ·sijn−1
. By (i)(b), for all n we

have wjn−1 = u1· · ·un and t1t2· · ·tn = (u1sj1u
−1
1 )(u1u2sj2u

−1
2 u−1

1 ) · · · (u1· · ·unsjnu
−1
n · · ·u−1

1 ) =

u1sj1u2sj2 · · ·sjn−1
unsjnu

−1
n · · ·u−1

1 = s1· · ·sjnu−1
n · · ·u−1

1 . By symmetry, we have tn−1· · ·t2t1 =

u1· · ·un−1sjn−1
· · ·s1. Therefore, we deduce that rn(wX) = s1· · ·sjnu−1

n · · ·u−1
1 u1· · ·un−1sjn−1

· · ·s1
= s1· · ·sjnu−1

n sjn−1
· · ·s1 = rjn,X(w). �

Remark 2.3. In Point (ii), tn is uniquely defined by tn. Moreover, wX is uniquely defined by R̂X(w)
since t1 = rj1,X ; t2 = rj1,Xrj2,Xrj1,X ; . . . ; tn = rj1,X · · · rjn−1,Xrjn,Xrjn−1,X · · · rj1,X .

Lemma 2.4. Let X ⊆ I and w = si1 · · · sik , w′ = si′1 · · · si′k′ be two non-empty words on S.

(i) Let 1 ≤ n ≤ min(k, k′). If for all 1 ≤ m ≤ n, im = i′m then rn,X(w) = rn,X(w′).
(ii) Let 1 ≤ n ≤ k and 1 ≤ n′ ≤ k′. Assume si1 · · ·sin−1

= si′1 · · ·si′n′−1
and in = i′n′ . Then

rn,X(w) = rn′,X(w′).

Proof. (i) rn,X(w) and rn,X(w′) only depend on the prefixes si1 · · · sin and si′1 · · · si′n , respectively. (ii)
rn,X(w) and rn′,X(w′) only depend on the pair (si1 · · ·sin−1

, sin) and the pair (si′1 · · ·si′n′−1
, si′

n′
),

respectively. �

Definition 2.5. Let X ⊆ I. We define the map π∗I,X : (ΣI ∪Σ−1
I )∗ → (ΣX ∪Σ−1

X )∗ in the following way.

Let ω = σε1i1 · · ·σ
εk
ik

be a word on ΣI ∪Σ−1
I , where εi lies in {±1}. Set w = θ∗I (ω) and let wX = sq1 · · · sqp

be the word on SX provided by Proposition 2.2 so that R(wX) = R̂X(w) = (rj1,X(w), . . . , rjp,X(w)).

We set π∗I,X(ω) = σ
εj1
q1 · · ·σ

εjp
qp .

Note that (ε1 . . . , εk) and R̂X(w) do not fix π∗I,X(ω) because they do not fix the exponents. However,
π∗I,X(ω) is fixed by (ε1 . . . , εk) and RX(w). So the sequence of steps that define π∗I,X can be summarized
as it follows :

ω → w → R(w)→ RX(w)→ R̂X(w) = R(wX)→ wX → π∗I,X(ω)

Proposition 2.6. Let X ⊆ I and ω, ω′ be two words on ΣI ∪Σ−1
I . If ω ≡I ω′, then π∗I,X(ω) ≡X π∗I,X(ω′).

Proof. Let ω = σε1i1 · · ·σ
εk
ik

and ω′ be two words on ΣI ∪Σ−1
I so that ω ≡I ω′. Set w = θ∗I (ω) = si1 · · · sik

and w′ = θ∗I (ω′). Consider the notation of Definition 2.5. In particular, R̂X(w) = (rj1,X(w), . . . , rjp,X(w));
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wX = sq1 · · · sqp and π∗I,X(ω) = σ
εj1
q1 · · ·σ

εjp
qp . Since ω ≡I ω′, there exists a finite sequence ω0 =

ω, ω1, . . . , ωn = ω′ of words on ΣI∪Σ−1
I so that ωi+1 is obtained from ωi by using either a braid relation or

one of the two relations σiσ
−1
i = ε and σ−1

i σi = ε. Clearly it is enough to consider the case n = 1. Case 1:

ω is transformed into ω′ by using a relation σiσ
−1
i = ε or σ−1

i σi = ε. Up to exchanging ω and ω′ we may

assume that ω′ = σε1i1 · · ·σ
εn−1

in−1
σρi σ

−ρ
i σεnin · · ·σ

εk
ik

with ρ ∈ {−1, 1}. Then, w′ = si1 · · · sin−1
sisisin · · · sik .

By Lemma 2.4(i), for m ≤ n − 1 we have rm,X(w′) = rm,X(w) and, by Lemma 2.4(ii), for m ≥ n, we
have rm,X(w) = rm+2,X(w′). Moreover, rn(w′) = rn+1(w′). So either both rn(w′) and rn+1(w′) are
in WX or both of them are not. In the second case, RX(w) = RX(w′) and π∗I,X(ω) = π∗I,X(ω′). Assume

the first case. Let w′X ∈ S∗X so that R(w′X) = R̂X(w′). Since rn,X(w′) = rn+1,X(w′) 6= 1 there is

0 ≤ m ≤ p so that R̂X(w′) = (rj1,X(w), . . . , rjm,X(w), rn,X(w′), rn,X(w′), rjm+1,X(w), . . . , rjp,X(w)).
In particular, there is j in X so that w′X = sq1 · · · sqmsjsjsqm+1

· · · sqp (see Remark 2.3) and π∗I,X(ω′) =

σ
εj1
q1 · · ·σ

εjm
qm σρjσ

−ρ
j σ

εjm+1
qm+1 · · ·σ

εjp
qp . Thus, π∗I,X(ω) ≡X π∗I,X(ω′). Case 2: ω′ is obtained from ω by us-

ing a braid relation. For i, j in I, write σi,j = σiσjσi · · ·︸ ︷︷ ︸
m(i,j) terms

and si,j = sisjsi · · ·︸ ︷︷ ︸
m(i,j) terms

. We can write

ω = σε1i1 · · ·σ
εn−1

in−1
σi,jσ

εn+m

in+m
· · ·σεkik and ω′ = σε1i1 · · ·σ

εn−1

in−1
σj,iσ

εn+m

in+m
· · ·σεkik with i = in, j = in+1 and

m = m(i, j). It follows that we have w = si1 · · · sin−1
si,jsin+m

· · · sik and w′ = si1 · · · sin−1
sj,isin+m

· · · sik .
As in Case 1, by Lemma 2.4, rh(w) = rh(w′) when either 1 ≤ h ≤ n − 1 or n + m ≤ h ≤ k. Since
σi,j is a reduced word, all the elements of R(σi,j) are distinct (see Proposition 1.4). It follows that
rn(w), rn+1(w), . . . , rn+m−1(w) are all distinct. Moreover, by Lemma 1.13, for h in {1, . . . ,m} we
have rh(σi,j) = rm−h+1(σj,i), and rn−1+h(w) = rn+m−h(w′). Therefore, if none of the elements
rn(w), rn+1(w), . . . , rn+m−1(w) lie in WX thenRX(w) = RX(w′) and π∗I,X(ω) ≡X π∗I,X(ω′). If only one
of them lies in WX , say rn−1+h̃(w), then RX(w) and RX(w′) are not equal, but differ only at positions

n− 1 + h̃ and n− 1 +m− h̃ and R̂X(w′) = R̂X(w). Then π∗I,X(ω) and π∗I,X(ω′) because the exponents in

position n−1+h̃ and n−1+m−h̃, respectively, are both equal to 1. Assume finally that at liest two terms
among rn(w), rn+1(w), . . . , rn+m−1(w) lie in WX . By construction, all the terms of the previous list be-
long to (si1 · · ·sin−1

)Wi,j(si1 · · ·sin−1
)−1. Since (si1 · · ·sin−1

)Wi,j(si1 · · ·sin−1
)−1∩WX contains at least

two distinct elements different from 1, Corollary 1.10 implies that (si1 · · ·sin−1
)Wi,j(si1 · · ·sin−1

)−1 is in-
cluded in the parabolic subgroup WX , and rn(w), rn+1(w), . . . , rn+m−1(w) all belong to WX . Recall the

notations given in the introduction for R̂X(w), wX and π∗I,X(ω) . Let p′ be such that jp′ = in. Set i′ = qp′

and j′ = qp′+1. If vj and wj are defined like in Proposition 2.2, then, by Point(i)(b) of this proposition,
wn = wn+1 = · · · = wn+m−1. Now by Remark 1.11 we have m(i′, j′) = m(in, in+1). It follows that
sqp′ · · · sqp′+m−1

= si′,j′ , wX = sq1 · · · sqp′−1
si′,j′sqp′+m

· · · sqp and w′X = sq1 · · · sqp′−1
sj′,i′sqp′+m

· · · sqp .

Thus, π∗I,X(ω) = σ
εj1
q1 · · ·σ

εj
q′−1

qp′−1
σi′,j′σ

εj
p′+m

jp′+m
· · ·σεjpp and π∗I,X(ω′) = σ

εj1
q1 · · ·σ

εj
q′−1

qp′−1
σj′,i′σ

εj
p′+m

jp′+m
· · ·σεjpp

and we are done. �

We are now ready to prove Propositions 0.2 and 0.3.

Proof of Proposition 0.2. Let ω be a word on ΣI ∪ Σ−1
I . Set w = θ∗I (ω). The length of ω is equal to the

length of w, which in turn is equal to the number of terms of R(w). Similarly the length of π∗I,X(ω) is
equal to the length of θ∗X(π∗I,X(ω)). But, by definition, the latter word is wX whom length is equal to

the number of terms of R(wX), that is of R̂X(w). Thus, `X(π∗I,X(ω)) ≤ `I(ω). The equality holds when
R(wX) = R(w), which is equivalent to have wX = w, which, in turn, is equivalent to have π∗I,X(ω) = ω.

So Point (i) holds. Let ω′ be another word on ΣI ∪ Σ−1
I and set w′ = θ∗I (ω′). By definition, RX(ww′)

starts with RX(w). Therefore, wX is a prefix of (ww′)X and Point (ii) follows. Point (iii) follows
from Proposition 2.6. Since θX(πI,X(ω)) = wX , Point (iv) follows from Proposition 2.2 (i)(b) and (ii).
Assume ω lies in CAI . Then, w = 1 in WI . By Proposition 1.4, N(w) has to be empty and all terms of
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R(w) appear an even number of times. But in this case, all of its terms that are in W (X) appear an even
number of times, too, andN(wX) is empty. Then wX = 1. But θ∗X(π∗I,X(w)) = wX . Then, πI,X(ω) lies in
CAX and the map πI,X restricts to an application from CAI to CAX . The fact that πI,X : CAI → CAX is
an homomorphism, and Point (v), will follow from Point (viii). Point (vi) is clear from the definition: with
the notation of Definition 2.5, if all the εn are equal to 1, so are the εjn . Let w′ be as above, set k = `S(w)

and write (ww′)X = wXw
′′. If ω lies in CAI or if ω is on ΣX ∪Σ−1

X , then for n ≥ k + 1, rn(ww′) lies in
WX if and only if wrn−k(w′)w−1 lies in WX . So in both cases, RX(ww′) is the concatenation of RX(w)
and wRX(w′)w−1. It follows that R((ww′)X) is the concatenation of R(wX) and wR(w′X)w−1. By

Remark 1.3, we deduce that R(w′′) = (w−1
X w)R(w′X)(w−1wX). But if ω lies in CAI , then πI,X(w) lies

in CAX and w = wX = 1. On the other hand, if ω is a word on ΣX ∪Σ−1
X , then wX = w and w−1

X w = 1.
So in both cases, R(w′′) = R(w′X), which implies w′′ = w′X . This proves Points (vii) and (viii). Note
that the exponents in π∗I,X(ωω′) are the expected ones because RX(ww′) is the concatenation of RX(w)

and wRX(w′)w−1. Assume Y ⊆ I and ω is a word on ΣY ∪Σ−1
Y . Then w is a word on SY and the terms

of R(w) are in WY . Therefore, they are in WX if and only if they are in WX ∩WY , that is in WX∩Y .
So the terms of RX(w) are in WX∩Y and wX is a word on SX∩Y . Point (ix) follows. Finally, assume
Y ⊆ I and ω = σε1i1 · · ·σ

εk
ik

is a word on ΣI ∪ Σ−1
I . Set w = θ∗I (ω) = si1 · · · sik and, as in Definition 2.5,

R̂X(w) = (rj1,X(w), . . . , rjp,X(w)); wX = sq1 · · · sqp and π∗I,X(ω) = σ
εj1
q1 · · ·σ

εjp
qp . Let us prove (x). By

symmetry, it is enough to prove that π∗I,Y (π∗I,X(ω)) = π∗I,X∩Y (ω). Write π∗I,Y (π∗I,X(ω)) = σ
εj′1
q′1
· · ·σ

εj′
p′

q′
p′

with j′1, . . . , j
′
p′ in {j1, . . . , jp}. Write π∗I,Y ∩X(ω) = σ

εj′′1
q′′1
· · ·σ

εj′′
p′′

q′′
p′′

with j′′1 , . . . , j
′′
p′′ in {1, . . . , k}. We

have (wX)Y = sq′1 · · · sq′p′ and wX∩Y = sq′′1 · · · sq′′p′′ . By construction R̂Y (θ∗I (π∗I,X(ω))) is obtained from

R(θ∗I (π∗I,X(ω))) by removing the terms that do not belong to WY . But θ∗I (π∗I,X(ω)) = wX and R(wX)

is obtained from R(w) by removing the terms that do not belong to WX . So, R̂Y (θ∗I (π∗I,X(ω))) is
obtained from R(w) by removing the terms that do not belong to WX ∩WY , that is to WX∩Y . Thus

R((wX)Y ) = R̂Y (θ∗I (π∗I,X(ω))) = R̂Y ∩X(w) = R(wY ∩X) and (wX)Y = wY ∩X . In particular p′ = p′′ and

q′p̃ = q′′p̃ for p̃ in 1, · · · , p′. Now, let p̃ be in 1, . . . , p′. Then, j′p̃ is the position of the p̃th term of R(w)

that belongs to WY ∩WX , that is to WX∩Y . Therefore, j′p̃ = j′′p̃ and π∗I,Y (π∗I,X(ω)) = π∗I,X∩Y (ω). Hence,

(x) holds. Finally, by Point (ix), Point (xi) is a special case of Point (x). Indeed, since π∗I,Y (ω) is a word

on ΣY ∪ Σ−1
Y , we have π∗I,X(π∗I,Y (ω)) = π∗Y,X(π∗I,Y (ω)). �

Proof of Proposition 0.3. Let ω, ω′ be in (ΣX ∪ Σ−1
X )∗ and such that ω ≡I ω′. By Proposition 0.2(i),

π∗I,X(ω) = ω and π∗I,X(ω′) = ω′ and by Proposition 2.6, π∗I,X(ω) ≡X π∗I,X(ω′). So Point (i) holds. Let Y ⊆
I. ClearlyAX∩Y ⊆ AX∩AY . Letw be in AX∩AY . Sincew lies inAY , by Proposition 0.2(ix), πI,X(w) lies
in AX∩Y . Since w lies in AX , by Corollary 0.4 (i) (that we can apply as Point (i) is proved), πI,X(ω) = ω.
So, AX ∩AY ⊆ AX∩Y and Point (ii) holds. Similarly A+

X ⊆ A+∩AX . The argument to prove the inverse
inclusion is similar as the one used to prove (ii), replacing Proposition 0.2(ix) with Proposition 0.2(vi).
Finally, Point (iv) follows from almost the same argument : if ω is a word representative of an element
of AX then, by Proposition 0.2(i) and (iii), π∗I,X(w) is another word representative of the same element
whom length is not greater than the one of ω. If moreover ω is a minimal word representative, then ω
and π∗I,X(w) must have the same length. By Proposition 0.2(i) this imposes ω = π∗I,X(ω). Hence AX is
convex. �

Proposition 2.7. the map π∗I,X coincides with the map π̂X defined in [1].

Proof. Let X ⊆ I and ω = σε1i1 · · ·σ
εk
ik

be a word on ΣI ∪ Σ−1
I where εi lies in {±1}. Let us recall the

definition of π̂X given in [1]. Set w = θ∗I (ω) = si1 · · · sik . For 1 ≤ j ≤ k, let si1 · · ·sij = vjwj with vj in

WX and wi that is (X, ∅)-reduced. If εj = 1, set tj = wj−1sijw
−1
j−1. If εj = −1, set tj = wjsijw

−1
j . If
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tj lies in SX set τj = σ
εj
qj so that tj = sqj . Otherwiese, set τj = ε, the empty word. Then π̂X(ω) is defined

by π̂X(ω) = τ1 · · · τk. Now, if wj−1sijw
−1
j−1 lies in SX then wj = wj−1; otherwise wj = wj−1sij (see

the proof of Proposition 2.2(i)(b)). In both cases, wjsijw
−1
j = wj−1sijw

−1
j−1. So, in the above definition

of π̂X , this is not necessary to distinguish whether εi is equal to 1 or to −1 and π̂X(ω) = π∗I,X(ω). �

Corollary 2.8. The map πI,X coincides with the map πX defined in [1].

3. Intersection of parabolic subgroups

We turn now to the proof of Theorems 0.5 and 0.6. We start with two preliminary lemmas. We recall
that κI : WI → AI is the set section of the morphism ΘI : AI →WI .

Lemma 3.1. Let X be a subset of I and ω,ω′ be in AI with ω in CAI . If ωω′ω−1 lies in AX then
ωω′ω−1 = πI,X(ωω′ω−1) = πI,X(ω)πI,X(ω′)πI,X(ω)−1.

Proof. Since ωω′ω−1 lies in AX , the first equality follows from Corollary 0.4(i). We have ωω′ =
(ωω′ω−1)ω. So πI,X(ωω′) = πI,X((ωω′ω−1)ω). By Proposition 0.2(viii) πI,X(ωω′) = πI,X(ω)πI,X(ω′)
and by Corollary 0.4(ii), πI,X((ωω′ω−1)ω) = (ωω′ω−1)πI,X(ω). �

Note that Lemma 3.1 extends [1, Lemma 2.4].

Lemma 3.2. Let X,Y ⊆ I and w ∈ WI that is (∅, Y )-reduced. Write w = w1w2 with w1 in WX and
w2 (X,Y )-reduced. Then, πI,X(κI(w)AY ) = πI,X(κI(w))AX1

with SX1
= SX ∩w2SYw

−1
2 .

Proof. Let ω = κI(w), ω1 = κI(w1) and ω2 = κI(w2). Then, `S(w) = `S(w1) + `S(w2) and ω = ω1ω2

with ω1 in AX . First, we have πI,X(ω2) = 1 and πI,X(ω) = πI,X(ω1) = ω1 = πI,X(ω1)πI,X(ω2) (see
Proposition 0.2(iv)). For any ω′ in AY , by Corollary 0.4(ii), πI,X(ωω′) = πI,X(ω1)πI,X(ω2ω

′). So
we may assume w1 = 1 and w = w2. Now, let w = si1 · · · sik be a representative word of w of
minimal length. Then σi1 · · ·σik is a word representative of w. Let ω′ be in AY and ω′ = σε1i′1

· · ·σεk′i′
k′

be a representative word of ω′ of minimal length. Set w′ = π∗I,X(ω′) = si′1 · · · si′k′ . Then all the i′j lie

in Y and σi1 · · ·σikσ
ε1
i′1
· · ·σεk′i′

k′
is a representative word of ωω′. Since w is (X, ∅)-reduced and w is a

minimal word representative of w, the k first entries of RX(ww′) are equal to 1 and all the next ones
lie in wWYw

−1 ∩ WX . By Proposition 1.8, there is X1 ⊆ X and Y1 ⊆ Y such that wSY1
= SX1

w
and wWYw

−1 ∩WX = WX1
= wWY1

w−1. Then, (ww′)X is a word on SX1
. Since θ∗I (ωω′) = ww′,

we get that πI,X(ωω′) lies in AX1
and πI,X(κI(w)AY ) ⊆ AX1

. Conversely, let ω′′ lie in AX1
. Then

ω−1ω′′ω lies in AY1 . Indeed, since wSY1 = SX1w and w is (X,Y )-reduced, for any i in X1 there is
j in Y1 so that wsj = siw with `I(wsi) = `I(sjw) = `I(w) + 1. Therefore, ωσj = σiω. Now,
πI,X(κI(w)ω−1ω′′ω) = πI,X(ω′′ω) = πI,X(ω′′)πI,X(ω) = ω′′. So, the other inclusion holds. �

The following result proves Theorem 0.6.

Proposition 3.3. Let X,Y ⊆ I and w ∈ WI . Let w = w1w2w
′
2 with w1 in WX , w′2 in WY and

w2 (X,Y )-reduced. Write ω = κI(w), ω1 = κI(w1), and ω′2 = κI(w
′
2). Let X1, Y1 be defined as in

Proposition 1.8. Then ωAY ω
−1 ∩AX = ω1AX1

ω1
−1 and ω−1AXω ∩AY = ω′2

−1
AY1

ω′2.

Proof. We have `I(w) = `I(w1) + `I(w2) + `I(w
′
2) and ω = ω1ω2ω

′
2 with ω1 in AX and ω′2 in AY . So

ωAY ω
−1 ∩AX = ω1

(
ω2AY ω

−1
2 ∩AX

)
ω1
−1. Similarly, ω−1AXω ∩AY = ω′2

−1

(
ω−1

2 AXω2 ∩AY
)
ω′2.

So, we may assume w1 = w′2 = 1 and w is (X,Y )-reduced. In this case, θI(ω) = w and πI,X(ω) = 1
(see Proposition 0.2(iv)). Let ω′ lie in AY . Set ω′′ = ωω′ω−1 and assume ω′′ lies in AX . Then
ωω′ = ω′′ω and πI,X(ωω′) = πI,X(ω′′ω) = πI,X(ω′′)πI,X(ω) = ω′′. But, by Lemma 3.2, πI,X(ωω′)
lies in AX1

. So ωAY ω
−1 ∩ AX ⊆ AX1

. Conversely, AX1
is included in AX and, as seen in the end of
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the proof of Lemma 3.2, ω−1AX1
ω = AY1

. So AX1
⊆ ωAY ω−1 and the other inclusion holds. Thus,

ωAY ω
−1 ∩AX = AX1

and ω−1AXω ∩AY = ω−1(AX ∩ ωAY ω−1)ω = ω−1AX1
ω = AY1

. �

Proof of Theorem 0.5. Assume Conjecture 2 holds. Let X,Y be in I and ω be in AI . We want to prove
that (ωAY ω

−1) ∩ AX is a parabolic subgroup of AI . Write θI(ω) = w = w1w2w
′
2 with w1 in WX , w′2

in WY and w2 (X,Y )-reduced. Then

(ωAY ω
−1) ∩AX = κI(w1)

((
κI(w1)−1ω κI(w

′
2)−1

)
AY
(
κI(w

′
2)ω−1κI(w1)

)
∩AX

)
κI(w1)

−1

and θI(
(
κI(w1)−1ω κI(w

′
2)−1) = w1

−1ww′
−1
2 = w2. So we can assume w1 = w′2 = 1 and w is

(X,Y )-reduced. We set ω2 = κI(w). Then θI(ω2) = w. Let ω′ be in AY . As already seen, w
being (X,Y )-reduced, we have πI,X(ω2) = 1 and, by Lemma 3.2, πI,X(ω2AY ) = AX1 where SX1 =
SX ∩wSYw−1. Then πI,X(ω2ω

′) lies in AX1
. Assume ωω′ω−1 belongs to AX . Then πI,X(ωω′ω−1) =

ωω′ω−1. On the other hand, θI(ωω
−1
2 ) = θI(ω)θI(ω

−1
2 ) = ww−1 = 1 and ωω−1

2 lies in CAI .
Now, (ωω′ω−1)

(
ωω−1

2

)
ω2 = (ωω−1

2 )ω2ω
′. So, by Proposition 0.2(vii) and (viii), applying πI,X we

get, (ωω′ω−1)πI,X

(
ωω−1

2

)
πI,X(ω2) = πI,X

(
ωω−1

2

)
πI,X

(
ω2ω

′) ∈ πI,X

(
ωω−1

2

)
AX1

and ωω′ω−1 lies in

πI,X

(
ωω−1

2

)
AX1

(
πI,X

(
ωω−1

2

))−1
. Hence, ωAY ω

−1 ∩ AX ⊆ πI,X

(
ωω−1

2

)
AX1

(
πI,X

(
ωω−1

2

))−1 ⊆ AX

and ωAY ω
−1 ∩ AX = ωAY ω

−1 ∩
(
πI,X

(
ωω−1

2

)
AX1

(
πI,X

(
ωω−1

2

))−1
)

. By Proposition 3.3, AX1
=

ω2AY ω
−1
2 ∩AX = ω2(AY ∩ ω−1

2 AXω2)ω−1
2 = ω2AY1

ω−1
2 , so we get

ωAY ω
−1 ∩AX = ω

(
AY ∩

((
ω−1πI,X

(
ωω−1

2

)
ω2

)
AY1

(
ω−1πI,X

(
ωω−1

2

)
ω2

)−1
))
ω−1

Now, ω−1πI,X(ωω−1
2 )ω2 = (ω−1ω2)ω−1

2 πI,X(ωω−1
2 )ω2 and ω−1ω2 lies in CAI , then, πI,X(ωω−1

2 ) lies
in CAX and ω−1πI,X(ωω−1

2 )ω2 lies in CAI . So, up to replacing (X,Y,ω) with (Y, Y1,ω
−1πI,X(ωω−1

2 )ω2),
we may assume Y ⊆ X with ω in CAI . In this case w2 = 1 and AX1

= AY . Thus ωAY ω
−1 ∩ AX =

ωAY ω
−1 ∩

(
πI,X

(
ω
)
AY
(
πI,X

(
ω
))−1

)
= ω

(
AY ∩

(
(ω−1πI,X(ω)

)
AY
(
ω−1

(
πI,X(ω)

)−1
))
ω−1 and we

are done. �
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