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Abstract

Introduction & Motivation

Language Models (LMs) represent a crucial component in the architecture of hybrid Automatic
Speech Recognition (ASR) systems, as far as the linguistic regularities that they describe guide the
prediction of the most likely sequence of uttered words (Adda-Decker and Lamel, 2000). An impor-
tant interest in LM design has been cultivated in the last few years. It is not in vain that we have
witnessed the transition from statistical models into neural-based approaches, which have proven to
be a solid strategy for capturing deeper lexical and semantic representations (Naseem et al., 2021).

Current trends in ASR point to the creation of high-performing and increasingly robust systems
thanks to the exploitation of data-driven approaches, the continued improvements in computing
infrastructure and the sophistication of new Deep Learning techniques (Huang et al., 2014). This
suggests that the implementation of grammars and the role of formal approaches, which constitute
an important precedent for the later development of LM resources, seems to be questionable in the
context of NLP-related tasks. However, their use may be advantageous in some of today’s ASR
applications, especially when an efficient control of the generated hypotheses is needed. Providing
a deliberately constrained transcription can be more easily achieved using formal-based models,
where the use of unseen rules in the training data is not allowed (Post and Gildea, 2009), so that
only the utterances that can be produced by the grammar may be output.

Unlike probabilistic models, grammar-based approaches favor the direct injection of knowledge
into LMs and thus a broader span of lexical, semantic, and syntactic constraints between words.
This may be of high interest in settings where the quality of the ASR system is particularly
dependent on the correct recognition of semantically and grammatically sound constructions, as
can be observed in speech-enabled medical translation devices. Due to the criticality of a correct
transcription in such contexts (Dew et al., 2018), a natural language representation by means of
grammars seems convenient for producing only reliable outputs. Moreover, the use of these resources
may prove to be an inexpensive palliative solution to building LMs for domains where there are
subject-matter experts to help encode grammars but not enough corpora to infer a LM from.
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Objective

The use of grammars for speech recognition applications is indeed not a new concept (Jurafsky
et al., 1995; Mohri and Pereira, 1998; Gieselmann et al., 2003). However, there is currently a
lack of available tools that allow an easy insertion of rule-based grammar representations into
ASR systems. To bridge this gap, we decided to create an easy-to-use tool for integrating regular
grammars as LMs into Kaldi, a widely known open source toolkit for speech recognition research
(Povey et al., 2011). To our knowledge, some tools already exist for converting ARPA-format
LMs into a Kaldi-readable representation (Walker et al., 2004; Stolcke, 2002). An extension
for RNN-based rescoring has recently been added as well (Xu et al., 2018). Research has been
carried out on how to dynamically activate several grammars on Kaldi (kaldi-active-grammars).
Nonetheless, it is mainly targeted for dictation applications, impedes custom modeling, and
depends on a Dragonfly back-end for designing and compiling grammars.

For these reasons, we aim to provide with a tool that helps converting regular grammars written
in an user-friendly syntax into a Kaldi-readable format, so that it can be used by researchers or
developers in their own ASR experiments, and can allow to exploit the vast amounts of regular
grammars deployed over the years. Additionally, we also intend to share further resources:

• Firstly, two working examples of in-domain grammars to test within Kaldi.

• Lastly, two domain-specific evaluation corpora in French: MeDiCo (Ormaechea Grijalba
and Gerlach, 2021), a crowd-sourced corpus including utterances related to the medical
consultation domain and HomeAutomation (Vacher et al., 2014), comprising utterances
extracted from a voice command system (Table 1 provides further details of both corpora).

Methodology

Given that Kaldi presents a finite-state-based framework (Mohri et al., 2002), it supports any LM
that is representable as Finite State Transducers (FST). This feature helped us convert regular
grammars into a word-level G transducer, so that they could be used as part of Kaldi HCLG de-
coding graph during inference time. To assure the usability of our designed tool, we decided to rely
on regular grammars written in the Regulus Lite formalism (Rayner et al., 2016), which provides a
user-friendly syntax for writing rules, and makes grammar modeling accessible for linguists or trans-
lators having no expertise in computer science1. It was originally designed for the rapid development
of small to medium vocabulary speech translation applications, and is currently in use by BabelDr,
a speech-enabled fixed-phrase translator for medical emergency settings (Bouillon et al., 2021).

By using our designed tool, we were able to process the input grammars, so as to transform
them into source FSTs, and subsequentially compile and unify them against the OpenFST library
(Allauzen et al., 2007; Horndasch et al., 2016) (Fig 2 shows an example of the corresponding FST
representation). On this basis, a resulting G.fst binary FST was created and turned into a fully
operational LM inside Kaldi.

Evaluation & Results

In order to evaluate the performance achieved by a grammar-based approach, we first needed a
decoding graph, HCLG, which will search for the optimal transcription hypothesis according to
the input speech. This involves the usage of either pretrained Acoustic Models (AM), or the

1An example of a Regulus Lite rule in French can be seen in Fig. 1
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training of custom ones. We decided to create a chain HMM-DNN model for French, trained
with the recently published Common Voice Corpus 7.0 (Ardila et al., 2020). Audio samples
were randomly perturbed in speed and amplitude during the data training stage to enhance the
performance of the system (Ko et al., 2015).

Once the AM were trained and the grammars compiled thanks to our designed tool, we assessed
the ASR transcription accuracy using two mid-size dedicated sets in French as use cases: MeDiCo
(Ormaechea Grijalba and Gerlach, 2021), and HomeAutomation (Vacher et al., 2014). We com-
pared the grammar-based ASR systems against a baseline 3-gram LM, infered from data generated
by the Regulus Lite grammars. As reported in Table 2, both evaluation sets yielded a low Word Er-
ror Rate (WER) score (6.97% and 6.89%, respectively), leading to satisfactory results in the context
of constrained ASR applications. Moreover, they outperform the results obtained by a baseline prob-
abilistic model, significantly reducing the WER in both corpora. These findings suggest the ability
of grammars to better model long-distance constraints, and are proof of the proper functioning of
our developed tool for integrating rule-based grammars within the Kaldi speech processing toolkit.
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Appendix

MeDiCo HomeAutomation

Speakers 14 23
Gender 9 female, 5 male speakers 9 female, 14 male speakers
Accent 6 natives, 8 non-natives –
Duration 0h 41mn 1h 38mn
Utterances 713 3114
Words 5598 9639
Vocabulary 352 70

Table 1: MeDiCo and HomeAutomation dataset description.

Models/Corpus MeDiCo
Home

Automation

Baseline 3-gram LM 16.22% 8.19%
Grammar-based LM 6.97% 6.89%

Table 2: Results for both MeDiCo and HomeAutomation
datasets in terms of Word Error Rate (WER).

Utterance
Source est−ce que vous avez ( des dou leurs | mal ) au ventre ?
EndUtterance

Figure 1: An example of a Regulus Lite Source pattern.

Figure 2: The resulting compilation of the previous Regulus Lite pattern into a FST.
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