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Abstract
The electric field is a fundamental parameter for plasma sources and devices. Its knowledge is
a dominant setscrew for many processes such as controllable fluxes and energies of charged
particles onto surfaces and for the electron energy distribution function. However,
experimental data of electric field strengths in micro-structured surface dielectric barrier
discharges are rare. Due to geometric configurations and dimensions in micrometer scale,
probe-based investigations are challenging. To tackle these issues, we exploit the optical
access into micro cavities of a plasma array operated with pure helium to use the Stark effect
of the allowed 492.19 nm (1D �→ 1P0) and forbidden 492.06 nm helium line (1F0 �→ 1P0).
Based on it, we present spatially-integrated and time-resolved electric field strengths in a range
between 20 kV cm−1 and 60 kV cm−1 depending on various parameters such as cavity
diameters in 100 μm range and excitation properties. The obtained electric fields can be
controlled just by bipolarity of applied voltage and show a good agreement to previous
simulated field strengths in pore and silicon-based devices. As expected from simulation
dealing with discharges in pores, a smaller cavity dimension yields higher electric field
strengths. Due to these high electric fields and the option of this plasma source to easily
integrate a catalyst in the discharge volume, this micro cavity plasma array promises further
insights into plasma-enhanced catalysis.

Keywords: atmospheric pressure plasma, microplasma, dielectric barrier discharge, micro
cavity plasma array, optical emission spectroscopy, Stark shifting and splitting, plasma
catalysis
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1. Introduction

Micro-structured plasma discharges operating at or near atmo-
spheric pressure are regarded to have a vast potential for tech-
nical applications [1]. Among others [2, 3] plasma catalysis
is one of the most interesting possible fields of application
[4, 5]. Plasma catalysis can be realised in two different con-
figurations: (1) plasma and catalyst are in direct contact in the
so-called single-stage or in-plasma catalysis. Due to this direct
interaction, properties of the plasma and the catalyst such as
the electric field or the morphology can influence one another.
(2) In a two-stage or post-plasma catalysis the plasma is spa-
tially separated and only the reformed gas flow interacts with
the catalyst [6].

One of the most fundamental plasma parameters is the
microscopic electric field strength [7, 8]. In the case that the
electric field is controllable by operation parameters in space
and time, charged particle fluxes and energies on surfaces can
be controlled [7, 9]. Thus, laboratory plasmas can be opti-
mised with respect to their applications and understanding and
modelling approaches are supported. Of particular importance
is the electric field with regard to plasma-enhanced cataly-
sis in dielectric barrier discharges (DBD) having an engraved
micro-dimensional pore in one of the dielectrics covering the
electrodes [10]. Zhang et al showed in a simulation approach
that the electric field is clearly increased inside this pore in
comparison to the discharge volume between the electrodes
yielding higher electron densities and ionisation rates. This
subsequently affects plasma catalytic processes [10].

A candidate for comparable experiments is realised by
so-called micro cavity plasma arrays (MCPA) [1, 11–13].
One representative is a modular and flexible layer-constructed
metal grid array (MGA) consisting of two electrodes separated
by a dielectric foil. The high voltage supplied electrode con-
tains hundreds to thousands of regularly arranged cavities in
the 100 μm range [13]. The confinement into the cavities is
the main characteristic of the array devices and ensures a repro-
ducible and defined operation. Despite this special setup, these
arrays show general features of surface DBDs and promise
high electric fields within the individual cavities. Furthermore,
this plasma source offers the opportunity to integrate a catalyst
on dielectric for investigating the plasma–catalyst interaction
[13].

However, experimental data on electric fields in micro-
discharges with dielectric barriers are rather limited [14–16].
Due to the micrometer scale and structure of such devices,
electric probes are not suitable contrary to filamentary DBDs
[17]. Similarly, optical access for laser-based methods is often
prevented [18]. Therefore, often emission-based techniques
are applied. One way to measure electric field strengths is
based on the relative line intensity ratio of nitrogen such as
the ‘second positive system’ (N2(C-B, 0-0)) and ‘first nega-
tive system’ (N+

2 (B-X, 0-0)) [8, 19]. However, a disadvantage
of this method is that depending on the operating gas, a cer-
tain amount of nitrogen might have to be admixed in order
to detect a sufficient signal from the named nitrogen systems.

This in consequence might affect the discharge characteris-
tics too much. Furthermore, these methods and corresponding
models require the knowledge of other plasma parameters such
as the EEDF.

The unobstructed optical access of the MGA allows
to exploit the Stark effect which causes a splitting and
shifting of atomic spectral lines in presence of strong
electric field strengths. This optical approach was already suc-
cessfully applied on different discharges [7, 20–23]. The
proportionate correlation between the displacement of these
transitions and the occurring electric field was theoretically
approximated based on quantum mechanical perturbation
principles by Foster [24]. This ab initio method [7] does not
require the knowledge of further plasma parameters.

This paper presents time-resolved and spatially-integrated
measurements of the electric field strengths in a MGA sur-
face DBD operated in pure helium with time resolutions up
to 1 μs. Here, to resolve and to measure the spectral com-
ponents a plane grating spectrometer backed with an iCCD-
camera is used. The surface DBD [13] is supplied with a bipo-
lar triangular waveform excitation and allows a simultaneous
operation of four arrays with different cavity diameters in the
100 μm range comparable to experiments on silicon-based
micro arrays [25]. To obtain a better understanding, the electric
field is investigated half-phase resolved in dependency on typ-
ical excitation and operation parameters such as the applied
voltage amplitude, frequency and pressure. For these inves-
tigations, the displacement between the allowed 492.19 nm
(1D �→ 1P0) helium transition and the forbidden 492.06 nm
(1D �→ 1F0) counterpart is resolved. A simple Townsend
model is set up to understand the influence of bipolar excita-
tion and operation parameters on electric field strengths within
the cavities.

2. Stark effect

In this work, we use the linear Stark effect in helium to measure
macroscopic electric field strengths within a MGA. The strong
interaction with the occurring electric field causes a splitting
and shifting of atomic sub-levels and consequently a partial
resolution of the degeneracy of these levels. As a result, optical
transitions between an upper state Ψu(nu, lu, mu) and a lower
stateΨl(nl, ll, ml), denominated by the principal quantum num-
ber n, the angular quantum number l and the magnetic quantum
number m, also exhibit line shifting and splitting. For opti-
cally allowed dipole transitions the following selection rules
apply:

Δl = lu − ll = ±1, (1)

Δm = mu − ml = 0,±1. (2)

For hydrogen, the linear Stark effect can be described ana-
lytically since the time-dependent Schrödinger equation can be
solved completely. In the case of helium, the situation is more
complex due to the additional second electron. The Coulomb
interaction between these two electrons results in a not analyt-
ically solvable time-dependent Schrödinger equation.

However, a theoretical approximation for higher principal
quantum numbers in helium was provided by Foster [24].
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By using a quantum mechanical perturbation principle it is
possible to determine the energetic displacements for the
upper levels with nu = 4 or 5 depending on the electric field
strengths. This theoretical approximation for helium is based
on a hydrogen-like potential and explained in detail in [20, 24].

In the case of helium, optically forbidden quadrupole tran-
sitions can be observed under the influence of strong electric
fields. This allows to measure the electric field based on the
so-called ‘allowed-forbidden method’ which depends on shift-
ing and splitting between optical allowed and optical forbidden
transitions and its intensities. Since the intensity ratios show a
low sensitivity for electric field strengths of about 20 kV cm−1

[26, 27], this work is just dealing with wavelength displace-
ments. Here, the selection rule changes with respect to the
angular quantum number are

Δl = lu − ll = ±2. (3)

The chosen transitions to observe the shifting and splitting
are the allowed 492.19 nm (1D �→ 1P0, Δl = −1) and for-
bidden 492.06 nm (1F0 �→ 1P0, Δl = −2) ones, each con-
sisting of several sub-transitions. This pair is selected as a
compromise of strong splitting, the simplicity of the evolving
spectra and high intensities of forbidden sub-transitions over
other candidates as discussed by Cvetanovic et al [7]. Addi-
tionally, it fits best the spectral sensitivity of our optical system
and showed no interference with other emission lines. As a
result of the interaction with the electric field, allowed sub-
transitions shift to larger wavelengths with increasing electric
field strengths complying with selection rules 1 and 2, while
forbidden sub-transitions move in the opposite direction fol-
lowing selection rules 2 and 3. The resulting displacements
between forbidden and allowed sub-transitions can then be
transferred into electric field strengths by using the correlation
as theoretically approximated by Foster [24]. Due to the mea-
surement of a relative displacement between allowed and for-
bidden transitions, the requirement for an absolute wavelength
calibration is reduced.

Apart from the energy levels of the electronic states result-
ing in shifting and splitting of the spectral line components, the
optical transitions are characterised by polarisation. The polar-
isation of line emission and its orientation to the electric field
depend on the change of the magnetic quantum number m as
follows:

Δm =

{
0 π − polarised,

±1 σ − polarised.
(4)

In the case of π-polarisation, the emission is linearly
polarised and oriented parallel to the electric field direc-
tion. For σ-polarisation, the emission is circular polarised
and oriented perpendicular to the electric field. The alge-
braic sign stands for the rotational direction of the circular
polarised light. If the change is positive the rotational direction
is clockwise, otherwise counterclockwise.

Since selection rule 2 regarding Δm applies in presence
of electric fields for allowed as well as for forbidden transi-
tions, several optical sub-transitions can occur for both com-
ponents. Figure 1 shows exemplary all possible sub-transitions

of the allowed 492.19 nm and forbidden 492.06 nm transi-
tion depending on upper magnetic quantum number mu and
lower magnetic quantum number ml. In sum, there are nine
possibilities for allowed and nine for forbidden transitions.
Since in the electric field the degeneracy is not resolved with
respect to m, the sign can be neglected (marked in grey) and
just five transitions remain. Moreover, the sub-levels of the
lower state (nl = 2) are less influenced by electric fields and
therefore ml can be neglected and the observed changes are
mostly dominated by mu. Table 1 gives a summary of all possi-
ble transitions between ml and mu in form of [mu–ml]π,σ and the
corresponding polarisation state for the allowed and forbidden
sub-line.

The theoretically calculated correlation between wave-
length displacements of these sub-transitions as shown in
table 1 and electric field is illustrated in figure 2. Here,
the reference point is the position of the unaffected allowed
492.19 nm line to which all displacements relate in this work.
Three groups of very similarly behaving sub-transitions are
indicated by straight lines.

Usually, a linear polariser is used (placed in between dis-
charge sources and spectrometer) to further reduce the amount
of involved lines [7, 20, 21, 23]. This polariser allows to sup-
press σ-polarisation resulting in a simpler emission spectrum
and simpler analysis, consequently.

However, a polariser has no impact on the emission struc-
ture in the case of the MGA. Neither its insertion into the
optical path nor its relative orientation to the MCPA lead to
any change in the emission structure (not shown here). This
is due to the radially symmetric shape of the cavities and the
resulting prevailing electric field vector configuration. This is
an overlay of components oriented parallel and radial to the
observation and surface normal of the MGA. Therefore, a fit-
ting procedure to determine electric field strengths in MGA
must consider all five allowed and forbidden transitions.

2.1. Line broadening

Since the displacements between allowed and forbidden tran-
sitions are in a range of a tenth of a nanometer, broadening
effects cannot be neglected. However, as in a previous work
dealing with electric field strengths in an atmospheric pres-
sure operated plasma jet [20], many line broadening mech-
anisms do not play a significant role under operation condi-
tions used here. The estimated full width at half maximum
(FWHM) of the Doppler (∼10−3 nm), pressure (∼10−3nm),
natural (∼10−6nm) Van der Waals (∼10−3nm) and the Stark
broadening (∼10−7nm) provide negligible values.

In contrast to that, resonance broadening must be con-
sidered. The corresponding Lorentzian contribution to the
FWHM can be calculated with equation (5) [28, 29].

fL = ΔλRes = 1.63 × 10−15
√

gl

gu
λ2

0λR fRng. (5)

It depends for the He I 492.19 nm transition on the statisti-
cal weights of upper gu = 5 and lower gl = 3 level. The atomic
absorption oscillator strength f r = 0.273 of the resonance tran-
sition wavelength is λR = 58.4 nm [30]. The particle density
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Figure 1. Schematic sketch of possible (a) allowed and (b) forbidden transitions depending on magnetic quantum number.

Table 1. Summary of all possible allowed and forbidden transitions
and corresponding polarisation states depending on upper magnetic
quantum number.

mu Transition

2 [2-1]σ

1 [1-1]π , [1-0]σ

0 [0-0]π , [0-1]σ

ng can be expressed in dependence on gas temperature Tg and
pressure p by using the ideal gas law. In this study, the plasma
source is operated at atmospheric pressure. The gas tempera-
ture is estimated to be 360 K obtained in a similar device by
analysing the line width of a resonance broadened helium tran-
sition including a Van der Waals contribution [31]. This yields
to a FWHM of fL ≈ 0.10 nm being a factor of about 100 larger
than the negligible Doppler broadening.

The contribution of the instrumental broadening ΔλInstr

as the second not-negligible effect was measured by cou-
pling 632.8 nm HeNe laser radiation in the optical setup. The
broadening could be fitted with a Gaussian profile G having a
FWHM of about fG ≈ 0.02 nm.

3. Experimental

3.1. Metal grid array reactor

In figure 3 a schematic sketch of the used MGA reactor is
depicted. This device can be divided into three main parts:
an aluminium mounting, a carrier made from polyether ether
ketone (PEEK) and a glass cover.

The carrier serves as a holder for the MGA. A 5 mm
thick samarium–cobalt (Sm2Co17) magnet, having a length of
50 mm and a width of 15 mm, is inserted flush with the sur-
face of the carrier and works as an electrically grounded elec-
trode. However, the resulting magnetic field having a strength
of about 0.2 mT is not strong enough to influence the discharge
[13].

Additionally, magnetic fields can also cause a Zeeman pat-
tern of optical lines. However, this should play no signifi-
cant role here. In high power magnetron sputtering discharges
(HIPMS) where clearly higher magnetic field strengths (up
to 180 mT) occurs, Zeeman pattern was estimated to be still

Figure 2. Displacements for allowed and forbidden transitions
depending on the electric field, based on the calculation of Foster
[24]. The reference value (dotted line) is the position of the
unaffected allowed line.

negligible [32]. Thus, under the assumption of almost similar
Landé-g factor, Zeeman pattern is also negligible here.

A 88 mm long and 27 mm wide zirconium oxide foil (ZrO2,
relative permittivity εr ≈ 27) with a thickness of 40 μm covers
the magnet and acts as a dielectric barrier between the mag-
net and a high-voltage (HV) supplied nickel foil on the top.
Due to the magnetic character of the nickel foil, this three-layer
structure (magnet, dielectric, nickel foil) is held together. The
basic properties and comparability to other microplasma array
concepts were shown and discussed in [13].

The nickel foil has the same dimensions as the dielectric
with the exception of the thickness of about 50 μm. This MGA
reactor is a modification of a single MGA [13] and consists of
four so-called sub-arrays arranged in a row along the length of
the nickel foil. A sketch of this foil is illustrated in figure 4.
Each sub-array is separated from the adjacent by a distance of
1 mm (δs in figure 4) and covers a square with a base length
of 10 mm. In every sub-array, laser-cut circular cavities of
equal diameters are arranged in lines and columns. The dis-
tance between lines and columns is kept constant at 100 μm
((a) in figure 4). For cavities of 200 μm, 150 μm, 100 μm and
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Figure 3. Schematic sketch of the MGA setup and the diagnostic system.

Figure 4. Schematic sketch of the nickel foil containing four
different sub-arrays.

50 μm diameter ((d) in figure 4), this results in 26, 32, 48 and
56 cavities per line and column, respectively.

Due to that construction, all four sub-arrays are oper-
ated with identical electrical excitation, gas composition and
material properties. This allows a more defined investigation
and comparability of geometric influence of the cavities on
the discharge than for individually installed and investigated
(sub-)arrays.

At the bottom, the carrier is connected to the aluminium
mounting, that enables gas supply via an adapter (Swagelok)
and mounting to xyz stage (Zaber Technologies LSM100A-
SV1). A mass flow controller (MFC, Analyt 2000 Series)
ensures a controlled gas flow. In this paper, helium 5.0 (purity
99.999%) is used with a flow of 2 slm.

Finally, the upper side of the carrier is tightened with a glass
cover (BK7). This allows optical access from the top and from
the side for optical diagnostics and a sealed gas flow along
the sub-arrays. To select emission of only one sub-array for
optical investigations, an aperture whose opening has the same
dimension as a single cavity structure can be positioned along
the glass cover. The used optical diagnostics are described in
the following sub-section.

3.2. Setup and diagnostic system

Figure 5 illustrates the experimental setup and the diagnostic
system. The voltage supply is provided by a function gener-
ator (Tektronix AFG 3021B) connected to an amplifier (HV,
FM Electronic DCU 600-40 HF). The temporal evolution of
current and voltage are measured using a capacitive voltage
probe (U-probe, Tektronix P6015A) and an inductive current
probe (I-probe, Tektronix P6021) connected to an oscilloscope
(Lecroy 8404M-MS, 4GHz bandwidth).

Optical emission spectroscopy (OES) is the main diagnos-
tic tool in this paper and realised by a two m focal length plane
grating spectrometer (PGS, Carl Zeiss Jena PGS 2) working
with a 1302 mm−1 diffraction grating. The light is dispersed
by the PGS and afterwards detected by a cooled ICCD-camera
(Andor DH320T-25U-A3) having 1024 × 256 detector pixels
with a size of 26 μm in imaging mode. This yields a pixel to
pixel resolution of 8 pm in the first spectral order. The entrance
slit is set to 20 μm. As mentioned before, the final instru-
mental profile was determined to be 0.02 nm. The position of
the field-free (ff ) line is verified by a reference measurement
of a low power rf-driven atmospheric pressure microplasma
jet operated in Helium. For phase-resolved investigations, the
integrated delay unit of the ICCD-camera is triggered by the
function generator.

A fibre-collimator combination captures and transfers the
emission of a single sub-array to the entrance slit of the PGS.
The fibre (Ocean Optics) has a diameter of 800 μm. To select
the emission of a specific sub-array, this fibre-collimator com-
bination can be positioned with an electrically driven stage.

A second fibre-collimator combination is used to monitor
the time-resolved but wavelength integrated emission of a sub-
array. The emission is transferred to a photomultiplier tube
(PMT, Hamamatsu R3896).

In the following, a distinction of emission between two
half-phases is made: (i) the increasing potential phase
(IPP, dU/dt > 0) and (ii) the decreasing potential phase
(DPP, dU/dt < 0).
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Figure 5. Synoptic of used setup and diagnostic system.

Figure 6. Measured (circles) and fitted (solid line) spectrum with all
individual components. The composition contains the F, 0, 1, 2
group (short dotted), the A, 0, 1 group (dotted line) and the A, 2
group (dashed line). The spectrum was measured on the 200 μm
cavities with a voltage amplitude of 600 V at a frequency of 15 kHz.

3.3. Fitting procedure

The upper part of figure 6 shows a measured spectrum (circles)
of an MGA with 200 μm cavities integrated over the full IPP
at an applied voltage of 600 V.

The spectrum shows a detailed structure due to the over-
lay of the various shifted and splitted sub-transitions. A fitting
procedure was applied to deconvolute all sub-transitions in
a measured emission spectrum. In this way, all relative dis-
placements to the unaffected 492.19 nm line are obtained and
can afterwards be calculated into electric field strengths. The
resulting fitted spectrum (solid) and its individual components

(short dotted, dotted, dashed) from the procedure below are
also shown in the upper part of figure 6.

The final fit function is given by

F (λ) = V1(α, A1,λ,λ1, σ) + V2(α, A2,λ,λ2, σ)

+ V3(α, A3,λ, f (λ1,λ2), σ)

+ Vff(α, Aff,λ, 492.19 nm, σ) (6)

and depends on a superposition of four individual pseudo-
Voigts profiles described by

V(λ) = μ · L(λ, A,w,λ0) + (1 − μ) · G(λ, A,w,λ0). (7)

Pseudo-Voigt profiles were chosen due to the domi-
nant Gaussian and Lorentzian broadening effects. Each one
depends on the intensity amplitude A, the central wavelength
λ0 and standard deviation σ. Here, the standard deviation w is
directly connected to the FWHM fV with 2σ = fV .

The final fitting equation (6) is based on the following
assumptions and simplifications:

(I) As visible in figure 2, three groups of transitions can
be identified that behave similarly. The transitions of each
group are fitted by a simple single profile to reduce the total
amount of lines from 10 to 3. The first group (F, 0, 1, 2,
dashed line) comprises all forbidden transitions that shift
almost identically with increasing electric field up to a value of
about 70 kV cm−1. The respective trend of the second group
(A, 0, 1, full line) is describing all allowed transitions with
mu = 0, 1 which almost overlap with each other over the whole
displayed electric field range. For this reason, the mean value
of both displacements with respect to the 492.19 nm transi-
tion was taken in previous works and is also used here. Its
displacement (mean value) with respect to that of the for-
bidden lines is indicated as Δλ1 = ΔλA,0,1 +ΔλF,0,1,2. The
indices mark the involved allowed (A) or forbidden (F) tran-
sitions with upper magnetic states. The third approximated
group (A, 2, dashed dotted line) describes the allowed [2-1]
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Table 2. Coefficients for equations (8) and (9).

i ai bi

0 (0.127 ± 0.004) nm (2.307 ± 0.057) kV cm−1

1 (0.258 ± 0.006) nm nm−1 (33.028 ± 0.859) kV cm−1 nm−1

2 (1.906 ± 0.066) nm nm−2 (93.965 ± 2.631) kV cm−1 nm−2

3 (−0.861 ± 0.031) nm nm−3 (−40.356 ± 0.928) kV cm−1 nm−3

transition. Its displacement to the first group is described by
Δλ2 = ΔλA,2 +ΔλF,0,1,2.

(II) Assuming that the shifts are enforced by a single electric
field, they have to be connected with each other by

Δλ2 = a3 ·Δλ3
1 + a2 ·Δλ2

1 + a1 ·Δλ1 + a0. (8)

The coefficients for this and the following equations are
listed in table 2.

(III) The corresponding electric field is calculated from
the displacement Δλ1 = ΔλA,0,1 +ΔλF,0,1,2. The correlation
is approximated by the third order polynomial function

E(Δλ1) = b3 ·Δλ3
1 + b2 ·Δλ2

1 + b1 ·Δλ1 + b0. (9)

(IV) Due to the configuration of the MGA, the discharge
can occur in areas of the cavity in particular outside in IPP as
observed in [25] and figure 13(a) where the applied electric
field is generally not strong enough or shielded too much for
Stark shifting and splitting. This can result in the appearance
of the unaffected so-called ff 492.19 nm line in the spatially-
integrated spectrum. Consequently, the fitting procedure must
consider this optical line in equation (6).

(V) Since all transitions only shift by a few tenths of a
nanometer with respect to the ff transition, the broadening
does not change significantly. Therefore, all transitions are
described with identical standard deviation wi = w and ratio
between Lorentzian and Gaussian μi = μ.

Here, the actual FWHM fV is calculated to be 0.10 nm.
The exemplary fitted spectrum (figure 6) is composed of the

three combined lines as described before. The ff component
(short dashed) is not detectable in this fit due to its small inten-
sity. This can be understood by comparison to calculated field
strengths within a discharge channel of symmetric geometry
[33]. Based on this, it is known that the electric field strengths
are everywhere higher than 15 kV cm−1 and the ff emission
can only occur from a discharge on the top of the nickel elec-
trode. As a consequence, the field free component cannot be
detected and the complete fit-procedure could have also been
performed without the ff component. A significant difference
in electric field strengths between both fit procedures is not
detectable.

In general, the measured spectrum is described very well
by this fitting-procedure. However, there are some small devi-
ations as illustrated at the bottom part of figure 6. At the dip and
on the right wing, the fit does not ideally match the measured
spectrum. The main impact is the spatial integration within a
single cavity. Thus, the measured spectrum is a result of contri-
butions induced by various electric field strengths that cannot

Figure 7. Time-resolved electric fields (blue squares) and
cavity-integrated emission (red line) depending on triangular voltage
excitation (black line) having a voltage amplitude at 700 V and a
frequency of 15 kHz at a He flow of 2 slm at ambient pressure. The
electric field measurement is done with a time-resolution of 1 μs.
The cavities have a diameter of 200 μm.

be considered ideally with a single electric field in the fitting
procedure.

A further factor is the half-phased time integration and
the respective change with applied voltage. Its influence is
described in section 4.1.

4. Results

4.1. Time-resolved measurements

To investigate the dynamics of electric field strengths depend-
ing on the bipolar triangular voltage excitation, time-resolved
measurements are executed with a time-resolution of 1 μs. The
time resolution is constrained by the weak emission of the
dispersed line, the sensitivity of the detecting system and the
resulting total measuring time. Figure 7 shows time-resolved
electric field strengths (blue squares) calculated from mea-
sured spectra of 200 μm cavities depending on the excita-
tion voltage (black line) a frequency of 15 kHz. To get a
higher signal-to-noise ratio for this time-resolution, the volt-
age amplitude is set to be 700 V. To limit the power load on the
devices for the upcoming half-phase resolved measurements,
the voltage is reduced by 100 V. Additionally, the temporal
evolution of the integral emission (thick red line) recorded with
the PMT is displayed. A slight deviation from an ideal trian-
gular excitation waveform is caused by the limited frequency
response of the voltage amplifier (100 kHz).

For the selected operation conditions of 2 slm gas flow at
atmospheric pressure, the spatially-integrated emission shows
a comparatively smooth behaviour in IPP and DPP illustrated
exemplary by black arrows in figure 7. After a peak follow-
ing ignition, the intensity slowly rises for about 15 μs until the
reversal of the voltage slope. The intensity in the DPP is about
20% higher and starts about 5 μs later than in the IPP. This is
a deviation from the behaviour at lower pressures where sev-
eral large intensity peaks could be observed [13]. These could
be associated with ionisation waves travelling across the array.
Here, a spatially homogeneous quasi-simultaneous ignition of
all cavities is observed with phase resolved imaging using a
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ICCD camera setup (not shown). Probably due to this spa-
tial overlay of the numerous cavities, no individual emission
pulses can be observed although the response time of the PMT
circuit (about 5 ns) would allow this. So it is not possible to
detect individual streamer occurrences.

In general, the measured electric field strengths are in a
range of about 25 kV cm−1 and show a very good agreement
with simulations done for similar devices such as SBA [34],
pores [10] and discharge channels [33].

As a second observation, the electric field strengths are
found to be higher in DPP than in the IPP by about 8 kV cm−1.
During the IPP the electric field strengths stay rather con-
stant in a range between 20 and 22 kV cm−1. A more explicit
behaviour takes place in the DPP where the electric field
strength slowly decreases by about 5 kV cm−1 with increas-
ing applied absolute potential. This has to be compared to
an error of about 4 kV cm−1 from the fitting routine and
a statistical error of about 3.5 kV cm−1 comparing differ-
ent data sets. Since these errors do not change significantly
and for a better readability, only one error bar is shown
per curve and per half-phase in graphs showing measured
electric fields.

These observations can be understood in a simple picture
based on the MGA configuration and time-dependent charge
distribution effects. Furthermore it has to be kept in mind that
the investigated emission is spatially integrated and based on
excitation by accelerated electrons.

Firstly, the basically constant electric field strength agrees
very well with the picture of a DBD streamer discharge where
a streamer is suppressed when the generated space charge gets
too large, but is reignited due to increasing external field and
e.g. movement of ions. As a result, the local field strength over-
comes again the ignition threshold [9]. Due to this continuous
resetting of the local electric field in the individual cavities,
only a certain constant average field can be established. This
is further smoothed out by the overlay of contributions from
the numerous cavities.

Secondly, the structure of MGA and the bipolar excita-
tion lead to an asymmetric discharge characteristic [13]. In
this asymmetry, electrons are accelerated into the direction of
the dielectric i.e. into the cavity and it can be assumed that
they cause emission in a high electric field regime during the
DPP. During the opposite phase (IPP) the excitation takes place
in lower occurring electric fields when the electrons move in
opposite direction towards the cavity opening in the nickel
electrode. This is sketched in figure 8.

At last, electrons cannot disappear from the dielectric
after finishing their movement during the DPP and a charge
distribution is built up in time. This charge density might
then increase during time-dependent discharge excitation and
causes a shielding of the fields so that the measured electric
field decreases slowly in time, consequently. Since the nickel
electrode is not covered by a dielectric, the electrons are lost
there during the IPP and no charge distribution can be gener-
ated there. Hence, the electric fields stay more constant in this
phase.

Figure 8. Computed applied electric field contribution within a
200 μm cavity under an applied voltage at 600 V. The dielectric
surface is located at z = 0. The left side of this map illustrates the
electron movement and multiplication during the DPP while the
right side shows this procedure in IPP.

4.2. Parameter variation

It was shown with 1 μs time resolution that the observed aver-
age electric fields stay reasonably constant in both phases,
further investigations were carried out half-phase resolved. To
investigate how the electric field strengths within the cavities
can be controlled, a series of accessible operation parameter
variations were applied. Apart from geometric variations of
the cavity, also the influence of excitation frequency, applied
voltage amplitude and pressure was investigated.

4.2.1. Cavity diameter. A specific characteristic of micro
plasma array discharges is the geometry and in this case the
diameter of the cavities. It has been shown that this can signif-
icantly influence the behaviour of the arrays [11]. Figure 9(a)
shows measured (symbols with dotted line) and modeled (bro-
ken lines without symbols, discussed in subsection 4.3) field
strengths as a function of the cavity diameter. The MGA with
its set of four sub-arrays with diameters ranging from 50 to
200 μm is operated with a voltage amplitude of 600 V and a
frequency of 15 kHz. Due to some residual impurities (dust)
and the small intensity of the used helium transitions, the emis-
sion signal is noisy for 50 μm cavities and the corresponding
spectra cannot be fitted.

As expected, the electric field decreases with higher cav-
ity diameters in both phases. This agrees with calculations for
pores [10]. During DPP (red triangles), a decrease from about
65 kV cm−1 to 35 kV cm−1 occurs. A weaker effect is observed
in IPP (black squares), where the electric field decreases from
just about 35 kV cm−1 to 30 kV cm−1. As for the time-resolved
measurements, the electric field is higher in DPP than in IPP.
This is also visible in all following parameter variations. In
addition, it is noticeable that both field strengths approach each
other with larger cavity diameters.
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Figure 9. Measured and calculated electric field strengths as a function of (a) cavity diameter and (b) pressure during IPP (experiment:
black squares; model: black dashed lines) and DPP (experiment: red triangles; model: red dotted dashed lines). In (a) the MGA is operated at
atmospheric pressure and an excitation having a voltage amplitude at 600 V and frequency at 15 kHz. In (b) a single MGA having cavity
diameters of 100 μm is operated with a voltage of 600 V and frequency at 15 kHz. In both cases the integration time is about 15 min.

Due to the asymmetric discharge geometry and the dis-
tribution of the applied electric field within the cavities, the
measured trends can be understood. It is known from a simi-
lar geometric channel discharge [33] that the electric field has
its greatest strength and the steepest increase at the boundary
edge between the nickel foil and the dielectric. With this and
the directional argument for the propagation of the electrons,
these cause a discharge in the DPP in a higher electric field
regime than during the IPP. Smaller cavity dimensions lead to
a decreasing distance between the high electric field regions
resulting in an averaged higher electric field in the complete
cavity structure. Since the discharge is located closer to the
dielectric during DPP where the field gradients are steepest, the
increase of the electric field is more sensitive in this half-phase
and also shows a stronger dependency on the cavity dimension
than during the IPP.

4.2.2. Pressure. A further parameter for controlling the dis-
charge within a microplasma array is given by pressure. To
investigate its influence a device was installed in a vacuum
chamber described previously [13]. Here, a single MGA hav-
ing 100 μm cavities is operated with a voltage at 600 V and a
frequency of 15 kHz.

Figure 9(b) shows that the measured electric field strengths
increase with rising pressure for both half-phases. The corre-
sponding modeled electric field strengths (broken lines with-
out symbols) are discussed in section 4.3. During the IPP an
increase from about 15 kV cm−1 to about 30 kV cm−1 is
detectable. A nearly similar rising occurs in DPP where elec-
tric field strengths up to 65 kV cm−1 are reached. With respect
to the reduced electric field (E/N, not shown here) an almost
constant trend is obtained at about 350 Td during DPP and 150
Td during IPP.

The mean free path of electrons may be a main factor
for this behaviour. The mean free path becomes shorter with
higher pressures and the discharge can only ignite in higher
electric field regimes. This agrees with measurements that

were carried out on silicon-based devices [25]. It could be
found that the discharge changes its shape within the cavity
and shifts more and more to the cavity edge (high electric field
region) with rising pressure.

Variations of pressure strongly influence the behaviour of
the discharge. In the case of the microplasma arrays this may
result in appearance of propagating ionisation waves con-
nected with pulsing emission or a more diffuse appearance
and a quasi-continuous emission. More detailed investigations
would require further phase-resolved measurements.

4.2.3. Voltage. A parameter that is directly connected to the
electric field strengths within cavities is the applied voltage
amplitude. Here, it is varied between 400 V and 800 V for
200 μm and 100 μm cavities applied with frequency of 15 kHz
at atmospheric pressure.

Figure 10 shows these electric field strengths for (a) 200μm
and (b) 100 μm wide cavities during IPP and DPP. As can
be seen in figure 10(a) a strong dependency is not observ-
able. While electric field strengths slowly decrease from about
37 kV cm−1 to 34 kV cm−1 in DPP, in the opposite potential
phase electric field strengths are almost constant at 27 kV cm−1

within the limits of the indicated errors. Since it is known from
the cavity diameter variation shown in figure 9(a) that the devi-
ation of the fields between IPP and DPP rises with smaller
cavities, the same voltage variation is done for 100 μm cav-
ities. As shown in figure 10(b) for this case clear decreasing
trends can be observed for both phases. During DPP, the elec-
tric field drops by about 10 kV cm−1 from 70 kV cm−1 down to
60 kV cm−1. In IPP, the electric field drops only by half from
about 35 kV cm−1 to 30 kV cm−1.

These decreasing trends are unexpected as one would rather
presume that higher applied electric fields yield higher electric
fields everywhere in the cavities as observed for simulated pore
discharge [10]. However, they are in accordance with the phys-
ical picture as discussed for the time-resolved electric field
strengths before in section 4.1.
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Figure 10. Electric field as a function of applied voltage during IPP and DPP for (a) 200 μm and (b) 100 μm cavities at atmospheric
pressure. In both cases the applied frequency is set to be 15 kHz.

The higher applied voltage and coupled power into the
discharge yields a rising ionisation rate and higher electron
densities. Therefore, the absorption current onto the surface

j ads
i(e) = ni(e)vi(e) (10)

must increase where the absorption current jads
i(e) depends on the

the ion (i) or electron (e) density and their respective veloci-
ties vi(e). In consequence, the surface charge distribution on
the dielectric counteracting the applied electric field plays an
increasing role.

The key role of these surface charges within discharge char-
acteristic is already perceivable by taking into account the
excitation indicated by the PMT-signal in figure 7. In both
phases, the discharge already ignites before the zero-crossing
of the applied voltage is reached. This has also been observed
in micro-channel devices [33]. This effect gets stronger when
increasing the voltage amplitude (not shown here). In IPP, the
discharge ignites already at about −350 V that corresponds
to 8 μs before zero-crossing of applied excitation. The sur-
face charges generated in the previous half-phase support the
necessary fields in the discharge gap and lower the ignition
voltage. Conversely, this means that residual surface charges
have counteracted the applied electric field in the half-phase
before.

4.2.4. Frequency. To investigate how residual surface
charges influence the discharge, the electric field is measured
depending on the frequency changing the time between dis-
charge operation in subsequent half-phases. Figure 11 shows
electric field strengths in 200 μm cavities as a function of the
applied frequency, varied between 5 kHz and 25 kHz while
the applied voltage is kept constant at 600 V at atmospheric
pressure.

Figure 11. Measured electric field depending on applied frequency.
The measurement is done at 200 μm cavities. The applied voltage is
kept constant at 600 V.

It is illustrated that electric field strengths during IPP and
DPP decrease with almost identical slope of about 6 kV cm−1

by increasing the applied frequency.
As in the case of the voltage variation, a higher electron den-

sity and shielding is also achieved due to the higher averaged
coupled power by higher frequencies. Additionally, more sur-
face and volume residuals remain after finishing a half-phase
and promote the initial discharge conditions for the subsequent
discharge. As an example, a greater initial electron density is
available for the electron multiplication and shielding becomes
more efficient. Since electrons cannot disappear after the DPP
from the dielectric, they are available in a high amount for the
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starting IPP. In case of the DPP the initial condition is enhanced
by ions. During the IPP, they drift onto the dielectric and can-
not contribute to an electron multiplication in the following
DPP. However, they contribute to the gap voltage and support
also an electron multiplication.

4.3. Basic model

To better understand the influence of the electron move-
ment and its multiplication on the measured electric field
strengths during both half-phases, a very simple and stationary
Townsend model is set up. Therefore this model does not con-
sider the temporal production of surface charges, but the spatial
electron density in the cavity volume. For a first approach, only
the cavity size and pressure variations are captured with this
model. Additionally, this model takes into account that electric
field strengths are obtained here by an OES-based technique.
This means that the observed electric field is that experienced
by the excited particles at the time of de-excitation by sponta-
neous emission. The correlation between the emissivity ε and
the excited particle density nexc is given by

ε =
hcAiknexc

λ
, (11)

where λ is the wavelength of emission and Aik the Ein-
stein coefficient for spontaneous emission. Assuming elec-
tron impact excitation, the task of this model is to correlate
accelerating electrons within the applied electric field, the
excited helium particle density and the density of electrons of
sufficient energy to excite helium atoms.

The excited helium particle density nexc is obtained here by
a Corona model assuming that de-excitation is just taking place
by spontaneous emission [35]. Since the discharge is oper-
ated with pure helium, quenching can be neglected in a first
approach. The equation

dnexc

dt
= nengXexc − Aiknexc (12)

describes this Corona model where ne is the electron density,
ng the gas density and Xexc the excitation rate coefficient. The
Einstein coefficient Aik for the allowed 492.19 nm line is set to
be 1.9863 × 107 s−1 [36].

Since the dynamics of this discharge and time resolution of
electric field measurement are in the microsecond range, these
are by a factor of 100 slower than the lifetime of excited parti-
cles. Thus, it is sufficient to only consider a stationary density

nexc, sta(z) =
ne(z)ngXexc(z)

Aik
=

pne(z)Xexc(z)
kBTgAik

. (13)

By using the ideal gas law, the gas density can be sub-
stituted by pressure p and gas temperature Tg. Here, the gas
temperature is estimated with 400 K [31].

The excitation rate coefficient is obtained by the following
expression:

Xexc(z) =
∫ ∞

Eexc

σexc(E)

√
2E
me

f (E)dE. (14)

Here, we assume a Maxwellian energy distribution f (E ) lead-
ing to an average electron energy Ẽ and the energy dependent
excitation cross-section σexc taken from [37]. The necessary
excitation energy Eexc to excite from the ground state to the
[4d1D]-state is at 23.736 eV [36].

Since the average electron energy is almost unknown for
such plasma sources, here we assume that this energy con-
forms with the energy W(z) that electrons reach at some
distance from the dielectric within their mean free path λm

between collisions in presence of an applied electric field E(z).
That is described by

Ẽ(z) = W(z) = eλmE(z). (15)

The mean free path is calculated with

λm =
kBTg

pσcs
, (16)

applying a total cross-section σcs = 4.6 × 10−20 cm2 [38].
The spatial electron density ne(z) is estimated by using

the following electron avalanche approach for the volume
ionisation:

ne(z) = ne,0 exp (αz) . (17)

This electron multiplication depends on an initial electron
density ne,0 and the volume ionisation length α. Since we
assume a high number of residuals after each half-phase as
discussed in the last sections, the initial electron density is esti-
mated here with typical electron densities for DBD that are
about 1012 cm−3 [39].

With the assumed average electron energy W(z) between
subsequent collisions, the volume ionisation length can be
estimated with a heuristic approach given by

α(z) = λ−1
m exp

(
−Eion

W(z)

)
, (18)

where Eion stands for the ionisation energy. Eion = 24.587 eV
in the case of helium.

Since ions have a much lower mobility than electrons, the
dominant electric field Ee during electron avalanche is mainly
given by the occurring electron density. Thus, the Poisson
equation has the following form

dEe

dz
= − e

ε0
ne(z). (19)

As a further simplification, we assume that the electrons
are only accelerated in vertical z-direction in the cavity
(z-direction in figures 3 and 4). This corresponds to the height
in the cavity above the dielectric surface. Consequently, the
electrons do not show a radial movement, here. To implement
the asymmetric discharge characteristic we assume that elec-
trons are accelerated from the dielectric (z = 0 μm) to the
cavity opening (z = 50 μm) in the IPP. The opposite applies in
DPP.

Under these assumptions and simplifications, we can cal-
culate the electron density of sufficient energy at each height
and radial position (r, z) within the cavity. These generate a
number of excited helium atoms that subsequent decay with
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the fluorescence at the shielded electric field Eshield(z, r) =
E(z, r) − Ee(z, r) at position (r, z).

Since measurements are executed spatially integrated, all
calculated profiles (E(z, r), Eshield(z, r), nexc(z, r) and ne(z, r))
have to be weighted with the cavity radius r before integration.
For each component we apply

Y(z) =

∑
i

Y(z, ri) · ri∑
i

ri
, (20)

where Y(z, r) stands for the respective profile.
The stationary electric field profile E(z) is computed based

on a COMSOL multiphysics 5.0 model for the geometric
identical discharge channel [33]. It is illustrated as a map in
figure 8. Since we neglect the time dependencies (V(t) → V),
the MGA is operated constantly with a voltage of 600 V.

5. Evaluation and comparison of modelled
and measured electric field behaviour

Under consideration of these calculated profiles illustrated in
figures 12(a) and (b) the difference between measured electric
field strengths in IPP and DPP can be understood.

Based on the described model, figure 12 represents the
calculated and normalised profiles of electron density (dot-
ted line), excited helium particle density (dashed dotted line)
and the shielded electric field (broken line) depending on the
applied electric field profile (full line) in z-direction. z = 0
represents in both sub-figures the position of the dielectric sur-
face. The arrows on the bottom of both sub-figures describe
the direction of the movement of an electron. For the IPP
case (figure 12(a)) at the beginning the electrons can absorb
the required energy for ionisation, resulting in a rising elec-
tron density. Simultaneously, these electrons are able to excite
helium atoms by electron impact excitation and therefore an
excited particle density is also built up. Since the electric field
decreases along the electron path, at some distance z suffi-
cient energy for ionisation and excitation cannot be reached
anymore and the production of further electrons and excited
particles is reduced. Thus, the electron density slowly reaches
a plateau and shielding does not become stronger. However,
it has to be mentioned that for the calculation of this den-
sity electron losses caused by electron drift and recombina-
tion are not implemented in this simple model. Following the
path due to the further reducing electron energy and finally
stopped production, no further helium atoms are excited and
de-excitation by spontaneous emission dominates. As a result,
the excited particle profile has a peak-form structure with a
maximum at z = 12 μm. Since the emissivity depends linearly
on the excited particle density, the greatest contribution of the
detected electric field comes from this region.

As can be seen in figure 12(b) describing the DPP, the elec-
tron and excited helium particle densities rise continuously as
the electric field profile. Densities up to 1016 cm−3 (excited
helium particles) and 8 × 1013 cm−3 (electron) at the surface
are reached (correspond to the maximum in the normalised
right axis). In this phase, the highest excited helium particle

density is clearly located in the high electric field region close
to the dielectric. Therefore, it becomes clear why higher elec-
tric fields are observed in the DPP in comparison to the IPP.
While the maximum excited particle density is reached close to
the dielectric in the regime of highest electric fields in the DPP,
the maximum of excited species is generated a few microme-
ters away from dielectric in a rather lower electric field region
during the IPP.

Due to the strong increase in the electron density in the DPP,
the model shows that shielding of the electric field (dashed
line) gets more effective and therefore the field finally drops.
This supports the hypothesis of a building-up of charge density
responsible for the slowly decreasing electric field in DPP for
the time-resolved measurement shown in figure 7.

5.1. Effect of parameter variations

The basic Townsend model also allows some further insight
into the experimental parameter variations.

5.1.1. Cavity diameter. Although this basic model does not
directly consider the cavity diameter, a changing cavity dimen-
sion leads to a different electric field profile within the cavity.
Thus, for each cavity diameter the applied electric field contri-
bution is calculated using COMSOL and implemented in this
model.

To compare the measured values with the model consider-
ations, the line of sight character of the experiments has to be
taken into account. Since the emission from excited particles
occurs from all locations along the cavity height z, the calcu-
lated field strengths Ecal are obtained by averaging the shielded
electric field Eshield with the excited helium particle density nexc

described by the following equation

Ecal =

∑
i

Eshield(zi) · nexc(zi)∑
i

nexc(zi)
. (21)

As visible in figure 9(a) the basic model (dashed dotted
and broken lines) reproduces the measured electric field trends
for the cavity variation for both phases quite well. However,
the calculated electric field strengths are by a factor of about
2.2 higher. This can be attributed to the simplification that
electrons are only accelerated in z-direction. Especially, close
to the cavity edge characterised by high electric fields, the
electron path may deviate significantly.

This electric field within the cavities has additional radial
components at the cavity edge [33]. Thus, electrons do not
move straight in z-direction but rather in a kind of concentric
motion around the boundary edge between the dielectric and
the nickel foil. Thus, the electron paths at high electric field
regime are shortened and high electron and excited helium par-
ticle densities cannot establish in the high field regions. With
this the contribution to the averaged measured field is reduced
and the measured electric field strength decreases.

These radial contributions are stronger in smaller cavities.
This may explain the increasing deviation between calculated
and measured electric field strengths for smaller cavities.

An indication for the change from rather vertical to radial
electric field components with smaller cavities can be found in
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Figure 12. Weighted applied (full line) and shielded (broken line) electric field profile along the cavity height and corresponding normalised
electron density (dotted line) and excited helium particle density (dashed dotted line) for (a) IPP and (b) DPP. The MGA is operated with a
constant voltage of 600 V. The initial electron density is set to be 1012 cm−3.

Figure 13. Radial 706 nm emission profile within various sized cavities during (a) IPP and (b) DPP. The applied excitation is adjusted at
600 V and 15 kHz.

the changing of the 706 nm helium emission profile with the
cavity radius. Figure 13 shows this emission profile for various
cavity diameters detected in a head-on observation during (a)
IPP and (b) DPP. The intensity is normalised to the intensity
at the centre of the cavity. The radial position is normalised by
the cavity radius.

During DPP, the emission has a plateau-like shape in
200 μm cavities that disappears to the edges and gets sharper
with smaller cavities. The stronger radial electric field pushes
the discharge together. In IPP, a modulation is noticeable for
larger cavity diameters. That means that an increasing emis-
sion occurs close to the cavity edges and drops in direc-
tion to the cavity centre. This modulation disappears and the
FWHM of this profile decreases with decreasing cavity diam-
eters. Finally at 100 μm, a structure is detected that is sim-
ilar to the DPP. This fact can be understood from stronger
radial electric field components, that accelerate electrons

directly to the nickel electrode where they disappear. Thus,
a shorter electron path for creating a significant high excited
helium particle density is not available and the emission
drops.

5.1.2. Pressure. The basic model also reproduces the trend of
the pressure variation. This is shown in figure 9(b). A higher
pressure yields a shift of the excited particle density maxi-
mum to the higher electric field regions. Due to more and more
collisions the mean free path of the electrons decreases with
higher pressure and thus increases the volume ionisation length
as shown in equation (18). However, the decreasing electron
energy lowers the ionisation probability term exp(−Eion/W(z))
resulting in less ionisation and shielding, consequently.

Since the pressure typically influences the discharge oper-
ation significantly by an overlap of many processes this inter-
pretation has to be taken with caution.
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5.2. Frequency and voltage

As mentioned before, this model does not consider time-
dependencies or surface charges. Thus the built-up of residuals
that influence the following phase is out of the scope of this
model. To get a first estimation which influence these surface
charges might have on the voltage dependence, the dielec-
tric is covered with a typical surface charge density between
1010 cm−2 and 1011 cm−2 [9] in the basic model. Such an
increase of surface charge density could be induced by the
increased ionisation with higher applied voltage. When the
dielectric is covered with ions in IPP and with electrons in
DPP, the calculated field decreases. That is in consistence with
observations during voltage variation. The stronger depen-
dence and difference between IPP and DPP in the smaller
cavities might be explained by higher losses to the cavity walls.

6. Conclusion

This study focuses on the electric field strengths in a metal-
grid array that is operated in pure helium and contains four
sub-arrays consisting of micro cavities with varying diame-
ters in the 100 μm range. Thus, all operating under the same
conditions.

The interaction of field, electrons and species will deter-
mine the plasma-chemical processes for example for removal
of volatile organic compounds or plasma catalysis.

To analyse the electric fields, the Stark shifting and split-
ting of a helium line pair could be successfully exploited
in two different time-resolutions (1μs and half-phase). This
approach provides reasonable values of about 40 kV cm−1

for the electric field that are in good agreement with similar
plasma sources. Due to the emission spectroscopic nature of
the diagnostics, the results are averaged over space but the
region of maximum emission will also coincide with the region
of maximum plasma chemical activity since here enough elec-
trons of sufficient energy for processes such as dissociation are
available.

A time-resolved investigation showed that a constant field
strength is seen by the emitting helium atoms throughout the
discharge operation. This supports the picture of a repetitively
suppressing discharge by space charges and re-ignition by
rising the applied external field.

With a half-phase time-resolution, the electric field could
be investigated depending on geometric cavity dimensions and
further excitation parameters. The field strengths are very well
reproducible with each other from variation to variation.

The electric field strength can be controlled by the polarity
of the applied excitation, resulting in higher strengths during
the decreasing potential phase than in the increasing one. This
can be influenced by the geometry/diameter of the individual
cavities of the arrays. Additionally, the pressure turns out to
be determining parameter allowing controllable electric field
strengths within the cavities. This may allow a specific tuning
of processes.

To better understand the physical excitation process, a
simple stationary Townsend model was set up. This model

supports the observed asymmetric discharge characteristic that
can explain the distinction in electric field strengths between
the increasing and decreasing potential phase. With the excep-
tion of the absolute values, the trends for the cavity and
pressure variation can be reproduced.

To verify these measurements, a comparison using the
‘electric field induced second harmonic’ method with a higher
spatial and temporal resolution is planned. For this the micro-
channel variation of the MGA could be used which provides
access from the side to the discharge volume. This would also
give the chance to design a model that considers the spatial and
temporal electron dynamics within the cavity.
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[23] Obradović B M, Ivković S S and Kuraica M M 2008 Appl. Phys.

Lett. 92 191501
[24] Foster J S 1927 Proc. R. Soc. London A 117 137–63

[25] Kulsreshath M K, Golda J, Felix V, Schulz-von der Gathen V
and Dussart R 2014 J. Phys. D: Appl. Phys. 47 335202

[26] Langstroth G O 1930 Proc. R. Soc. London A 129
70–91
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