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Abstract
In this article we show that the proof of the homotopy reconstruction result by Niyogi, Smale, and
Weinberger can be streamlined considerably using Federer’s work on the reach and several geometric
observations. While Niyogi, Smale, and Weinberger restricted themselves to C2 manifolds (M) with
positive reach, our proof extends to sets (S) of positive reach.
The sample we consider does not have to lie directly on the set of positive reach. Instead, we
assume that the two one-sided Hausdorff distances (δ and ε) — between the sample P to the set
S, are bounded. We provide explicit bounds in terms of ε and δ, that guarantee that there exists
a parameter r such that the union of balls

⋃
p∈P

B(p, r) deformation retracts to S. We provide
even better bounds for the manifold case. In both cases, our bounds improve considerably on the
state-of-the-art in almost all settings. In fact the bounds are optimal.
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1 Introduction

Can we infer the topology of a subset of the Euclidean space if we are only given a partial
geometric information about it? Under which conditions is such inference possible?
These questions were first motivated by the shape reconstruction of 3-dimensional objects.
There, the partial geometric information was represented by a finite, in general noisy, set of
points obtained from photogrammetric or lidar measurements [1, 4, 6, 7, 11].
More recently, the same questions have arisen in the context of learning and topological data
analysis (TDA). In these fields, one seeks to recover a (relatively) low-dimensional support of
a probability measure in a high-dimensional space, given a (finite) data set drawn from this
probability measure [8, 10, 12]. Assuming the support is a manifold, one calls this process
manifold learning [21].
In [20], Niyogi, Smale, and Weinberger showed that, given a C2 manifold of positive reach
and a sufficiently dense point sample on (or near) the manifold, the union of balls of certain
radii centered on the point sample captures the homotopy type of the manifold. By the nerve
theorem, the homotopy type of the union of balls is shared by the Čech complex of the point
sample [5, 13]. From the Čech complex we can then infer the topological information such as
the homology groups of the underlying manifold.
Niyogi, Smale, and Weinberger’s homotopy reconstruction result has led to generalizations
including [3, 9, 15, 24].

Related work and contribution Niyogi, Smale, and Weinberger [20] seem to have been
unaware of Federer’s theory of sets of positive reach [14]. In this article we discuss the
extension of Niyogi, Smale, and Weinberger’s result to sets of positive reach and use Federer’s
theory to streamline their proof (for both the manifold case and general sets of positive
reach). We recall the relevant results from Federer’s work [14] in the appendix.
Attali et al., Chazal et al., and Kim et al. studied even more general settings [3, 9, 15]. Their
proofs are, however, different from ours, and (necessarily) more involved.
While our proof is short and elementary, we provide optimal bounds on the distance between
the manifold (or the set) of positive reach and its sample. The best previously known bounds
(for some particular cases) can be found in [20] and [3], respectively.
Let M denote a manifold of positive reach, S a set of positive reach and let P be a sample.
All sets are assumed to be compact unless stated otherwise. We denote the reach of a set X
by rch(X ) and let R be a non-negative real number such that R≤rch(S) (resp. R≤rch(M)).
We denote the one-sided Hausdorff distance1 from P to M (resp. S) by δ, and the one-sided
Hausdorff distance from M (resp. S) to P by ε. Distinguishing the two one-sided Hausdorff
distances seems natural to the authors, because in measurements one would expect the
measurement error δ (with the exception of some small number of outliers) to be often
smaller than the sampling density ε. Similar assumptions seem to be common in the learning
community, see e.g. [16]. Niyogi, Smale, and Weinberger made similar assumptions on the
support of the measure from which they sampled. We achieved the following conditions on ε
and δ which, if satisfied, guarantee the existence of a radius r > 0 such that the union of
balls

⋃
p∈P B(p, r) deformation-retracts onto M (resp. S):

If S has positive reach, we achieved the condition ε+
√

2 δ ≤ (
√

2 − 1)R.

1 We recall that the one sided Hausdorff distance from X to Y , denoted by do
H(X; Y ), is the smallest ρ

such that the union of balls of radius ρ centred at X covers Y .
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If moreover S = M is a manifold, we achieved the condition (R−δ)2 −ε2 ≥
(
4
√

2 − 5
)
R2

(in this case we assume that δ ≤ ε ≤ R).
The set of pairs (ε, δ) that satisfy the conditions depicted in Figure 1.
In this article we only consider samples for which we have precise bounds on ε and δ. In
[20], the authors also consider a setting where the point sample is drawn from a distribution
centred on the manifold. They still recover the homotopy type of the underlying manifold
with high probability. Our results can be applied to improve the bounds also in this context.
However, we have not discussed this in detail, since combining both results is straightforward.
We stress that in [8, 20, 24], the authors use ε/2 instead of our ε.
As shown in Section 4, our conditions on ε and δ are optimal for sets of dimension at least 2 in
the following sense: If the conditions are not satisfied we can construct a set of positive reach
S (resp. manifold M) and a sample P such that there is no r ≥ 0 for which

⋃
p∈P B(p, r)

has the same homology as S (resp. M). In the case of 1-dimensional manifolds, we expect
the optimal condition to be weaker.
We would like to emphasize that, for noiseless samples, that is when δ = 0, both the constant(√

2 − 1
)

(for general sets of positive reach), and the constant
(
2 −

√
2
)

(for manifolds)
compare favorably with the previously best known constant 1

2

√
3
5 from [20] for manifolds.

In Proposition 7.1 of [20] one encounters the condition ε < (3 −
√

8)R, for a particular case of
the family of settings we consider, namely when the sampling condition is expressed through
an upper bound ε on the Hausdorff distance, in other words δ = ε in our setting. The same
constant 3 −

√
8 was proven independently in [2, Theorem 4] for general sets of positive

reach. While the optimality was not previously proven, this constant is in fact optimal when
δ = ε both for general sets with positive reach and for manifolds. To contrast the two related
results in [20], for δ = 0 and δ = ε respectively, with our bounds, we portray them as black
dots in Figure 1, that depicts our sufficient and necessary conditions on the pair (ε, δ).
The case of manifolds with boundary has been studied in [24, Theorem 3.2], assuming lower
bounds on both the reach of the manifold and the reach of its boundary. We improve also
on this result by considering a manifold with boundary as a particular case of a set with
positive reach, while our bounds only depend on the reach of the set itself and not the one of
its boundary.

Outline, setting, and notation In Section 2, we reprove — and extend — the homotopy
reconstruction result of Niyogi, Smale, and Weinberger. In Section 3, we determine the
bounds on the quality parameters ε and δ of the sample. Finally, in Section 4, we show that
these bounds are optimal.
We denote the closed ball in a Euclidean space centred at a point p with radius r by B(p, r).
Open balls are denoted by B(p, r)◦. If no centre is indicated we tacitly assume that the
centre is at 0. The Minkowski sum of two sets A and B is denoted by A⊕B. The normal
cone of a closed set S at a point q ∈ S is denoted by Nor(q,S) (see also Definition 21). The
closest point projection on a set S is denoted by πS .

▶ Universal Assumption 1. Throughout this article, we work with a closed set S ⊆ Rd with
positive reach rch(S), and let R > 0 be a constant satisfying R ≤ rch(S). Furthermore, we
consider a set P ⊆ Rd, such that the one-sided Hausdorff distance from P to S is δ, and the
one-sided Hausdorff distance from S to P by ε. That is,

S ⊆ P ⊕B(ε) and P ⊆ S ⊕B(δ).

We assume that δ, ε < R. If the set S is a submanifold of the Euclidean space, we denote it
by M.
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Figure 1 In blue-gray we depict the region in (ε, δ)-space for which there exists a radius r such
that the union of balls P ⊕ B(r) captures the homotopy type of a set of positive reach. We do the
same in yellow for a manifold. We stress that for δ ≥ ε the fact that a set of positive reach is also
a manifold does not lead to better bounds. We have rescaled such that the reach is 1. The black
points indicate the bounds that were known to Niyogi, Smale and Weinberger.

For most applications the assumption δ ≤ ε seems to be natural, but we do not need this for
our analysis.

Figure 2 A set S of positive reach with a sample P . The set
⋃

p∈P
B(p, r) = P ⊕ B(r) is also

indicated.

2 The geometric argument

In this section we show that if the union of balls P ⊕ B(r) covers a sufficiently large
neighbourhood of S, and the parameter r is not too large, then P ⊕B(r) deformation-retracts
to S.

▶ Theorem 2. Assume that a parameter α > 0 is small enough, so that the α-neighbourhood
S ⊕B(α) of the set S is contained in the union of balls P ⊕B(r). In other words,

S ⊕B(α) ⊆ P ⊕B(r). (1)
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If, moreover,

r2 ≤ (R− δ)2 − (R− α)2, (2)

then, for any point q ∈ S, the intersection (q + Nor(q,S)) ∩ B(q,R) ∩ (P ⊕ B(r)) of the
normal cone q + Nor(q,S), the ball B(q,R), and union of balls P ⊕ B(r), is star shaped,
with the point q as its ‘centre’. Furthermore, P ⊕B(r) deformation-retracts onto S along the
closest point projection.

▶ Remark 3. The statement of Theorem 2 does not use the hypothesis S ⊆ P ⊕B(ε) from
the universal assumption.
We refer to Figure 3 for a pictorial overview of the proof of Theorem 2.

(a) Any point in q + Nor(q, S) a distance less
than α from S is covered by P ⊕ B(r).

(b) If (q+Nor(q, S))∩(P ⊕B(r)) is not star shaped
there exists a point x where the segment L reenters
a ball B(p′, r) (in blue) in P ⊕ B(r) after having
left P ⊕ B(r) closer to q.

(c) The center p′ of the ball B(p′, r) lies inside
the half space H. The half space H lies at
least a distance α from q.

(d) The ball of radius R is ‘tangent’ to the set S,
thus it cannot contain any point of S in its interior.
Since the distance between p′ and S is bounded
by δ, p′ has to lie outside of the ball of radius
R − δ. This contradicts the fact that p′ lies in the
halfspace H and is not too far from the normal
space q + Nor(q, S).

Figure 3 A pictorial overview of the proof.
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Proof of Theorem 2. We prove the claim by contradiction. For any point q ∈ S, the set
(q + Nor(q,S)) ∩ (S ⊕B(α)) is contained in the union of balls P ⊕ B(r), as illustrated in
Figure 3a. Assume that there exists a point q ∈ S and a vector v ∈ Nor(q,S), with ∥v∥ = 1,
such that the intersection of P ⊕B(r) with the segment

L =
def.

{q + λv | λ ∈ [0, R)}

consists of several connected components (as illustrated in Figure 3b). Thanks to Equation (1),
the connected component that contains q has length at least α. Let x be first point along L,
seen from q, lying inside a connected component of (P ⊕B(r)) ∩ L that does not contain q.
Then x lies at the intersection of the segment L and a ball B(p′, r), with p′ ∈ P . Furthermore,
the point p′ is contained in the open half space H orthogonal to the vector v, that does not
contain q, and whose boundary contains x. We stress that if p′ lies on the boundary of H then
the line L is tangent to the sphere ∂B(p′, r), which is still compatible with star-shapedness.
The situation is illustrated in Figure 3c.
Let z = q +Rv be the open endpoint of L. Since, by [14, Theorem 4.8 (12)], the intersection
S ∩ B(z,R)◦ is empty and the distance between p′ and S is bounded by δ, we know that
p′ /∈ B(z,R− δ)◦. Thus,

p′ ∈ A =
def.

H ∩ (Rd \B(z,R− δ)◦).

Figure 4 The center of the ball creating a new connected component along the normal cone
q + (q, S) is constrained to belong to the set A.

The sphere ∂B(z,R− δ) has a non-empty intersection with the plane ∂H. Indeed, the sphere
passes through point q + δv which does not belong to H while its center z belongs to H;
see Figure 3d. We can thus pick a point y in the intersection ∂H ∩ ∂B(z,R − δ). By the
Pythagoras theorem, the minimal squared distance between A and L is:

inf
a∈A
ℓ∈L

∥a− ℓ∥2 = ∥x− y∥2 = ∥z − y∥2 − (∥z − q∥ − ∥x− q∥)2 ≥ (R− δ)2 − (R− α)2,

as illustrated in Figure 4. Hence, if

r2 ≤ (R− δ)2 − (R− α)2, (2)
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the ball B(p′, r) does not intersect L. Therefore, L ∩ (P ⊕B(r)) cannot have more than one
connected component. The set (q + Nor(q,S)) ∩ B(q,R) ∩ (P ⊕ B(r)) is thus star-shaped
with centre q.
Since r satisfies Equation (2), we deduce that δ + r < R, and thus

P ⊕B(r) ⊆ S ⊕B(R)◦.

Thanks to this, the fact that the set (q + Nor(q,S)) ∩B(q,R) ∩ (P ⊕B(r)) is star-shaped
with centre q, and [14, Theorem 4.8 (12)], the map

H :[0, 1] × (P ⊕B(r)) → P ⊕B(r),
(t, x) 7→ (1 − t)x+ tπS(x),

is well-defined.
Furthermore, thanks to [14, Theorem 4.8 (8)], the projection πS is continuous, and even
Lipschitz. Thus, the map H is a deformation retract from the union of balls P ⊕B(r) to the
set S. ◀

In Appendix B, we provide an alternative proof of Theorem 2, similar to an argument
presented in [11].

3 Bounds

In this section we first compute the bounds on the size α of the neighbourhood S ⊕ B(α)
covered by the union of balls P ⊕B(r) in terms of ε, δ, and r. We then combine these bounds
with Equation (2) to infer (optimal) upper bounds on ε and δ, for which there exists a radius
r such that the deformation retract from P ⊕B(r) to S is possible. We do so first for sets
of positive reach and then for manifolds. Somewhat counter-intuitively, it turns out to be
easier to determine the bounds for sets of positive reach.

3.1 Sets of positive reach
For sets of positive reach, the bound on α is almost trivial. Nevertheless, it is tight, as we
will see in Section 4.

▶ Lemma 4. Suppose that S ⊆ P ⊕ B(ε) for some ε ≥ 0. Then, for all α ≤ r − ε, the
α-neigbourhood S ⊕B(α) of S is contained in the finite union of balls P ⊕B(r). That is,

S ⊕B(α) ⊆ P ⊕B(r).

Proof. Indeed, S ⊕B(α) ⊆ (P ⊕B(ε)) ⊕B(α) ⊆ P ⊕B(ε+ α) ⊆ P ⊕B(r). ◀

From this, we derive the bounds on ε and δ (in terms of R).

▶ Proposition 5. If ε and δ satisfy

ε+
√

2 δ ≤ (
√

2 − 1)R, (3)

there exists a radius r > 0 such that the union of balls P ⊕B(r) deformation-retracts onto S
along the closest point projection. In particular, r can be chosen as:

r ∈
[

1
2

(
R+ ε−

√
∆

)
,

1
2

(
R+ ε+

√
∆

)]
,

where

∆ = 2(R− δ)2 − (R+ ε)2.
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Proof. We combine the bound from Lemma 4 with the conditions of Theorem 2. More
precisely, inserting α = r − ε in Equation (2) yields that

r2 + (R− r + ε)2 ≤ (R− δ)2. (4)

Using the abc-formula for quadratic equations, this is equivalent to

r ∈
[

1
2

(
R+ ε−

√
∆

)
,

1
2

(
R+ ε+

√
∆

)]
,

where

∆ = 2δ2 +R2 − 4δR− 2Rε− ε2 = 2(R− δ)2 − (R+ ε)2

is the discriminant. This interval is non-empty if the discriminant is non-negative, that is, if
ε+

√
2 δ ≤ (

√
2 − 1)R. ◀

▶ Remark 6. The parameter δ is not necessarily smaller than ε, even if this would be natural
in most applications.

3.2 Manifolds with positive reach
In this section, we show that the bounds from Proposition 5 can be improved further if the set
of positive reach is a manifold. In Lemma 4, we used the triangle inequality to set α = r − ε.
If S is a manifold, however, the parameter α can be increased using more subtle arguments
than the triangle inequality: Manifolds with positive reach are C1,1 smooth2, i.e., differ-
entiable with Lipschitz derivative. Moreover, Federer’s normal cone Nor(q,M) (Definition
21) coincides with the ‘classical’ normal space NqM of an n-dimensional submanifold M
of Rd at every point q ∈ M. The tangent and normal cones of manifolds of positive reach
are n- and (d− n)-dimensional linear spaces, respectively, that are not only dual, but also
orthogonal.
In Lemma 7, we establish a lower bound for the parameter α in the case that S = M is a
manifold. This bound is tight, as we will see in Section 4.

▶ Lemma 7. Suppose that M ⊆ P ⊕ B(ε) for some ε ≥ 0. Then, for any r ≥ α ≥ 0
satisfying

r2 ≥ α2 + α

R

(
R2 + ε2 − (R− δ)2)

+ ε2, (5)

the α-neighbourhood M ⊕ B(α) of M is contained in the finite union of balls P ⊕ B(r).
That is,

M ⊕B(α) ⊆ P ⊕B(r).

Proof. Given a point q ∈ M, the tangent cone TqM and the normal coneNqM are orthogonal
vector spaces satisfying TqM⊕NqM = Rd. Since M ⊆ P ⊕B(ε), the intersection P ∩B(q, ε)
is non-empty. Let p ∈ P ∩B(q, ε).
The vector p− q decomposes uniquely as

p− q = λTuT + λNuN ,

2 Topologically embedded manifolds with positive reach are C1,1 embedded [14, 17, 18, 19, 22, 23].
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Figure 5 Overview of the notation used in the proof of Lemma 7.

with uT ∈ TqM, uN ∈ NqM, ∥uT ∥ = ∥uN ∥ = 1, and λT , λN ≥ 0 (see Figure 5).
Since ∥p− q∥ ≤ ε,

λ2
T + λ2

N ≤ ε2. (6)

Thanks to [14, Theorem 4.8 (12)] (Theorem 24 in Appendix A), the sets M and B(q +
RuN , R)◦ do not intersect, and thus:

p /∈ B(q +RuN , R− δ)◦.

Hence, (p− q −RuN )2 ≥ (R− δ)2. Applying the decomposition of p− q we obtain

(λTuT + (λN −R)uN )2 ≥ (R− δ)2,

which implies that

λ2
T + (R− λN )2 ≥ (R− δ)2.

Combining this result with Equation (6) implies that

ε2 − λ2
N + (R− λN )2 ≥ (R− δ)2,

which can be rewritten as

2RλN ≤ R2 + ε2 − (R− δ)2. (7)

Choose a vector v ∈ Nor(q,M) with ∥v∥ = 1, and let α ≥ 0. Then,

(p− (q + αv))2 = ((λNuN − αv) + λTuT )2

= (λNuN − αv)2 + (λTuT )2

≤ (λN + α)2 + λ2
T

≤ (λN + α)2 + ε2 − λ2
N (by (6))

= α2 + 2αλN + ε2.
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Using inequality (7) to substitute 2λN , we further obtain:

(p− (q + αv))2 ≤ α2 + α

R

(
R2 + ε2 − (R− δ)2)

+ ε2.

Thus, if

r2 ≥ α2 + α

R

(
R2 + ε2 − (R− δ)2)

+ ε2,

then the point q + αv lies in B(p, r) ⊆ P ⊕B(r). Since this inclusion holds for any q ∈ M
and v ∈ NqM, M ⊕B(α) ⊆ P ⊕B(r). ◀

As in Proposition 5, we now derive a bound on ε.

▶ Proposition 8. If ε and δ satisfy

(R− δ)2 − ε2 ≥
(

4
√

2 − 5
)
R2 (8)

and δ ≤ ε, there exists a radius r > 0 such that the union of balls P ⊕ B(r) deformation-
retracts onto M along the closest point projection. In particular, r can be chosen as as in
(11).

The bound is illustrated in Figure 1.

Proof. We combine the bound from Lemma 7 with the conditions of Theorem 2. More
precisely, combining Equations (2) and (5) yields the following sufficient condition for
L ∩ (P ⊕B(r)) to be connected:

α2 + α

R

(
R2 + ε2 − (R− δ)2)

+ ε2 ≤ r2 ≤ (R− δ)2 − (R− α)2. (9)

The inequality between leftmost and rightmost members of (9), which needs to be satisfied
for a non-empty range of values for r to exist, can be rearranged as:

0 ≥ ε2 − (R− δ)2 +R2 + α
1
R

(
ε2 −R2 − (R− δ)2

)
+ 2α2.

Using the abc-formula for quadratic equations, the above inequality is satisfied if α ∈
[αmin, αmax], with

αmin = 1
4

(
(R− δ)2 +R2 − ε2

R
−

√
∆

)
,

αmax = 1
4

(
(R− δ)2 +R2 − ε2

R
+

√
∆

)
, (10)

where the discriminant ∆ is

∆ = 1
R2

(
ε2 − (R− δ)2

)2
− 10

(
ε2 − (R− δ)2

)
− 7R2.

The discriminant can be viewed as a polynomial in y = ε2 − (R− δ)2. Solving ∆(y) = 0 with
respect to y yields y = R2 (

5 ± 4
√

2
)
. This in turn implies that ∆ is non-negative if either

ε2 −(R− δ)2 ≤ R2 (
5 − 4

√
2
)

or ε2 −(R− δ)2 ≥ R2 (
5 + 4

√
2
)
. Thanks to Assumption 1, we

are only interested in the case where ε, δ < R, and thus we can ignore the second inequality.
Hence the interval [αmin, αmax] is non-empty if

ε2 − (R− δ)2 ≤
(

5 − 4
√

2
)
R2.
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Plugging the bounds on α as given in (10) into Equations (2) and (5) yields(
1 + αmin

R

)
ε2 + α2

min + αmin

R

(
R2 − (R− δ)2)

≤ r2 ≤ (R− δ)2 − (R− αmax)2. (11)

◀

▶ Remark 9. We restricted ourselves to the case where δ ≤ ε, because if δ > ε, the fact that
the set is a set of positive reach is a manifold [instead of an arbitrary set ]no longer helps.
The geometric reason for this is that p in Figure 5 may lie in NqM.

4 Optimality

In this section we prove that the bounds provided in Section 3 are optimal in the following
sense:

▶ Proposition 10. Suppose that the dimension d of the ambient space Rd satisfies d ≥ 2,
and the one-sided Hausdorff distances ε and δ do not satisfy the bound (3). Then there exists
a set S of positive reach and a sample P that satisfy Universal Assumption 1, while the
homology of the union of balls P ⊕B(r) does not equal the homology of S for any r.

▶ Proposition 11. Suppose that the dimension d of the ambient space Rd satisfies d ≥ 3, the
one-sided Hausdorff distances ε and δ do not satisfy the bound (8), and δ ≤ ε. Then there
exists a manifold M of positive reach and a sample P that satisfy Universal Assumption 1,
while the homology of the union of balls P ⊕ B(r) does not equal the homology of M for
any r.

To prove Propositions 10 and 11, we construct the set S, the manifold M, and the cor-
responding samples in Examples 15 and 16, respectively. Due to rescaling it suffices to
construct sets of reach R = 1.

▶ Remark 12. The dimension of the set in both examples will be two-dimensional. As
mentioned in the introduction, we expect that better bounds can be obtained for one-
dimensional sets, i.e. curves, possibly with boundary.

▶ Remark 13. When δ ≥ ε, which in Figure 1 corresponds to the area above the diagonal
δ = ε, the same bound is optimal whether the set is assumed manifold or not. Indeed,
in this case the union of annuli S in Example 15 can be replaced by a union of circles,
namely the inner boundaries of the annuli. Thus, the bound is tight for manifolds, including
one-dimensional submanifolds in R2.

▶ Remark 14. For simplicity, the examples 15 and 16 are not connected. However, one could
easily cut up our examples and glue the pieces together in a way that preserves the reach so
that resulting examples still yield Propositions 10 and 11.

4.1 Sets of positive reach
The construction of the set proving Proposition 10 goes as follows:

▶ Example 15. We define S to be the disjoined union of annuli Ai in R2, each of which has
inner radius 1 and outer radius 1 + 2ε, and lies a distance at least 2 away from the other. We
number the annuli from i = 1. A bound on their total number will be discussed later. The
sample P consists of circles Ci of radius 1 + ε lying in the middle of the annuli (Ci ⊆ Ai),
and a discrete set of points.
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We describe the positioning of the discrete set of points in an inductive manner. Each pair
of points, pi and p̃i, lies inside the annulus Ai, at a distance δ from Ai, and a distance 2ri−1
from each other. We define r0 = δ+ε

2 . The distance ri is defined as follows: Let qi be the
intersection point of the bisector of pi and p̃i, and the circle Ci. Then ri is the circumradius
of the triangle pip̃iqi. The situation is illustrated in Figure 6.

Figure 6 Situation in one annulus of Example 15.

Denoting the angle at qi in the triangle pip̃iqi by αi, we can express the inductive step as

ri+1 = ri

sinαi
,

as a consequence of the law of sines. It is important to observe that, since ri+1 ≥ ri for
each i, the sequence of angles satisfies αi+1 ≤ αi. The construction thus necessarily stops if
either ri+1 = ri (i.e., αi = π/2) or ri+1 > 1 − δ. In the former case, pi+1 and p̃i+1 coincide
with pi and p̃i, respectively. In the latter, it is not possible to place pi+1 and p̃i+1 in the
annulus according to our conditions. The latter case is reached after finitely many iterations
if ri+1 − ri is lower bounded, or equivalently if αi is bounded away from π/2. The proof of
Proposition 10 focuses on establishing this bound.

Proof of Proposition 10. Assume that δ and ε fail to satisfy the bound (3), that is,
√

2(1 − δ) − 1 < ε. (12)

We first show that each triangle pip̃iqi is acute, that is, that αi < π/2. This is the case
precisely when the height of the triangle, 1 + ε−

√
(1 − δ)2 − r2

i , is larger than ri. This is a
quadratic inequality in ri,

ri < 1 + ε−
√

(1 − δ)2 − r2
i ⇐⇒ 0 < (1 + ε)2 − (1 − δ)2 − 2(1 + ε)ri + 2r2

i .

The inequality holds for all ri if

0 > 4
(
2(1 − δ)2 − (1 + ε)2)

,

which is equivalent to bound (12). In particular, S consists of finitely many annuli.
For any r ∈ [0, 1 − δ), the union of balls P ⊕ B(r) has different homology than the set S.
Indeed,
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for r ∈ [0, r0), each set (Ci ∪ {pi, p̃i}) ⊕B(r) has three connected components,
for r ∈ [ri−1, ri), the set (Ci ∪ {pi, p̃i}) ⊕B(r) has the homotopy type of two circles that
share a point, that is, a wedge of two circles, also known as a bouquet.

The situation is illustrated in Figure 7. At the same time, each annulus Ai ⊆ S has the
homotopy type of a circle.

(a) For all r ≤ r0 the offset of the sample (Ci ∪ {pi, p̃i}) ⊕ B(r) has three connected components
for each of the three annuli.

(b) At the radius r1 the cycle in the thickening of the sample of the first annulus dies, while at
the same radius a cycle is created for the second annulus.

(c) At the radius r2 the cycle in the thickening of the sample of the second annulus dies, while
at the same radius a cycle is created for the third annulus.

Figure 7 In the figure we only depict three annuli Ai sorted from left to right.

◀

4.2 Manifolds
The construction of the manifold proving Proposition 11 goes as follows:

▶ Example 16. We define M to be a finite union of tori of revolution Ti in R3. Each of
these tori is the 1-offset of a circle of radius 2 in R3. Put differently, each Ti is — up to
Euclidean transformations — the surface of revolution around the y-axis of a circle of radius
1 in the xz-plane, centred at (2, 0, 0). In order for the reach of M to be equal to 1, we assume
that the tori lie at a distance at least 2 apart from each other. The set Ti is illustrated in
Figure 8 (in blue).
The sample P consists of tori with parts cut out, denoted by Ci, and a discrete set of points.
We construct each set Ci by taking a δ-offset of the Ti on its interior. In other words, we
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consider a surface of revolution around the y-axis of a circle of radius 1 − δ in the xz-plane
centred at (2, 0, 0), with an ε-neighbourhood of the circle found by revolving the point (1, 0, 0)
around the y-axis cut out. For the positioning of the discrete set of points, we let Ci,δ be the
circle found by revolving the point (1 − δ, 0, 0) around the y-axis.

Figure 8 The (half of the) torus Ti depicted in blue and the sample the set Ci together with the
points pi and p̃i in red. In black we indicate the circle Ci,δ. The closest point projection of this
circle onto M is indicated in blue.

Figure 9 We depict (half of) the sample P in red and its offset P ⊕ B(r) in purple.

As in Example 15, we describe the positioning of the discrete points in an inductive manner.
Each pair of points, pi and p̃i, lies on Ci,δ at a distance 2ri−1 from each other. We define

r0 =
√
δ2 + ε2 + δ(ε2 − δ2 + 2δ)

2 =
√
ε2(1 + δ) + δ2(3 − δ)

2 .

The distance r0 is chosen such that the balls B(p1, r) and B(p̃1, r) start to intersect at the
same value of r as these balls start to intersect C1 ⊕B(r). The computation of this distance
is based on Figure 11.
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Figure 10 We depict the points p and p̃ in red as well as their offset {p, p̃} ⊕ B(r) in purple, the
points q and q̃ as well as their offset {q, q̃} ⊕ B(r) are indicated in magenta.

The consecutive ri’s are defined as follows: Let qi and q̃i be the two points in the intersection
of the bisector of pi and p̃i and the set Ci that lie closest to pi and p̃i. Then we define ri

to be the radius of the tetrahedron with vertices pip̃iqiq̃i. Note that {q1, q̃1} = πC1

(
p1+p̃1

2
)
.

We continue this construction inductively until ri > 1 − δ.

In the proof of Proposition 10 acuteness played an essential role. We argued that if
√

2(1 − δ) − 1 < ε, (12)

then any triangle pip̃iqi (see Example 15) is acute.
A triangle is acute if and only if it contains its circumcentre. For the manifold case we
therefore generalize acuteness to tetrahedra in the following manner:

▶ Definition 17 (Self-centred simplices). A simplex is called self-centred if it contains its
circumcentre.

▷ Claim 18. Let C = Ci and Cδ = Ci,δ be as defined in Example 16. Let p, p̃ ∈ Cδ, and
define q, q̃ to be the two points in the intersection of the bisector of p, p̃ and Cδ that are
closest to p (and thus p̃). If

ε2 >
(

6 − 4
√

2
)

− 2δ + δ2, (13)

then the simplex pp̃qq̃ is self-centred.

In the proofs of Claim 18 and Proposition 11 we need a number of distances, namely r0 = w
2 ,

r−1 = h, and w′, as indicated in Figure 11. It is convenient to calculate these in one go. We
first focus on the first two. The sample P contains sets Ci which are tori with a band cut
out, r−1 denotes half the size of the gap. As we will discuss in the proof of Proposition 11
there is a topological transition at this radius. The distance w′ is important in establishing
self-centredness. From Figure 11 we immediately see that

1 = ℓ1 + ℓ2 (14)
ℓ2

1 + h2 = ε2 (15)
ℓ2

2 + h2 = (1 − δ)2 (16)
w2 = (δ + ℓ1)2 + h2. (17)
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Combining these yields

ℓ1 = ε2 − δ2 + 2δ
2

(by using (14) to substitute ℓ1 for ℓ2 in (16) and then subtracting the result from (15))
(18)

h2 = ε2 −
(
ε2 − δ2 + 2δ

2

)2

(plugging (18) into (15))

(19)
w2 = δ2 + ε2 + δ(ε2 − δ2 + 2δ). (by combining (17), (18), and (19))

Figure 11 also yields

w′2 = (δ′ + δ + ℓ1)2 + h2,

from which one derives that

w′2 = ε2 + (1 − (1 − δ) cosψ)2 + (1 − (1 − δ) cosψ)(ε2 − δ2 + 2δ), (20)

using (18), (19), and the formula for δ′ (see Figure 11 and (21) below)

ϵ

1

δ

1− δ

ℓ1 ℓ2δ

h

w

δ′ = (1− δ)(1− cosψ)

δ′

w′

Figure 11 This figure is used for the computation of r0 = w
2 , r−1 = h, and w′.

Proof of Claim 18. By definition, the circumcentre of the simplex pp̃qq̃ lies on the bisector
of p and p̃ and the bisector of q and q̃. Thus, if the position of p and p̃ on Cδ varies, then
the simplex pp̃qq̃ transitions from being non-self-centred to self-centred exactly when its
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circumcentre lies on the edge pp̃. At this point, the circumcentre of the face pp̃q also lies on
the edge pp̃. The same also holds for the face pp̃q̃.
This is again equivalent to the fact that the distance w′ between the midpoint p+p̃

2 and q

(and the midpoint p+p̃
2 and q̃) equals ∥p−p̃∥

2 . Because the points p and p̃ lie on the circle Cδ,
this distance can be written in terms of the angle ψ = ∠p0 p+p̃

2 , that is, ∥p−p̃∥
2 = (1 − δ) sinψ.

The (one-sided Hausdorff) distance from p+p̃
2 to Cδ then equals

δ′ = (1 − δ)(1 − cosψ). (21)

The distance w′ is given by (20). Hence the transition between self-centred and non-self-
centred takes place when

(1 − δ)2 sin2 ψ = ε2 + (1 − (1 − δ) cosψ)2 + (1 − (1 − δ) cosψ)(ε2 − δ2 + 2δ).

Writing x = cosψ, this translates into

0 = 2(1 − δ)2x2 − (1 − δ)(2 + ε2 − δ2 + 2δ)x+ 2(ε2 − δ2 + 2δ).

The solution space of this quadratic equation is non-empty if the discriminant

∆ = (1 − δ)2(2 + ε2 − δ2 + 2δ)2 − 4 · 2(1 − δ)2 · 2(ε2 − δ2 + 2δ)

is non-negative. Introducing the variable y = ε2 − δ2 + 2δ and applying that δ < 1, the
inequality ∆ ≥ 0 reduces to

(2 + y)2 − 16y ≥ 0,

and thus

y > 6 − 4
√

2.

The above expression is the same as Equation (13). In summary, this implies that there is
no transition from self-centred to non-self centred simplices as the positions of p and p̃ vary
on Cδ if the inequality (13) is satisfied. ◀

▶ Remark 19. If ε2 = c +
(
6 − 4

√
2
)

− 2δ + δ2 with c > 0, then the circumcentre of the
simplex pp̃qq̃ lies in its interior. This guarantees that the construction in Example 16 consists
of a finite number of tori.
We can now finally prove the main statement of this section.

Proof of Proposition 11. We note that for r ∈ [0, r1) the set (C1 ∪ {p1p̃1}) ⊕B(r) does not
have the same homology as the torus T1, because the tetrahedron p1p̃1q1q̃1 is self-centred.
The reason for this is that

For r ∈ [0, r0), the set (C1 ∪ {p1, p̃1}) ⊕B(r) has three connected components.
For r ∈ [r0, r1), the set (C1 ∪ {p1, p̃1}) ⊕B(r) has homology type of a torus with either a
circle or a 2-sphere attached (depending on if r is smaller or larger than the cirumradius
of the triangle p1p̃1q1-which is in turn equal to the circumradius of the triangle p1p̃1q̃1-).

We note there is also a topological transition at r−1 =
√
ε2 −

(
ε2−δ2+2δ

2
)2 (r−1 is h in Figure

11) . The homotopy type of each Ci ⊕B(r) changes from that of a circle to that of a torus.
◀
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A Federer’s sets of positive reach

We recall the results from [14] that we used in the main text. Here we just assume that S is
a closed set.

▶ Definition 20. The medial axis ax(S) of a set S is the set of points in the ambient space
that do not have a unique closest point on S. The (minimal) distance between ax(S) and S
is the reach of S. The distance from a point p to the medial axis is called the local feature
size lfs(p).

▶ Definition 21 (Definitions 4.3 and 4.4 of [14]). If S ⊆ Rd and p ∈ S, then the generalized
tangent space

Tan(p,S)

is the set of all tangent vectors of S at p. It consists of all those u ∈ Rd, such that either
u = 0 or for every ε > 0 there exists a point q ∈ S with

0 <∥q − p∥ < ε and
∥∥∥∥ q − p

∥q − p∥
− u

∥u∥

∥∥∥∥ < ε.

The set

Nor(p,S)

of all normal vectors of S at p consists of all those v ∈ Rd such that v · u ≤ 0 for all
u ∈ Tan(p,S).

▶ Definition and Remark 22 ([14, Remark 4.5]). A subset C ⊆ Rd is a convex cone if and
only if for all x, y ∈ C and λ > 0 we have x+ y ∈ C and λx ∈ C. For every A ⊆ Rd,

Dual(A) = {v | ⟨v, u⟩ ≤ 0 for all u ∈ A}

is a closed convex cone and Dual(Dual(A)) is the smallest closed convex cone that contains
A. The set Nor(p,S) of all normal vectors of S at p is therefore a cone and will be referred
to as the normal cone. The generalized tangent space Tan(p,S) on the other hand is only
closed and positively homogeneous, i.e. if v ∈ Tan(p,S) then λv ∈ Tan(p,S) for all λ ∈ R≥0,
but not necessarily convex. Note that below we’ll see that Tan(p,S) is a convex cone if S has
positive reach.

▶ Theorem 23 ([14, Theorem 4.8 (8)]). If 0 < ℓ < R < ∞, x, y /∈ ax(S), and

d(x,S) ≤ ℓ d(y,S) ≤ ℓ rch(S) ≥ R,

then

∥πS(x) − πS(y)∥ ≤ R

R− ℓ
∥x− y∥.
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▶ Theorem 24 ([14, Theorem 4.8 (12)]). If p ∈ S and lfs(p) > ℓ > 0, then

Nor(p,S) = {λv | λ ≥ 0, ∥v∥ = ℓ, πS(p+ v) = p}.

Tan(p,S) is the convex cone dual to Nor(p,S), and

lim
t→0+

t−1dS(p+ tu) = 0,

for u ∈ Tan(p,S).

B Alternative proof

Alternative proof of Theorem 2. Let us prove that the set (q+ Nor(q,S)) ∩B(q,R) ∩ (P ⊕
B(r)) is star-shaped with respect to q. For this, consider a point x ∈ (q+Nor(q,S))∩B(q,R)∩
(P ⊕B(r)) and let us prove that the segment xq is also contained in P ⊕B(r). We consider
two cases. First, suppose that ∥x−q∥ ≤ α. In that case, xq ⊆ B(q, α) ⊆ S ⊕B(α) ⊆ P⊕B(r)
and we are done. Second, suppose that ∥x− q∥ > α; see Figure 12.

δ

α

r

z

R

S

P ⊕ B(r)

p p′

q

y

x S ⊕ B(α)
S ⊕ B(δ)

φ

Figure 12 For the alternate proof of Theorem 2.

In that case, x ̸= q and the half-line with origin at q and passing through x is well-defined.
Let y be the point on this half-line whose distance to q is α. Let z be the point on this
half-line whose distance to q is R. Because x ∈ B(q,R), we have that x lies on the segment
qz. Let p be any point of P whose distance to x is smaller than or equal to r. It is this
assumption that later gives ∥x− p∥ ≤ r. Let p′ be the projection of p onto the straight-line
passing through q and x. We have that the five points x, y, z, q and p′ are aligned and y lies
between x and q. We claim that y also lies between x and p′. The claim is clearly true if q
lies between x and p′. Let us assume that q does not lie between x and p′, in other words,
let us assume that p′ is on the half-line with origin at q and passing through x. Let φ be the
internal angle of triangle xpz at x. The cosine rule gives:

∥z − p∥2 = ∥z − x∥2 + ∥x− p∥2 − 2∥z − x∥∥x− p∥ cosφ. (22)

By Theorem 24, the interior of B(z,R) does not intersect S and because P ⊆ S ⊕ B(δ),
we have ∥z − p∥ ≥ R − δ. By construction, we have that ∥x − p∥ ≤ r. Furthermore,
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∥z − x∥ = ∥z − q∥ − ∥q − x∥ ≤ R− α. It follows that

2∥z − x∥∥x− p∥ cosφ = ∥z − x∥2 + ∥x− p∥2 − ∥z − p∥2 (reshuffling (22))
≤ (R− α)2 + r2 − (R− δ)2

≤ 0,

showing that cosφ ≤ 0, or equivalently φ ≥ π
2 . Hence, p′ lies on the segment qx. Let us

show that ∥q − p′∥ ≤ α. Because p′ belongs to the segment qx ⊆ qz, we have

∥q − p′∥ = ∥q − z∥ − ∥p′ − z∥

= R−
√

∥z − p∥2 − ∥p′ − p∥2

≤ R−
√

∥z − p∥2 − ∥x− p∥2

≤ R−
√

(R− δ)2 − r2

≤ α = ∥q − y∥.

hence, y lies between x and p′. This shows that the distance to p decreases as we move on the
segment xy, starting from x and going toward y. It follows that that xy ⊆ B(p, r) ⊆ P⊕B(r).
Since yq ⊆ B(q, α) ⊆ S ⊕B(α) ⊆ P ⊕B(r), we deduce that the whole segment xq belongs
to P ⊕B(r). The proof is completed by using the same deformation retract argument as in
the first version of the proof. ◀
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