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Abstract

Inverse statistical physics aims at inferring models compatible with a set of empirical averages

estimated from a high-dimensional dataset of independently distributed equilibrium configurations

of a given system. However, in several applications such as biology, data result from stochastic

evolutionary processes, and configurations are related through a hierarchical structure, typically

represented by a tree, and therefore not independent. In turn, empirical averages of observables

superpose intrinsic signal related to the equilibrium distribution of the studied system and spurious

historical (or phylogenetic) signal resulting from the structure underlying the data-generating

process. The naive application of inverse statistical physics techniques therefore leads to systematic

biases and an effective reduction of the sample size. To advance on the currently open task of

extracting intrinsic signals from correlated data, we study a system described by a multivariate

Ornstein-Uhlenbeck process defined on a finite tree. Using a Bayesian framework, we can disentangle

covariances in the data corresponding to their multivariate Gaussian equilibrium distribution from

those resulting from the historical correlations. Our approach leads to a clear gain in accuracy in

the inferred equilibrium distribution, which corresponds to an effective two- to fourfold increase in

sample size.

∗ Correspondence to: Pierre Barrat-Charlaix, pierre.barrat@unibas.ch
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I. INTRODUCTION

With the emergence of large, high-dimensional datasets for complex systems across

disciplines, methods of inverse statistical physics have seen rapidly growing interest during

the last years [1]. In the most standard setting, the data provide observational samples of the

“microscopic”degrees of freedom of the system under study – this can be biological sequences

[2, 3], firing patterns of neurons [4, 5], individuals in animal groups [6, 7], stock markets [8, 9]

etc. Within a static modeling approach, frequently based on the maximum-entropy principle

[10], data ~x are assumed to be generated independently from some unknown probability

distribution P (~x). This distribution describes the underlying interaction patterns between

the observed degrees of freedom, and has to be learned from data to unveil the rules governing

the system. In more rare cases where data correspond to observed time series, theoretical

and algorithmic development is much less advanced than for independent static data [1].

One of the biggest application areas of inverse statistical mechanics is the modeling of

biological processes. These applications are fuelled by the large amount of available data

resulting from the impressive progress in experimental techniques in biology. This is especially

visible in the case of biological sequences, with databases now harboring a vast amount of

high-quality DNA or protein sequences [11, 12]. A common idea in this context is that it is

possible to use characteristics of genes or organisms related by a common ancestry – called

homologous – to construct models of the selection acting on them. A successful example in this

regard is the representation of protein sequences by probabilistic models in the so-called DCA

method [2, 3]. The prototypical datasets in this context are multiple-sequence alignments

(MSA), with lines being a so-called homologous, i.e. evolutionarily related sequences, and

columns specific positions deriving from some common ancestral position [13]. The MSA

contains at least two kinds complementary information:

• Phylogenetic information: the distances between sequences carry information about

the evolutionary time since their common ancestor. Using phylogeny inference methods

[14, 15] we may reconstruct the evolutionary history of our dataset, represented by a

phylogenetic tree.

• Co-evolutionary information: positions in a sequence typically do not evolve indepen-

dently, but rather in a correlated way. This co-evolution carries important information
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about the selection forces acting on evolving entities. This fact has been extensively

studied in the case of protein sequences, and used to predict structure, mutational

landscapes or networks of interacting proteins [2, 3].

These two types of information are contained in two complementary features of the data:

phylogenetic inference is based on the comparative analysis of different sequences, while

co-evolutionary information is contained in the correlation of different columns of the MSA.

Modeling approaches using one type of information typically neglect the other one: inference

of phylogenies generally assumes that all positions in a sequence evolve independently, while

co-evolutionary models of proteins assume that sequences in the MSA are independently

distributed. This choice is motivated by the fact that taking the two types of correlations

into account, i.e. through time with phylogeny and accross trait values for co-evolution,

results in very hard inference procedures, cf. [16, 17]. However, this can lead to biases in

the model parameters: it has for instance been shown that phylogenetic relations between

protein sequences induce non-trivial correlations that are not related to protein function

[18, 19].

In this work, we consider the case of the inverse problem for high-dimensional data showing

hierarchical correlations due to a branching generating process. Our motivation for this

purely methodological study comes from the modeling of protein sequences discussed above,

but the underlying problem is much more general. Instead of sequences of discrete characters,

like amino acids or nucleotides, we may consider continuous phenotypic traits. The branching

process is not necessarily the phylogeny of species, but it may be the genealogy of populations

of the same species, or other branching processes like epidemics spreading or geographic

migration.

To address this problem, we use a simple and very general model for the temporal

evolution of correlated variables: a historically well-known way to represent such processes is

to use Ornstein-Uhlenbeck dynamics (OU), which models configurations as Gaussian vectors

evolving in a quadratic potential that represents selection forces [14, 20, 21]. OU processes

are commonly used in the field of phylogenetic comparative methods (PCM) [22, 23]. This

modeling approach is a priori limited to continuous traits, but could potentially be used for

protein sequences combined with a continuous-variable approximation, that has successfully

been used in the past [24–26]. In this context, the equilibrium distribution reached by the

OU process represents the probability distribution given by the DCA method, which can
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be used to predict non-trivial structural contacts in the protein fold, effects of amino-acid

mutations or even designing novel functional sequences [27–29].

In this work, we are interested in constructing an inference method for parameters of an

OU process from data correlated through a tree. Our approach is purely methodological,

and the data can represent any set of continuous phenotypic traits, e.g. from different

organisms, with the tree indicating the phylogenetic relations between data points. Inferred

parameters then represent the selection forces without biasing effects from the phylogeny.

The manuscript is divided as follows: we first review in section II the main characteristics

of the multivariate OU process. We then describe the setting of the inference problem that

we want to solve in section III A, propose a solution in sections III B and III C. Finally, we

present results obtained on simulated data in section IV, with the context of pairwise models

of protein sequences in mind.

II. THE MULTIVARIATE ORNSTEIN-UHLENBECK PROCESS

We consider a system characterized by L continuous degrees of freedom and whose state

is fully described by an L-dimensional vector ~x ∈ RL. These degrees of freedom can be

continuous phenotypic traits of some living organism, or the sequence of a gene or a protein if

a continuous approximation is made. At equilibrium, ~x is assumed to be normally distributed,

Peq(~x) =
1

Z(J)
exp

{
−1

2
~xTJ~x

}
, (1)

where J is the symmetric, positive definite coupling matrix and Z(J) =
√

(2π)L/ detJ is

the normalization constant; the means of all components of ~x are set to zero without loss

of generality. We are interested in inferring the coupling matrix from a given amount of

observed states ~x of the system. If these observations were independent from each other,

due to the simple Gaussian form of Eq. (1), J would simply be equal to the inverse of the

empirical covariance matrix of the data, written C = J−1.

However, we consider the case where observations are not independent. On the contrary,

they result from a dynamical process taking place during a finite amount of time, and different

data-points are therefore correlated to each other. This dynamical process is described below.

We suppose that the considered system evolves according to the following Langevin
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equation

γ−1 d~x

dt
= −J~x+ ~ξ(t). (2)

Here, ~ξ(t) is a vector of uncorrelated white noise, and γ−1 is the characteristic timescale

governing the dynamics. In short, Eq. (2) states that the system described by ~x undergoes

Brownian motion in a quadratic energy landscape characterized by the coupling matrix J .

We are not interested in ~x directly, but rather in its probability distribution P (~x| ~x0,∆t),

i.e. in the probability to find the system in state ~x knowing it was in state ~x0 some time ∆t

in the past. The Fokker-Planck equation corresponding to Eq. (2) is straightforward to write,

γ−1∂tP =

(
−

L∑
a,b=1

∂

∂xa
Jabxb +

L∑
a=1

∂2

∂x2
a

)
P, (3)

where the parenthesized expression on the right hand side is understood as an operator acting

on P . The solution to Eq. (3) is a multivariate normal distribution [30]:

P (~x| ~x0,∆t) =
[
(2π)N det Σ

]−1/2
exp

{
−1

2
(~x− ~µ)TΣ−1(~x− ~µ)

}
, (4)

where we introduce the matrices Σ and Λ as well as the vector ~µ as

Λ = e−γJ , ~µ = Λ∆t~x0, Σ = J−1(1−Λ2∆t). (5)

Eqs. (4) and (5) define a multivariate Ornstein-Uhlenbeck (OU) process.

Note that since matrix Λ is an exponential of J , it is symmetric, has strictly positive

eigenvalues and commutes with J . We also underline that Σ and ~µ depend on ∆t, although

this dependence is not explicitly written in our notation to make it less heavy. By taking

γ∆t� 1 and using the fact that J has strictly positive eigenvalues, one immediately recovers

Eq. (1), meaning that the OU process converges to the desired equilibrium distribution.

We can compute the joint distribution of two configurations ~x1 and ~x2 separated by a

time ∆t by multiplying Eqs. (1) and (4),

P (~x1, ~x2|∆t) = P (~x1| ~x2,∆t)× Peq(~x2)

∝ exp

{
−1

2

(
~xT1 Σ−1~x1 + ~xT2 Σ−1~x2 − 2~xT1 Λ∆tΣ−1~x2

)}
. (6)

This equation illustrates the time reversibility of the OU process. Indeed, the distribution is

symmetric in ~x1 or ~x2 and does not depend on which configuration came first.

Equation (6) allows for computing the joint covariance of the correlated equilibrium

configurations ~x1 and ~x2. The probability distribution in Eq. (6) is normal with an inverse
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covariance matrix defined by blocks: Σ on the diagonal and −Λ∆tΣ off-diagonal. By inverting

this block matrix, given that Λ and Σ commute and are invertible, one obtains the following

covariance:

〈~x1~x
T
2 〉∆t = Λ∆tJ−1 = Λ∆tC. (7)

Eq. (7) allows us to readily distinguish two regimes. Let us call ρa the eigenvalues of J . The

eigenvalues of Λ∆tC are then equal to ρ−1
a e−γρa∆t. Since all ρa are positive, the eigenvalues

of Λ∆tC vanish exponentially over time. The slowest timescale of exponential decay is set by

τ−1
c = γρmin, with ρmin being the smallest eigenvalue of J . Thus, for ∆t/τc � 1, ~x1 and ~x2

are uncorrelated. If this is verified for all pairs of observations ~xi and ~xj, the regime is that

of uncorrelated data – the inference of J can simply be performed by inverting the empirical

covariance matrix extracted from the data. Inversely, for ∆t/τc � 1, ~x1 and ~x2 are highly

correlated, defining a strongly correlated regime. It should be noted that for ∆t = 0, the

joint correlation matrix of ~x1 and ~x2 becomes non invertible, and Eq. (7) becomes irrelevant.

Actually, ~x1 and ~x2 coincide at that point, i.e. we have P (~x1, ~x2|∆t = 0) = Peq(~x1)×δ(~x1−~x2)

using the L-dimensional Dirac distribution.

III. METHODS

A. Statement of the problem

The problem discussed here is the inference of the probability distribution describing

samples that are hierarchically correlated by a tree, cf. Fig. 1. Formally, we assume that

the data consists of N real-valued vectors of length L, denoted {~xi} ∈ RL with i = 1, ..., N .

Taken individually, we assume that the ~xi are distributed according to Eq. (1), i.e. according

to a multivariate Gaussian of zero mean and covariance C. By construction, the equilibrium

covariance between any pair of elements of a given vector ~x = (x1, ..., xL) is given by the

inverse of the coupling matrix: 〈xaxb〉 − 〈xa〉〈xb〉 = Cab = (J−1)ab for all a, b ∈ {1, ..., L}.
This implies that inferring the coupling matrix defining the probability distribution amounts

to finding the equilibrium covariance matrix C.

However, this covariance cannot be directly measured as we consider observations that

are not independently distributed. Instead, the set of measured configurations {~xi}i=1,...,N is

the result of an Ornstein-Uhlenbeck (OU) process taking place on a tree T , as is illustrated

6



<latexit sha1_base64="OaAHj0HdshTlfLNLT8GAjCPa4ps=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48VrK20oWy2k3bpZhN2N8US+iu8eFAQr/4bb/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrW9sbhW3Szu7e/sH5cOjBx2nimGTxSJW7YBqFFxi03AjsJ0opFEgsBWMbmZ+a4xK81jem0mCfkQHkoecUWOlx+4YWfY07aleueJW3TnIKvFyUoEcjV75q9uPWRqhNExQrTuemxg/o8pwJnBa6qYaE8pGdIAdSyWNUPvZ/OApObNKn4SxsiUNmau/JzIaaT2JAtsZUTPUy95M/M/rpCa88jMuk9SgZItFYSqIicnse9LnCpkRE0soU9zeStiQKsqMzahkQ/CWX14lrYuqV6t63l2tUr/O8yjCCZzCOXhwCXW4hQY0gUEEz/AKb45yXpx352PRWnDymWP4A+fzB9iWkOg=</latexit>

~xr

<latexit sha1_base64="vwMNKsbODloToJZaLTtoTW20aG0=">AAAB8XicbVBNSwMxEM3Wr1q/qh69BIvgqWykoMeiF48VrK20S8mms21okl2SbLEs/RVePCiIV/+NN/+NabsHbX0w8Hhvhpl5YSK4sb7/7RXW1jc2t4rbpZ3dvf2D8uHRg4lTzaDJYhHrdkgNCK6gabkV0E40UBkKaIWjm5nfGoM2PFb3dpJAIOlA8Ygzap302B0Dy56mPdIrV/yqPwdeJSQnFZSj0St/dfsxSyUoywQ1pkP8xAYZ1ZYzAdNSNzWQUDaiA+g4qqgEE2Tzg6f4zCl9HMXalbJ4rv6eyKg0ZiJD1ympHZplbyb+53VSG10FGVdJakGxxaIoFdjGePY97nMNzIqJI5Rp7m7FbEg1ZdZlVHIhkOWXV0nrokpqVULuapX6dZ5HEZ2gU3SOCLpEdXSLGqiJGJLoGb2iN097L96797FoLXj5zDH6A+/zB3XRkKc=</latexit>

~x1
<latexit sha1_base64="vxZanYN5AD7kjSQfBKNg7/mw6rw=">AAAB8XicbVBNS8NAEJ34WetX1aOXYBE8laQU9Fj04rGCtZU2lM120i7d3YTdTbGE/govHhTEq//Gm//GbZuDtj4YeLw3w8y8MOFMG8/7dtbWNza3tgs7xd29/YPD0tHxg45TRbFJYx6rdkg0ciaxaZjh2E4UEhFybIWjm5nfGqPSLJb3ZpJgIMhAsohRYqz02B0jzZ6mvWqvVPYq3hzuKvFzUoYcjV7pq9uPaSpQGsqJ1h3fS0yQEWUY5TgtdlONCaEjMsCOpZII1EE2P3jqnlul70axsiWNO1d/T2REaD0Roe0UxAz1sjcT//M6qYmugozJJDUo6WJRlHLXxO7se7fPFFLDJ5YQqpi91aVDogg1NqOiDcFffnmVtKoVv1bx/btauX6d51GAUziDC/DhEupwCw1oAgUBz/AKb45yXpx352PRuubkMyfwB87nD3dWkKg=</latexit>

~x2

<latexit sha1_base64="MYTse1dhA8ws2ZLw34FwcVlfWb0=">AAAB8XicbVBNS8NAEJ34WetX1aOXYBE8lUQLeix68VjB2kobymY7aZfubsLuplhCf4UXDwri1X/jzX/jts1BWx8MPN6bYWZemHCmjed9Oyura+sbm4Wt4vbO7t5+6eDwQcepotigMY9VKyQaOZPYMMxwbCUKiQg5NsPhzdRvjlBpFst7M04wEKQvWcQoMVZ67IyQZk+T7kW3VPYq3gzuMvFzUoYc9W7pq9OLaSpQGsqJ1m3fS0yQEWUY5TgpdlKNCaFD0se2pZII1EE2O3jinlql50axsiWNO1N/T2REaD0Woe0UxAz0ojcV//PaqYmugozJJDUo6XxRlHLXxO70e7fHFFLDx5YQqpi91aUDogg1NqOiDcFffHmZNM8rfrXi+3fVcu06z6MAx3ACZ+DDJdTgFurQAAoCnuEV3hzlvDjvzse8dcXJZ47gD5zPH3jbkKk=</latexit>

~x3
<latexit sha1_base64="Qx+1ZnHRPtieQ7O8m/Yq11kAri8=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRiyepYG2lDWWznbRLd5OwuymW0F/hxYOCePXfePPfuG1z0NYHA4/3ZpiZFySCa+O6305hZXVtfaO4Wdra3tndK+8fPOg4VQwbLBaxagVUo+ARNgw3AluJQioDgc1geD31myNUmsfRvRkn6Evaj3jIGTVWeuyMkGVPk+5tt1xxq+4MZJl4OalAjnq3/NXpxSyVGBkmqNZtz02Mn1FlOBM4KXVSjQllQ9rHtqURlaj9bHbwhJxYpUfCWNmKDJmpvycyKrUey8B2SmoGetGbiv957dSEl37GoyQ1GLH5ojAVxMRk+j3pcYXMiLEllClubyVsQBVlxmZUsiF4iy8vk+ZZ1Tuvet7deaV2ledRhCM4hlPw4AJqcAN1aAADCc/wCm+Ocl6cd+dj3lpw8plD+APn8weh4pDE</latexit>

~xN
<latexit sha1_base64="FggbFKsWInwkAOb1Zw41Mkf1oTA=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0ikoMeiF48VrS20oWy2m3bpZhN2J0IJ/QlePCiIV/+QN/+N2zYHbX0w8Hhvhpl5YSqFQc/7dkpr6xubW+Xtys7u3v5B9fDo0SSZZrzFEpnoTkgNl0LxFgqUvJNqTuNQ8nY4vpn57SeujUjUA05SHsR0qEQkGEUr3buu26/WPNebg6wSvyA1KNDsV796g4RlMVfIJDWm63spBjnVKJjk00ovMzylbEyHvGupojE3QT4/dUrOrDIgUaJtKSRz9fdETmNjJnFoO2OKI7PszcT/vG6G0VWQC5VmyBVbLIoySTAhs7/JQGjOUE4soUwLeythI6opQ5tOxYbgL7+8StoXrl93ff+uXmtcF3mU4QRO4Rx8uIQG3EITWsBgCM/wCm+OdF6cd+dj0Vpyiplj+APn8wfiCY1b</latexit>...

<latexit sha1_base64="2jTvHlTlOY3prQldXq6ss/M+228=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mk0B4LXjy2YG2hDWWznbRrN5uwuxFK6C/w4kFBvPqPvPlv3LY5aOuDgcd7M8zMCxLBtXHdb6ewtb2zu1fcLx0cHh2flE/PHnScKoYdFotY9QKqUXCJHcONwF6ikEaBwG4wvV343SdUmsfy3swS9CM6ljzkjBorteWwXHGr7hJkk3g5qUCO1rD8NRjFLI1QGiao1n3PTYyfUWU4EzgvDVKNCWVTOsa+pZJGqP1seeicXFllRMJY2ZKGLNXfExmNtJ5Fge2MqJnodW8h/uf1UxM2/IzLJDUo2WpRmApiYrL4moy4QmbEzBLKFLe3EjahijJjsynZELz1lzdJ96bq1aqe165Vmo08jyJcwCVcgwd1aMIdtKADDBCe4RXenEfnxXl3PlatBSefOYc/cD5/AGoljSE=</latexit>n

<latexit sha1_base64="d287N8cTySoc2v5/h7C723Jv7B8=">AAAB7HicbVBNSwMxEJ34WetX1aOXYBHqpexKwR4LXjxWsLbQLiWbZtvQJLskWaEs/QtePCiIV3+QN/+N2XYP2vpg4PHeDDPzwkRwYz3vG21sbm3v7Jb2yvsHh0fHlZPTRxOnmrIOjUWseyExTHDFOpZbwXqJZkSGgnXD6W3ud5+YNjxWD3aWsECSseIRp8TmEqmpq2Gl6tW9BfA68QtShQLtYeVrMIppKpmyVBBj+r6X2CAj2nIq2Lw8SA1LCJ2SMes7qohkJsgWt87xpVNGOIq1K2XxQv09kRFpzEyGrlMSOzGrXi7+5/VTGzWDjKsktUzR5aIoFdjGOH8cj7hm1IqZI4Rq7m7FdEI0odbFU3Yh+Ksvr5Pudd1v1H3/vlFtNYs8SnAOF1ADH26gBXfQhg5QmMAzvMIbkugFvaOPZesGKmbO4A/Q5w/pRI3x</latexit>

a(n)

<latexit sha1_base64="4C+zd1/OZFQx1WKQRL7A1UGBe+Y=">AAAB+3icbVBNS8NAEN3Ur1q/Uj16WSxCBSmJFOyxoAePFawttCFstpt26WYTdidKif0pXjwoiFf/iDf/jds2B219MPB4b4aZeUEiuAbH+bYKa+sbm1vF7dLO7t7+gV0+vNdxqihr01jEqhsQzQSXrA0cBOsmipEoEKwTjK9mfueBKc1jeQeThHkRGUoeckrASL5d7l8zAQSDn8lzUpVnU9+uODVnDrxK3JxUUI6Wb3/1BzFNIyaBCqJ1z3US8DKigFPBpqV+qllC6JgMWc9QSSKmvWx++hSfGmWAw1iZkoDn6u+JjERaT6LAdEYERnrZm4n/eb0UwoaXcZmkwCRdLApTgSHGsxzwgCtGQUwMIVRxcyumI6IIBZNWyYTgLr+8SjoXNbdec93beqXZyPMoomN0gqrIRZeoiW5QC7URRY/oGb2iN+vJerHerY9Fa8HKZ47QH1ifP7mAk28=</latexit>

�tn,a(n)

observed  
(data    ) 

unobserved  
(ancestral)

<latexit sha1_base64="Gk/dEPa3ZfMryrVF4Z/JS3iR8do=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoAcPBT14rGBNoQ1ls920SzebsDsRSuiP8OJBQbz6d7z5b9y2OWjrg4HHezPMzAtTKQy67rdTWlvf2Nwqb1d2dvf2D6qHR48myTTjbZbIRHdCargUirdRoOSdVHMah5L74fhm5vtPXBuRqAecpDyI6VCJSDCKVvJ7jMr8dtqv1ty6OwdZJV5BalCg1a9+9QYJy2KukElqTNdzUwxyqlEwyaeVXmZ4StmYDnnXUkVjboJ8fu6UnFllQKJE21JI5urviZzGxkzi0HbGFEdm2ZuJ/3ndDKOrIBcqzZArtlgUZZJgQma/k4HQnKGcWEKZFvZWwkZUU4Y2oYoNwVt+eZX4F3WvUfe8+0ateV3kUYYTOIVz8OASmnAHLWgDgzE8wyu8Oanz4rw7H4vWklPMHMMfOJ8/4+yPuw==</latexit>D

FIG. 1. Schematic representation of a tree T underlying the data generating process. The process

starts at the root node r with a configuration ~xr sampled from Peq(~xr). The dynamics consist in

independent realizations of the OU process on all branches from ancestral nodes a(n) to child nodes

n over times corresponding to the branch length ∆tn,a(n), initialized in the ancestral configuration

~xa(n). The observable data only consist of configurations of the leaf nodes (grey circles in the figure),

while configurations of ancestral nodes remain unknown. There are no restrictions on the topology

of tree T and the length of the branches.

in Fig. 1:

• The process starts at the root node r with a state vector ~xr drawn from the equilibrium

distribution Peq.

• On each branch (n, a(n)) of length ∆tn,a(n) connecting node n with its ancestral node

a(n), the dynamics follow Eq. (2), starting from initial condition ~xa(n), and running for

time ∆tn,a(n). In other words, given the state ~xa(n) of the ancestral node, ~xn is sampled

from P (~xn| ~xa(n),∆tn,a(n)), see Eq. (4)

• As a consequence, OU processes on branches stemming from a common ancestral node

evolve independently, but from an identical initial condition.
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• Observed data vectors correspond to the states of the leaves of the tree at the end of

this process. The states of the internal nodes are not part of the observed data and

remain unknown.

This process is thought to represent the evolution of biological traits along a phylogenetic

tree, with the leaf nodes corresponding to traits observed in today’s species. Note that due to

the reversible nature of our OU process, the joint probability of any pair of leaf configurations

~xi and ~xj, with i, j ∈ {1, ..., N}, is given by P (~xi, ~xj|∆tij) (Eq. (6)), with ∆tij denoting the

total branch length of the path connecting i and j in the tree.

The OU process is characterized by the quadratic potential J = C−1 and the rate

γ. Hence, the joint statistics of the leaf configurations {~xi}i=1,...,N (i.e. the data) is fully

determined by C, γ, and the tree T . The aim of this work is to derive a method for inferring

the most likely values of C and γ given the knowledge of the data D = {~xi}i=1,...,N and the

underlying tree T . We consider here that both the topology and the branch lengths of T are

known.

This problem shows two notable extreme cases: The first one is the case where the

typical branch length of the tree is short compared to the timescales of the OU process.

As a consequence, leaf configurations are close to identical to the root, i.e. ~xi ' ~xr, and

the inference of C becomes impossible. The second one is the opposite case where the

typical branch length of the tree is long compared to the longest timescale of the OU process

τc. In this case, the configuration of a child node is close to independent from that of

its ancestor, and leaf configurations can be considered as independent samples from the

equilibrium distribution Peq. C can then be readily estimated by computing the empirical

covariance matrix. We are interested here in the intermediate regime where substantial

tree-mediated correlations between data make it impossible to simply estimate C with the

empirical covariance, but the depth of the tree introduces enough variability in the data for

one to hope of reconstructing the energy potential J .

We adopt a Bayesian inference approach by writing the probability of a given set of

parameters {C, γ} given the data {D, T } using Bayes’ equation

P (C, γ|D, T ) ∝ P (D|C, γ, T ) · P (C, γ), (8)

with the proportionality constant not depending on the parameters {C, γ}. Here, P (C, γ)

can be any arbitrarily chosen prior distribution. The difficulty in Eq. (8) lies in the estimation
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of the likelihood P (D|C, γ, T ), i.e. of the joint probability of the datapoints D = {~xi}i=1,...,N

for an OU process given by its parameters {C, γ} and the tree T . We detail the computation

of this probability in the following section.

B. Calculation of the likelihood

The joint distribution of two configurations ~x1 and ~x2 separated by time ∆t is given

by Eq. (6) and corresponds to a joint normal distribution. This means that the vector

~X = [~x1, ~x2], i.e. the concatenation of vectors ~x1 and ~x2, follows a normal distribution

with zero mean and variance described above in Eqs. (5). Of importance here is that this

property of the OU process can be extended to the joint distribution of any subset of nodes

in a tree. In other words, if we now define ~X = [~x1, . . . , ~xN ] to be the concatenation of all

configurations in our dataset D, we can write the distribution of ~X as

P ( ~X|C, γ, T ) =
(
(2π)LN det G

)− 1
2 exp

{
−1

2
~XTG−1 ~X

}
, (9)

where G is the joint covariance matrix and depends on the tree as well as on C and γ.

The joint covariance matrix is a matrix of dimension (L ·N)× (L ·N), built by N ×N
blocks of size L× L with entries

Gij(a, b) =
〈
xai x

b
j

〉
− 〈xai 〉

〈
xbj
〉
, i, j ∈ {1, ..., N}; a, b ∈ {1, ..., L}, (10)

where the (zero) marginals 〈xai 〉 and
〈
xbj
〉

are explicitly written for clarity. Each block Gij is

describing the connected correlations between two data vectors ~xi and ~xj , which are separated

by time ∆tij, resulting as the sum of all branch lengths of the path connecting i and j on

tree T . Because the OU process is time reversible, we can directly apply Eq. (7) and give all

blocks of G in closed form,

Gij =

C if i = j

Λ∆tijC otherwise,
(11)

using the (currently unknown) covariance matrix C of a single equilibrium vector ~x. We

remind here that Λ = e−γC
−1

depends only on γ and C, and commutes with C. As a direct

consequence, all blocks Gij commute with each other and with C.

Eq. (9) allows us to compute the log-likelihood of the data ~X as a function of ~X itself
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and of the joint covariance matrix. Indeed, taking its logarithm immediately gives

LD(G) = −1

2
log det G− 1

2
~XTG−1 ~X + const , (12)

but this expression is impractical for any numerical evaluation due to the large dimension of

G. However, the particular block structure of G described in Eq. (11) allows us to simplify

the expression. To do so, we first introduce the eigenvalues and eigenvectors {ρa, ~sa} of C−1,

where the index a runs from 1 to L and vectors ~sa are of dimension L. By definition, we

have ρa > 0 for all a. Using now Eq. (11), we immediately see that the vectors ~sa are also

eigenvectors of the individual blocks Gij with eigenvalues z(ρa,∆tij) where we introduced

z(ρa,∆tij) = ρ−1
a e−γρa∆tij . (13)

By convention, ∆tii = 0 and the diagonal blocks are thus included via z(ρa,∆tii) = ρ−1
a .

As the next step, we introduce N×N -dimensional matrices Ga, a = 1, ..., L, with elements

Ga
ij = z(ρa,∆tij) , 1 ≤ i, j ≤ N . (14)

In other words, for a given index 1 ≤ a ≤ L, Ga is the matrix built by replacing all blocks

of G by their respective ath eigenvalue. Matrices Ga are symmetric and have their own

eigenmodes, that we denote by {λka, ~uka}k=1,...,N .

To obtain the eigenmodes of the joint covariance matrix G as a function of the ~sa and

~uka, we construct the direct product of vectors ~sa and ~uka, defining vectors ~Ska of dimension

L×N :

~Ska = ~uka ⊗ ~sa
= [u1

ka · ~sa, . . . , uNka · ~sa].
(15)

The ith block vector of ~Ska will thus be written as ~Sika = uika · ~sa. We can now show that ~Ska

are eigenvectors of matrix G by considering the ith block vector of the product G · ~Ska:(
G · ~Ska

)i
=

N∑
j=1

Giju
j
ka · ~sa

=
N∑
j=1

z(ρa,∆tij)u
j
ka · ~sa

= (Ga · ~uka)i · ~sa
= λka(u

i
ka · ~sa)

= λka~S
i
ka .

(16)
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We have first used the fact that ~sa is an eigenvector of Gij, then the definition of Ga, and

finally the fact that ~uka is an eigenvector of Ga. This demonstrates that the eigenmodes

of G are
{
λka, ~Ska

}
with 1 ≤ k ≤ N and 1 ≤ a ≤ L. Since G is the covariance matrix of a

Gaussian distribution, we conclude the λka to be strictly positive. Interestingly, the definition

of ~Ska as a direct product between eigenvectors ~sa of the energy potential and eigenvectors

~uka reflecting the correlation structure mediated by the tree illustrates how these two types

of information are entangled in the covariance matrix of the data.

Note that this decomposition of the eigenvectors leads to a drastic decrease in computa-

tional complexity for diagonalizing G (at given C, γ and T ), and in consequence also for

calculating the likelihood according to Eq. (12), which depends on the inverse covariance

matrix G−1. Matrix G has linear dimension LN , so the numerical diagonalization or inversion

takes time O((LN)3). This is hardly achievable for systems of realistic length L of the state

vector, and sufficient number N of data points for model learning. Following the above

description, we need to first diagonlize C−1 (or equivalently C), which requires time of

O(L3), followed by inversion of the L matrices Ga, each one having linear dimension N . The

total time complexity therefore results in O(L3) + O(L · N3), and the calculation can be

easily achieved even on a standard PC. This observation is essential for inference, since we

need to redo this calculation for many realizations of C and γ, in order to find the ones

maximizing the likelihood given the data D and the tree T . As is shown in section SA 4,

this calculation simplifies even more when considering a fully balanced and homogeneous

tree. In this case, the matrices Ga commute and can be diagonalized simultaneously and

analytically for any value of ρa.

For the case of arbitrary trees, Eq. (12) can now be rewritten using the eigen-decomposition

of G:

LD(G) = −1

2

N∑
k=1

L∑
a=1

log λka −
1

2

N∑
k=1

L∑
a=1

λ−1
ka ( ~X · ~Ska)2

= −1

2

∑
k,a

log λka + λ−1
ka

(
N∑
i=1

uika~xi · ~sa
)2
. (17)

Eq. (17) expresses the likelihood as a function of ~uka, λka (resulting from the tree T and

given ρa) and ~sa (resulting from C). However, the definition of Ga in Eq. (14) makes clear

that its eigenmodes {λka, ~uka} depend only of the eigenvalues ρa of C−1, on γ, as well as of

the structure of the tree through the quantities ∆tij, although this dependence cannot be
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analytically expressed in a simple manner. This means that the likelihood in equation (17)

is in fact a function of {ρa, ~sa}, i.e. the eigenmodes of C−1, of the time scale parameter γ

and of the pairwise distances on the tree ∆tij.

C. Maximizing the likelihood

As stated at the beginning of this section, our main task is to find the equilibrium

covariance matrix C that maximizes the likelihood of the data. We also need to find the

optimal time scale γ. In Eq. ((17)), the likelihood is expressed as a function of γ and

{ρa, ~sa}, i.e. the eigenvalues and eigenvectors of C−1, either directly or through the quantities

{λka, ~uka}. We know attempt to maximize the likelihood with respect to the eigenmodes

{ρa, ~sa} and to the time scale γ.

In order to perform this optimization, we need to compute the gradient of the likelihood

with repsect to the eigenvectors {~sa}. Since C−1 is a symmetric matrix, its eigenvectors

form an orthogonal basis of the vector-space of dimension L and their components cannot be

changed independently. One possible parametrization for the {~sa} consists in using L(L−1)/2

scalar Eulerian angles {θαβ} with 1 ≤ α < β ≤ L [31, 32]. With the L eigenvalues ρa, this

results in L(L + 1)/2 independent values that fully parametrize the L(L + 1)/2 values of

C−1. A second possibility, that we have found faster in practice, is to express the matrix of

the {~sa} as the exponential of a skew-symetric matrix with L(L− 1)/2 independent values,

see section A 3 of the appendix. However, this parametrization does not allow a simple

analytical expression of the gradient of the likelihood, and we use it along with automatic

differentiation [33]. For this reason, we use the Eulerian angles below to express the gradient

of the likelihood.

As a first step, we need to compute the gradient of the likelihood LD(G) with respect to all

parameters {ρa, θαβ} and γ. To make explicit the dependences of eigenvalues and eigenvectors

of the matrices Ga on these parameters, we introduce the notation ~uk(ρa, γ) = ~uka and

λk(ρa, γ) = λka. Note that from the definition of Ga in Eq. (14), its eigenvalues and vectors

depend only on the eigenvalues of C−1 and not on its eigenvectors. In the same way, we will

now write G(ρa, γ) instead of Ga.

The gradient of the likelihood is obtained by differentiating Eq. (17) with respect to the
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parameters of interest. This gives us three equations:

∂L
∂ρa

= −1

2

N∑
k=1

∂λk∂ρa
λ−1
k −

∂λk
∂ρa

λ−2
k

(
N∑
i=1

uik~xi · ~sa
)2

+ 2λ−1
k

(
N∑
i=1

uik~xi · ~sa
)(

N∑
i=1

∂uik
∂ρa

~xi · ~sa
)}

,

(18)

∂L
∂θαβ

=
N∑
k=1

λ−1
k

(
N∑
i=1

uik~xi · ~sa
)(

N∑
i=1

uik~xi ·
∂~sa
∂θαβ

)
, (19)

and

∂L
∂γ

= −1

2

N∑
k=1

∂λk∂γ
λ−1
k −

∂λk
∂γ

λ−2
k

(
N∑
i=1

uik~xi · ~sa
)2

+ 2λ−1
k

(
N∑
i=1

uik~xi · ~sa
)(

N∑
i=1

∂uik
∂γ

~xi · ~sa
)}

,

(20)

The derivatives of ~uk(ρ, γ) and λk(ρ, γ) with respect to ρ can then be computed using the

following equations [34]:

∂λi(ρ, γ)

∂ρ
= ~uk(ρ, γ)T

∂G(ρ, γ)

∂ρ
~uk(ρ, γ) (21)

and
∂~uk(ρ, γ)

∂ρ
=
∑
l 6=k

(
~uk(ρ, γ)T

∂G(ρ, γ)

∂ρ
~ul(ρ, γ)

)
(λk(ρ, γ)− λl(ρ, γ))−1~ul(ρ, γ). (22)

Equivalent equations can be written for their derivatives with respect to γ.

The computation of the gradient of L for a given set of parameters {ρa, θαβ} then goes

as follows. For each eigenvalue ρa, we compute and diagonalize matrix G(ρa) to obtain its

eigenmodes ~uk(ρa) and λk(ρa). Using equations (21) and (22) and their equivalent form for

γ, we also numerically compute their derivatives with respect to ρa and γ. This gives us all

the quantities to estimate the gradient of L with respect to ρa using equation (18).

The optimization is performed by a quasi-Newton method [35]. Details are presented in

section A 5 of the apprendix.

IV. RESULTS

In order to evaluate our inference procedure, we generate artificial data corresponding to

the process described in section III A. We first build a balanced binary tree T with 29 = 512
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leaves. The length of each branch of T is chosen from a uniform distribution in the interval

[0, 1]. We also sample positive semi-definite coupling matrix J of size L× L with L = 4 or

L = 10, with entries normally distributed with mean µJ = 0.8 and σJ = 0.2.

In the case of statistical models of protein sequence, a major achievement is the ability of

pairwise models to predict contacts in the three-dimensional structure of the protein from

an inferred coupling matrix. In order to replicate this setting and to perform interaction

prediction, we randomly set to 0 off-diagonal elements of J with probability 0.7, resulting in

a sparsified coupling matrix of approximate density 0.3. Zero elements of J correspond to

variables that do not interact, in analogy to non-contacts in the case of an application to

protein sequences.

In order to investigate the different regimes of tree-induced correlation, we vary the

parameter γ around a reference timescale γd defined as follows:

γd =
1

∆tavρmin
(23)

where ∆tav is the average branch length separating two leaves of T . For γ � γd, leaf

configurations are on average well decorrelated, whereas for γ � γd all leaves will be strongly

correlated. By simulating data using different γ in the range [10−2, 2] · γd, we investigate

all relevant temporal regimes. For each value of γ, we then sample configurations of leaves

of T using the process described in section A 1 of the supplementary material. To avoid

statistical noise when assessing the quality of our inference, we repeat the sampling of leaf

configurations 100 times for each value of γ.

For each repetition of the sampling process, we perform our maximum likelihood procedure

and obtain an inferred covariance matrix Cmax. As a means of comparison, we also compute

the empirical covariance matrix Cemp as if leaf configurations were independent. Fig. 2 shows

the Pearson correlation between the real covariance matrix C = J−1 and the empirical or

inferred ones in the L = 4 case (similar figures for L = 10 are in Appendix A 6). As expected,

both methods perform well in the large γ limit with a correlation close to 1, and worse in the

low γ limit. In this latter case, correlations due to phylogeny are too strong for our maximum

likelihood method to pick up signal, and both methods perform equally poorly. However,

there exists an intermediate regime where Cmax is much closer to the actual correlation than

Cemp. In Fig. 3, we plot the relative l2-error between either covariance matrices in the left

panel or coupling matrices in the right panel. In both cases, our maximum-likelihood method
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results in a consistent improvement over the empirical estimator. However, the relative error

still reaches high values in the low γ regime, which is likely due to Cmax and Cemp being

close to singular in this case.
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FIG. 2. Pearson correlation between empirical /maximum-likelihood covariance matrices and the

true covariance matrix. The inset plot represents the ratio between the Pearson correlation for the

maximum-likelihood covariance matrix and the one for the empirical covariance matrix. Simulations

are performed for a tree of 512 leaves and system size L = 4.

An interesting way to illustrate the benefits of reconstructing the covariance matrix using

knowledge of the tree is to evaluate the gain in effective sample size. Intuitively, the use of

correlated samples reduces the information contained in the data, as compared to an equally

large dataset of i.i.d. configurations. It is therefore interesting to compare the accuracy of

our inferences with the accuracy obtained on smaller but i.i.d. samples. To do so, we report

in Fig. S5 the l2-error between true and empirical covariances computed from a i.i.d. samples

of variable sizes N . As expected, the error increases with decreasing values of N . We can

use this in turn to express values of the l2-error in correlated samples in terms of effective

i.i.d. sample sizes. For example, the error reached by Cemp for γ/γd ∈ [0.5, 1] and L = 4

corresponds to the one obtained for an i.i.d. sample of size ∼ 16, whereas it corresponds to

a sample of size ∼ 32− 64 for Cmax. Thus, our correction is equivalent to increasing by a

factor 2-4 the number of effective samples.

Finally, we assess the performance of our method in improving the prediction of the
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FIG. 3. Left:Relative l2-error between empirical or maximum-likelihood covariance matrices and the

true covariance matrix. Right:Relative l2-error between empirical /maximum-likelihood coupling

matrices and the true coupling matrix. Logarithmic scale is chosen for the y-axis because of large

values of the error at low γ. The inset in both panels show the ratio between the two errors.

network of interactions between the Gaussian variables {xa}. We consider that two variables

xa and xb interact if the corresponding entry in the coupling matrix is non-zero, that is

Jab 6= 0. Using the data, we predict these interactions by taking the largest n elements (in

absolute value) of the inferred coupling matrix, resulting in n predictions. The fraction TP/n

of these n predictions that correspond to non-zero entries in the true matrix (TP = true

positives) defines the positive predictive value (PPV). This problem is equivalent to the one

of predicting contacts in a protein structure

Fig. 4 shows the PPV as a function of the number of predictions for different values of γ

and L = 4 (see Fig. S10 for the L = 10 case). In this case, the coupling matrix only has

6 independent non-diagonal elements, and only 6 predictions can be made. Our correction

systematically outperforms the predictions from the empirical coupling matrix, with an

always larger PPV. This gain is negligible in the extreme regimes of very high γ, where

the prediction is close to identical to the one obtained with an i.i.d. sample, or very low γ,

where it is essentially random. It is however much larger in the intermediate regime, with a

significantly improved prediction in the region γ/γd ∈ [0.5, 1].
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FIG. 4. Quality of prediction of interactions for different values of γ and system size L = 4.

Interactions are defined as non-zero elements of the coupling matrix. In the L = 4 case, there are 6

possible interactions. Predictions are made by taking the largest elements (in absolute terms) of

the inferred coupling matrix. The PPV is the fraction of correctly predicted contacts for a given

number of predictions.

V. DISCUSSION

In this work, we proposed a method for inferring parameters of an Ornstein-Uhlenbeck

process using data that is correlated through an evolutionary tree. We kept a very general

setting in which data can in principle represent any set of continuous phenotypic traits or
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potentially discrete sequences if a continuous approximation is made. As such, our approach

is purely methodological, and does not directly investigate any particular application.

We showed that due to the Gaussian and time reversible nature of the OU process, it is

possible to write the joint covariance matrix of all data vectors in a simple way. The resulting

matrix G consists of block entries that represent covariances between pairs of leaves. The

dependence of these blocks on the coupling matrix J characterizing the OU process and

on the tree structure can be written explicitly. Interestingly, G only depends on the tree

structure through the pairwise path length ∆tij separating leaves along the tree.

We then proposed a way to compute the likelihood of the data given the tree and the

parameters of the OU process, namely the coupling matrix J and timescale γ. This method

relies on computing the eigenvalues and vectors of the joint covariance matrix in an efficient

manner. Indeed, it is possible to separate this calculation in two steps: the first in which

we perform the eigen-decomposition of the matrix J, and the second in which we compute

eigenvalues and vectors of matrices Ga that embed the tree structure. This reduces the

computational complexity from O(L3N3) for a naive inversion of G to O(L3) + O(LN3).

We also show that this method can be used to compute the gradient of the likelihood with

respect to parameters with the same complexity. This makes the problem of inferring J

amenable to maximum likelihood methods using a gradient ascent approach.

Finally, we showed that this process gives encouraging results on simulated data, with

a more accurate reconstruction of parameters than if empirical estimation was performed.

These simulations highlight the fact that this method is only useful in the intermediate regime

of phylogenetic correlations. If the timescale γ characterizing the branch lengths of the tree

is too large, correlation of data points through the tree is weak and an empirical estimation

performs well. On the other hand, a very low γ results in strong phylogenetic biases that

make recovering J impossible, basically due to a strong reduction of the information in a

too redundant dataset. However, in an intermediate regime where intrinsic and historical

correlations in the dataset coexist, our tree-aware re-construction of J results in clear benefits

over a tree-unaware empirical estimation.

A limitation of our approach remains the long computational time. Even with the efficient

computation of the gradient, it was necessary to use small system sizes, L = 10 at most, to

repeat our inference process many times with simulated data in a reasonable time. For this

reason, the framework proposed here is limited to a small number of variables. In this respect,
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it is interesting to note that a different manner of computing the likelihood developed in

[23] and based on Gaussian integrations on every branch of the tree results in an asymptotic

complexity of O(NL3).

Although our method can in principle be used for any set of traits, a major motivation in

developing it is its potential application to model of proteins sequences. Several results in

the last years have shown that selection forces shaping the evolution of protein sequences are

well described by a pairwise potential. The estimation of this potential is performed using

homologous sequences, and is therefore biased by the phylogenetic relations between these

sequences. Results presented here are a first step in disentangling effects due to phylogeny

from effects due to selection in a principled way.

However, there remain several challenges in using this framework for protein sequences.

First, the computational power required to process actual sequences is much larger than

what was needed for the small simulated systems presented here. As an example, a protein

of length L = 100 will be represented by q × 100 = 2000 Gaussian variables, where q = 20 is

the number of amino acids. This is of course much larger than the L = 10 system used as an

example to test our approach.

A second question is the capacity of a continuous variable approximation, necessary when

using Ornstein-Uhlenbeck dynamics, to represent dynamical properties of the landscape

protein sequences evolve in. This type of approximation has been successfully used before,

but in quite different contexts [24–26]. Its use in the context of modelling the evolutionary

dynamics of protein sequences remains an open question.
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Appendix A: Description of technical details

1. Generating artificial data

We are interested in the case where the dynamics of the L-dimensional Ornstein-Uhlenbeck

process takes place on a tree. For example, if configurations {~x} represent quantitative traits

of some organisms, the tree can represent the genealogy or phylogeny of these organisms.

Therefore, to generate our datasets, we have to be able to simulate the OU process on a tree.

In practice, given a rooted tree such as the one shown in Fig. 1 of the main text, we want to

sample a configuration ~x for every node in such a way that Eq. (6) holds for every pair of

nodes, with time ∆t being the path length connecting the nodes along the tree.

We use a simple methodology to achieve this. First, note that given an arbitrary configu-

ration ~x0 and a time ∆t, we can generate a new configuration ~x distributed according to the

propagator Eq. (4) by exploiting the transformation

~x = Λ∆t~x0 + Σ1/2~η , (A1)

where Λ and Σ are defined in Eq. (5), and ~η is a vector of uncorrelated variables drawn

individually from the normal distribution N (0, 1). Moreover, if ~x0 is distributed according

to the equilibrium distribution Eq. (1), then ~x and ~x0 are distributed according to the joint

distribution Eq. (6) describing two equilibrium configurations at finite time difference. Note

that Eq. (A1) is quite different from the Langevin Eq. (2), which describes the instantaneous

dynamics of ~x in the potential given by J , and which could also be simulated in more

complicated situation where no analytical expression for the propagator can be derived.

Given any already sampled internal node in the tree, Eq. (A1) allows to emit a configuration

for each of its child nodes. To sample the whole tree, we first draw the root configuration ~xr

from the equilibrium distribution Eq. (1). By recursive applications of Eq. (A1), we then

simply work our way down the tree until all leaves are sampled. Only the configurations at the

leaves form the data set, and the internal configuration remain hidden to our model-learning

task.
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2. Initializing parameters

a. Eigenvalues and eigenvectors of C−1

We initialize the covariance matrix using the empirical one:

Cemp =
1

N

N∑
i=1

~xi · ~xTi .

Its eigenmodes {ρ0
a, ~s

0
a } determine the starting point of the optimization. A suitable

parametrization of ~s 0
a in terms of generalized Eulerian angles or a skew symmetric ma-

trix is described below in Sec. A 3.

b. Time scale parameter γ

The optimization also requires that we initialize the time scale γ. For coherence with the

last section, we need to find the optimal γ given the data X, the tree, and the OU process

defined by the empirical covariance matrix.

The probability distribution P for the configurations of two leaves ~xi and ~xj separated by

time ∆tij is given by Eq. (6) of the main text. With this distribution we can analytically

calculate the average of the scalar product ~xTi · ~xj of two equilibrium configurations at given

time separation:

〈~xTi · ~xj〉P =
L∑
a=1

〈xai xaj 〉P . (A2)

The covariance 〈xai xaj 〉P of two observations separated by time ∆tij is given by Eq. (7). Using

this, we find

〈~xTi · ~xj〉P =
L∑
a=1

(
Λ∆tijC

)
aa

= Tr
(
Λ∆tijC

)
=

L∑
a=1

ρ−1
a e−γρa∆tij . (A3)

Having initialized the covariance matrix C with its empirical value, we know the values

of all members of the r.h.s. of Eq. (A3) except the one of γ. To find an initial value of

γ which is consistent with the data and the empirical covariance matrix for all pairs of
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data configurations i < j, we search for one that best explains the observed scalar products

between configurations. We thus define γ0 to be the argument minimizing the functional

F (γ):

F (γ) =
∑

1≤i<j≤N

[
~xTi · ~xj −

L∑
a=1

ρ−1
a e−γρa∆tij

]
. (A4)

Since F depends on a single scalar parameter, it is straightforward to minimize it and thereby

to initialize γ to an empirically reasonable value.

3. Parametrizations of eigenvectors

a. Parametrization using generalized Eulerian angles

The idea is to write the base vectors ~sa as columns of an orthogonal matrix T , and to

parameterize this matrix in terms of L(L−1)/2 independent variables θpq with 1 ≤ p < q ≤ L.

These parameters are called generalized Eulerian angles, since they generalize Eulerian angles

to L > 3.

To construct this matrix we start from a rotational transformation in a two-dimensional

subspace of an L-dimensional space. It is given by an L-dimensional matrix of the form

apq =



1

1

cos θpq sin θpq

1

− sin θpq cos θpq

1


, (A5)

where all diagonal elements are unity except for the diagonal elements in the pth and the

qth column, which equal cos θpq. All off-diagonal elements are zero except for the one

corresponding to the intersection of the pth row and the qth column, which is sin θpq, and

that on the intersection of the qth row and the pth column, which equals − sin θpq. There are

L(L− 1)/2 matrices of this form, corresponding to all choices of p and q with 1 ≤ p < q ≤ L.

An arbitrary L-dimensional orthogonal matrix T can be represented as a product of

these L(L− 1)/2 orthogonal matrices with appropriate values of the L(L− 1)/2 independent

parameters θpq. Ref. [31] exposes a recursive algorithm to efficiently perform the matrix

25



multiplication, as well as the construction of the derivatives of T with respect to parameters

θpq. The main equations are presented below.

The matrix multiplication can be done by a sequence of L steps implied by the following

recurrence relations where n goes from 1 to L:

T = T (L), (A6)

T (n) = A(n)t(n), (A7)

t(n) =

 T (n−1) 0

0 I

, (A8)

T (1) = 1, (A9)

A(n) = an,n an−1,n . . .a2,n a1,n, (A10)

where the an,m matrices are defined by (A5) for n 6= m, and an,n is the identity matrix of

dimension n.

The recurrence equations given by (A7), can be explicitly written as

T
(n)
kl = cos θkn · t(n)

kl − sin θkn · z(n)
kl with k, l = 1, ..., n (A11)

where

z
(n)
kl =

δln for k = 1

sin θk−1n · t(n)
k−1l + cos θk−1n · z(n)

k−1l for k = 2, ..., n
(A12)

with θnn = π/2.

Thus, if T (n−1) is given, we find t(n) from equation (A8). Then from elements t
(n)
kl we get

z
(n)
kl using (A12) and finally from z

(n)
kl and t

(n)
kl we obtain T

(n)
kl .

Therefore eigenvectors ~sa can be chosen as ath column of matrix T :

ska = T (L)
.,a = cos θkL · t(L)

ka − sin θkL · z(L)
ka for k = 1, .., L (A13)

Determination of parameters for a given matrix
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To use this expression, we still need to determine parameters θ given an orthogonal matrix

T , such that all equations

Tij(θ) = Tij (A14)

are satisfied. This system of nonlinear transcendental equations cannot be solved algebraically.

However, it is possible to overcome this issue finding the set of θ which minimize the square

distance between the target and the parametrized matrices:

θ̂ = argminθ
∑
i<j

[Tij − Tij(θ)]2 . (A15)

This is useful when we initialize parameters θ for the matrix formed by the eigenvectors of

the empirical covariance matrix.

Derivatives with respect to the angular parameters

To compute the derivatives of T with respect to the angular parameters θpq we first note

that it is possible to rewrite the recurrence step of equation (A7) as the following matrix

product

T (L) = B(L)B(L−1) · · ·B(3)B(2) (A16)

where

B(n) =

A(n) 0

0 I(L−n)

 (A17)

is block diagonal, A(n) was defined by Eq. (A10) and I(L−n) is unit matrix of (L − n)

dimensions.

From the definition of A(n) we note that the terms θpq for p = 1, 2, ..., q − 1 only occur in

the factor B(q) of equation (A16). This allows to write the derivative of T with respect to

θpq as the matrix product:

∂T

∂θpq
= B(L)B(L−1) · · · ∂B

(q)

∂θpq
· · ·B(3)B(2) (A18)

where

∂B(q)

∂θpq
=

 ∂A(q)

∂θpq
0

0 0

 (A19)
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Therefore the calculation of the derivative of T could be done with the following three

steps:

1. Calculate the product B(q−1)B(q−2) · · ·B(3)B(2)

2. Calculate

∂B(q)

∂θpq
B(q−1) · · ·B(3)B(2) =

 ∂T (q)

∂θpq
0

0 0

 (A20)

3. Calculate

∂T

∂θpq
= B(L)B(L−1) · · ·B(q+1)

 ∂T (q)

∂θpq
0

0 0

 (A21)

The q− 3 recurrence steps for step 1 can be carried out using the same recurrence scheme

described before for matrix T construction. For step 2, we need to evaluate

∂T (q)

∂θpq
=


− sin θpqσ

(q)
kl k > p

− sin θpqt
(q)
kl − cos θpqz

(q)
kl k = p

0 k < p

(A22)

where the quantities

σ
(q)
kl =

∂z
(q)
kl

∂θpq
(A23)

can be obtained from (A12). Finally for step 3 we follow L− q recurrence steps described

by equations (A11) and (A12) with the two exceptions:

z
(n)
1l = 0 1 ≤ l < n (A24)

z
(n)
k+1,n = 0 1 ≤ k ≤ n− 1 (A25)

b. Parametrization in term of the exponential of a skew-symmetric matrix

The exponential of a skew-symmetric matrix X = −XT is a special orthogonal matrix :

S = exp(X). (A26)

This is simply shown by the fact that exp(X)T = exp(XT ) = exp(−X) = exp(X)−1 and

det(S) = exp (TrX) = 1 since TrX = 0 for a skew-symmetric matrix. Furthermore, it is
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always possible to obtain a skew-symmetric matrix X from a special orthogonal matrix S

by inverting the exponential relation, X = logS [32].

The advantage of expressing S in this form is that X has L(L− 1)/2 entries that can be

varied independently. This allows us to perform the optimization over L(L−1)/2 independent

parameters, with derivatives with respect to the independent entries of X being defined by

∂S

∂Xjk

= lim
h→0

1

h

(
exp(X + hEjk)− exp(X)

)
(A27)

where Ejk for j > k is defined as a skew-symmetric matrix that has only two nonzero entries

in positions (j, k) and (k, j):

Epq
jk = δpjδqk − δpkδqj (A28)

It is not possible to give a simple analytical form to Eq. (A27). However, since S is

obtained through a simple algebraic expression (Eq. (A26)), it is possible to compute its

derivative with respect to entries of X through automatic differentiation techniques [36]. We

implemented this process using the Julia package Zygote.jl [33].

4. Homogeneous and fully balanced tree

Let’s assume that the tree is binary, symmetric and completely homogeneous with all

branches having the same length ∆t. As an example, the covariance matrix for such a tree

with K = 2 levels with branching and four leaves is

G =


C CΛ2∆t CΛ4∆t CΛ4∆t

CΛ2∆t C CΛ4∆t CΛ4∆t

CΛ4∆t CΛ4∆t C CΛ2∆t

CΛ4∆t CΛ4∆t CΛ2∆t C

. (A29)

The associated matrix Ga = z(ρa, γ,∆t) defined in Eq. (A29) becomes

Ga = ρ−1
a


1 e−2γρa∆t e−4γρa∆t e−4γρa∆t

e−2γρa∆t 1 e−4γρa∆t e−4γρa∆t

e−4γρa∆t e−4γρa∆t 1 e−2γρa∆t

e−4γρa∆t e−4γρa∆t e−2γρa∆t 1

. (A30)

Matrices such as the one in (A30) are called hyper-geometric. For dimensions 2K , they

have K + 1 different eigenvalues given by:
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λk(ρa, γ) = ρ−1
a ∗

1 +
∑k−1

l=1 2l−1e−2lγρa∆t − 2k−1e−2kγρa∆t, for k ∈ [1, K]

1 +
∑K

l=1 2l−1e−2lγρa∆t, for k = K + 1
(A31)

where λK+1 ≥ λK · · · ≥ λ1. For k < K + 1, the degeneracy of eigenvalue λk is dk = 2K−k.

The associated eigenvectors are independent of the parameter ρa and reflect the events in

the phylogenetic tree. Each eigenvector ~uk of length 2K captures the duplication events in

the (K + 1− k)st generation:

~uk =


(

2k−1︷ ︸︸ ︷
1, . . . , 1,

2k−1︷ ︸︸ ︷
−1, . . . ,−1︸ ︷︷ ︸
Q

, 0, . . . , 0)
⋃

Γ(uk), for k ∈ [1, K]

(1, 1, 1, . . . , 1, 1, 1), for k = K + 1

where Γ(~uk) represents the dk combinations obtained by shifting the block of length

Q = 2k, generating all eigenvectors corresponding to the eigenvalue λk. The eigenvectors are

orthogonal to each other, and can be normalized and arranged horizontally into a matrix U .

To compute the gradient of the likelihood, derivatives of λk(ρa, γ) with respect to ρa and

γ can be directly obtained from expression (A31).

5. Optimization scheme

The proposed inference scheme was transformed into a multidimensional nonlinear opti-

mization problem for which we can compute the gradient of the optimized quantity L. To

solve it, we used a variant of the quasi-Newton methods (QNM). The main feature in QNM

when compared to standard Newton method is that the Hessian matrix H is approximated

instead of computed exactly. When maximizing the likelihood L with respect to parameters

~θ, the direction of the change of parameters ∆~θ is determined by

∆~θ = Ĥk∇L(~θk),

where ~θk and Ĥk respectively represent the parameter values and the approximation of

the Hessian at the k-th iteration. Various QNMs differ in their approximation of the Hessian

matrix. We used the LBFGS variant which chooses Ĥk as a positive definite matrix where
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Ĥk+1 = Ĥk +
yky

T
k

yk∆θk
− Ĥk∆θk(Ĥk∆θk)

T

∆θTk Ĥk∆θk
with yk = ∇L(~xk + 1)−∇L(~xk).

Implementation of the method was done using NLopt package [35] .

6. Supporting figures
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FIG. 5. Relative l2-error between the empirical covariance matrix calculated from an i.i.d. sample

and the true covariance matrix, for system sizes L = 4 and L = 10. The dashed vertical line

corresponds to the number of leaves of the tree used in the simulations.
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FIG. 6. Inferred γ values as a function of real γ, for system size L = 4. γemp is the value obtained

by the process described in section A 2 of the appendix. γmax is the value inferred by the maximum-

likelihood calculation. The inset represents the ratio of both inferred parameters γemp or γmax to

the real γ.

0.0 0.5 1.0 1.5 2.0
/ d

0.2

0.4

0.6

0.8

1.0

P
ea

rs
on

 c
or

r.(
pc

)

Cemp

Cmax

0.0 0.5 1.0 1.5 2.0
/ d

1.0

1.2

1.4

1.6

pc
m

ax
/p

c e
m

p

FIG. 7. Pearson correlation between empirical /maximum-likelihood covariance matrices and the

true covariance matrix, the inset plot represent the ratio between the person correlation for the

maximum-likelihood covariance matrix and the one for the empirical covariance matrix.
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FIG. 8. Inferred γ values as a function of real γ, for system size L = 10. γemp is the value

obtained by the process described in section A 2 of the appendix. γmax is the value inferred by the

maximum-likelihood calculation. The inset represents the ratio of both inferred parameters γemp or

γmax to the real γ.
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coupling matrices and the true coupling matrix. Logarithmic scale is chosen for the y-axis because
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For system size L = 10.
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FIG. 10. Quality of prediction of interactions for different values of γ and system size L = 10.

Interactions are defined as non-zero elements of the coupling matrix. In the L = 10 case, there are

45 possible interactions. Predictions are made by taking the largest elements (in absolute terms) of

the inferred coupling matrix. The PPV is the fraction of correctly predicted contacts for a given

number of predictions.
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