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CONTINUOUS-STATE BRANCHING PROCESSES WITH COLLISIONS:
FIRST PASSAGE TIMES AND DUALITY

CLEMENT FOUCART AND MATIJA VIDMAR

ABSTRACT. We introduce a class of one-dimensional positive Markov processes generalizing
continuous-state branching processes (CBs), by taking into account a phenomenon of random
collisions. Besides branching, characterized by a general mechanism W, at a constant rate in time
two particles are sampled uniformly in the population, collide and leave a mass of particles gov-
erned by a (sub)critical mechanism . Such CB processes with collisions (CBCs) are shown to
be the only Feller processes without negative jumps satisfying a Laplace duality relationship with
one-dimensional diffusions on the half-line. This generalizes the duality observed for logistic CBs
in Foucart [18]. Via time-change, CBCs are also related to an auxiliary class of Markov processes,
called CB processes with spectrally positive migration (CBMs), recently introduced in Vidmar
[52]. We find necessary and sufficient conditions for the boundaries 0 or co to be attracting and
for a limiting distribution to exist. The Laplace transform of the latter is provided. Under the
assumption that the CBC process does not explode, the Laplace transforms of the first passage
times below arbitrary levels are represented with the help of the solution of a second-order differ-
ential equation, whose coefficients are given in terms of the Lévy-Khintchine functions ¥ and V.
Sufficient conditions for non-explosion are given.

1. INTRODUCTION

1.1. Motivation. Imagine a set of particles evolving according to the following two rules: branch-
ing occurs at random, and whenever a particle splits (dies), it begets k € Z, := {0,1,...} new
particles with probability p,(k). In the time interval (¢,t + At), the probability for a branching of
any given particle to occur is of order bAt + o(At). Multiple branching events occur in this time
interval with probability o(At). Particles are also allowed to collide. Whenever a collision between
two particles occurs, the pair is replaced by k + 1 new particles with probability p.(k), k € Z.
The average number of particles left after a collision is assumed to be less than or equal to two:
> kez. kpe(k) < 1. The probability of a single collision to occur for any given pair of individuals
during (¢,t 4 At) is of order cAt + o(At), and for multiple collisions it is o(At). All collisions and
branching events are assumed to occur independently from each other. The infinitesimal generator
L of the continuous-time Markov chain recording the number of particles then takes the form

n o oo

1) = () 32 (Pt b= 1) = ) pulh) 400 3 (7008 = 1) = £0) )
k=0 k=0

for bounded f : Zy — R and n € Z;, with (}) = 0 if n € {0,1}. Processes with generator £

have been considered by Chen et al. in [6, 7, 8], and they recently reappeared in the works of

Gonzélez-Casanova et al. [23] and Berzunza Ojeda and Pardo [2]. The study in the two latter

works makes use of a moment-duality relationship with some generalized Wright-Fisher diffusions.
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2 CLEMENT FOUCART AND MATIJA VIDMAR

Our aim is to introduce and initiate the study of the continuous-state space counterparts of
these processes and to shed light on some new duality relationships with certain diffusions on
the positive halfline whose drift and diffusion functions are of the Lévy-Khintchine form. We
adopt here the terminology collision coined in [8]. The terms negative cooperation or pairwise
interactions are also used in the literature.

1.2. A stochastic equation. In order to explain how collisions are encoded in the continuous-
state space setting we shall work in Dawson and Li’s framework of SDEs; see [11], and consider the
following generalisation of the stochastic equation solved by a continuous- state branching process
(CB) with branching mechanism ¥ (a CB(¥)), for a starting value z € [0, c0)

Z, = z+0/\/_dB +b/st+//S/ AN (ds, du, dh) + /// hN (ds, du, dh)
+a/ZSdWS——/Z§ds+// / / hM(ds, duy, dugy, dh). (1.1)
0 2 0 0 J0 0 0

In (1.1) we adhere to the convention that the lower delimiters are excluded from the integration,
while the upper delimiters are included (except for oo, which is of course excluded). The individual
ingredients of (1.1) are specified as follows.

The first line in Eq. (1.1) represents the branching dynamics and forms the classical stochastic
equation solved by a CB (without the need for a finite first moment, see e.g. Ji and Li [29, Theorem
3.1]): the parameters b € R, 0 € [0,00) are the diffusive coefficients, B is a Brownian motion,
finally NV'(ds, du, dh) is an independent Poisson random measure on [0, 00)? X (0, 00) with intensity
dsdum(dh), m being a measure on (0,00) satisfying [;° 1 A h?m(dh) < co (a Lévy measure) and
N stands for the compensated random measure, N (ds,du,dh) := N (ds, du,dh) — dsdur(dh).’
Heuristically, prior to an atom of time ¢ of A/, an individual u is chosen uniformly in [0, Z;,_] and
reproduces or dies. The branching part is governed by the Lévy-Khintchine function

2

U(z) = %xQ — bx —I—/ (e — 1+ zhlp<yy) ©(dh), =z € [0,00). (1.2)
0

The second line in Eq. (1.1) represents collisions: again the parameters a € [0, 00), ¢ € [0, 00) are
the diffusive coefficients, W is a Brownian motion, finally M(ds, duy, dus,dh) is an independent
Poisson random measure on [0, 00)? x (0, 00) with intensity dsdu;dusn(dh), n being a Lévy measure
on (0, 00) satisfying [~ h A h*n(dh) < co. The stochastic drivers (B, N') and (W, M) are defined
under a common probability P and are independent of one-another, i.e. collisions are independent
of the branching. Heuristically, prior to an atom of time t of M, two individuals u; and wus
are picked uniformly in the population, they collide and are replaced by an amount h of new
individuals. The collision part is governed by the Lévy-Khintchine function

2 0
N(z) = %5132 + g:c —|—/ (e —1+zh)n(dh), =€ [0,00). (1.3)
0
We assume the collision mechanism ¥ is subecritical or critical (i.e. ¥'(0+) = § > 0, which

dovetails with >, ., kp.(k) <1 above) but not zero. Thus collisions are either diminishing the
number of individuals or keeping it the same on average. One might expect some phenomenon of
regulation of the population size when the latter reaches large values. Collisions may for instance
prevent or not the growth of the population induced by supercritical branching dynamics.

We stress that the compensated versions of the Poisson random measures M (ds, duy, dus, dh)
and N (ds,du, dh), the latter on h € (0, 1], are used in (1.1). The two stochastic integrals with

1Also in the continuation of this text M will always designate the compensated measure of M, whatever the
Poisson random measure M may be.
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respect to the independent Brownian motions in (1.1) can be rewritten respectively as follows:

t t t t
/ V Z,dB, = / / B(ds, du) and / Z AW, = / / W (ds, duy, dus,),
0 0 [0,Z5] 0 0 [0,Z:]x[0,Z5]

with B(ds,du) and W (ds, duy, dus) independent Gaussian time-space white noises on (0,00) x
(0,00) and (0,00) x (0,00)? based on the Lebesgue measures dsdu and dsdu;dus, respectively.
This allows one to interpret also both diffusive parts in terms of branching and collision. We refer
to Li and Ma [40, page 940] for the representation of the Feller’s branching diffusion part with
the white-noise B(ds, du), see also Pardoux [44, Section 4.1] and El Karoui and Méléard [13] for
a more general framework.

1.3. Highlights. The structure of continuous-state branching processes with collisions (CBCs) is
of specific theoretical interest, since, as we shall see, they form a class of Markov processes with
no negative jumps, whose long-term behavior and first passage times can be linked in a dual way
to those of certain one-dimensional diffusions. We give now a brief panorama of this.

Once unique existence of CBC(X, ), minimal solution to the stochastic equation (1.1), has
been established, we study three classical problems for this process. First, in Theorem 2.3, we give
necessary and sufficient conditions on the branching and collision mechanisms for the CBC(Z, )
process to converge as time goes to infinity towards its boundaries 0 or oo with positive probability
(attracting boundaries). We next work under the assumption that the CBC(X, W) process does not
explode (for which sufficient conditions will be given in Proposition 2.6) and obtain, see Theorem
2.8, a representation of the Laplace transform, at argument 6 € (0,00), of the first passage time
below a given level with the help of an increasing positive function hg, solution h € C*((0,00)) to
the second-order linear differential equation

Gh:=Xh" + (X' 4+ W)W = 6h on (0,0). (1.4)

Fundamental results of Feller, see [15, 16, 17], on equations of the type (1.4) apply and allow one
for instance to understand h in terms of the first passage time of a diffusion V' with generator ¢. In
particular, we identify in Theorem 2.11 the law of the extinction time of the CBC(X, ¥) started
from z with that of the explosion time of V' started from an independent exponential random
variable with parameter z. Lastly, we find necessary and sufficient conditions on the mechanisms
Y and VU for the CBC(X, ¥) to have a limiting distribution, in which case we procure an explicit
formula for its Laplace transform, see Theorem 2.14.

An important feature of CBCs lies in the fact that their generator % satisfies a Laplace duality
(also called exponential duality) with the diffusion generator .« given by, for g € C?([0, 00)),

g :=%g"— Vg on [0,00); (1.5)

namely, for {z, z} C [0, 00),
gze—xz _ %6—%2

(the subscripts in the operators indicate which variable they are acting on). When the CBC(X, ¥)
process Z := (Z;,t > 0) does not explode we will establish that also its semigroup satisfies a
Laplace duality relationship; to wit, for {¢,x, 2z} C [0, 00):

E.[e~%] = B, [e],

U being the diffusion on [0, c0) with 0 an absorbing state and generator <7 (U, as it emerges, does
not explode [either]), see Proposition 2.18. Conversely, it will be established in Theorem 2.21 that
under a mild assumption on the domains of their generators, CBCs are the only positive Feller
processes with no negative jumps and zero an absorbing state, whose generators are in Laplace
duality with those of one-dimensional diffusions.
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The generator &7 of (1.5) in turn is in so-called Siegmund duality with the generator ¢ of
(1.4). Under certain conditions, which shall be specified later on, and which entail that Z does
not explode, we get it again at the level of the semigroups: for t € [0, 00) and {z,y} C (0,0),

]P)z<Ut < y) = ]P)y(‘/t > .1'),

see Siegmund [51], Cox and Résler [10], [19, Section 6] and the forthcoming Proposition 2.20. It
will emerge (Remark 6.3) that under the assumption of non-explosion of the CBC the boundary
0, like 0o, of U is also never regular, and in that case there is therefore in fact no need to stipulate
boundary conditions for U and V.

The preceding duality relationships explain somehow why the study of the boundaries of Z
is linked to those of the processes U and V' (for which the general theory of diffusions applies).
At the level of the semigroups they will actually be used mainly for studying the existence of
the limiting distribution of Z and for its characterization. At the level of the generators they lie
however at the core of our study for all CBCs, and are summarized by the following diagram, in
which, for the reader’s convenience, we also note the corresponding processes:

(Z, 3) Laplace dual (U, %) Siegmund dual (‘/’ g)
The reader is referred to Kurt and Jansen’s survey [28] for a recent general account of duality.

1.4. Literature overview and available examples. Attention has recently been paid to the
role of duality in the study of eigenfunctions of generators, see for instance Griffiths [24], Foucart
and Mohle [20] and Redig and Sau [48]. We should also like to point out that there is a rela-
tively vast and developing literature on exit problems of Markov processes with one-sided jumps
to which our study can be connected. In this vein we may mention, restricting to continuous
space and time, Duhalde et al. [12] for CBs with immigration (CBIs), Kuznetsov et al. [33]
for spectrally negative Lévy processes, Borovkov and Novikov [4] and Patie [45] for generalized
Ornstein-Uhlenbeck processes, Patie [46, 47] and Vidmar [54] for positive self-similar Markov pro-
cesses, see also Landriault et al. [36] and Avram et al. [1] for some general drawdown/drawup
results.

A few examples of CBCs have already appeared in the literature. The pure drift collision
mechanism, namely the case X(z) = $z, z € [0,00), corresponds to logistic CBs, see Lambert
[35] and Foucart [18, 19]. Duality relationships with the processes U and V were observed in
the two latter works, however their role in the problem of characterizing first passage times of
the logistic CB Z was not understood therein. In the pure quadratic collision mechanism, when

Y(x) = “2—2562, z € [0,00), CBCs match with CBs in Brownian environment, see Palau and Pardo

[42] and He et al. [25]. The case X(z) = “2—2952 + $x, € [0,00), has also been recently studied
by Leman and Pardo [37], by adapting Lambert’s method in [35], which relies on the study of
some Ricatti-type nonlinear equations. The duality was not used in the latter article and will
simplify the study for us at several levels, especially for the limiting distribution. Lastly, the
pure continuous-state collision process, for which ¥ = 0 and the first line in Eq. (1.1) vanishes,
corresponds to a polynomial CB process, defined in Li [38], with power § = 2. In this case [38,
Theorem 1.8] ensures that there is no extinction in finite time of the process (i.e. 0 is inaccessible).

In the subcritical collision case, i.e. ¢ > 0, the process behaves in many aspects as the logistic
CB. The critical collision case when ¢ = 0 is however more involved to study and many different
new behaviors in comparison to the subcritical one may exist. This is merely due to the fact that
fluctuations of the martingale part in the second line of Eq. (1.1) are now involved and not the
deterministic quadratic drift. We will not address here the complete classification of the boundary
oo of CBCs. It seems indeed to require a study of its own since all types (natural, entrance, exit,
regular) may occur. We may refer the interested reader however to [18] where the case of logistic
CBs is treated.
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1.5. Article structure. Main results are gathered in Section 2, their proofs deferred to the
continuation of the text. Specifically, in Section 3 we study the stochastic equation (1.1) and
show that its solution is related, via Lamperti time-change, to a class of processes, called CB
processes with spectrally positive migration (CBMs) in [52]. Then, in Section 4 we study the
attraction of the boundaries, in Section 5 the first passage times, and in Section 6 the duality
relationships and the limiting distribution, as indicated above.

2. MAIN RESULTS

2.1. Introduction of CBCs and first properties. For the Lévy-Khintchine function ¥ we de-
note by LY the infinitesimal generator of a spectrally positive Lévy process with Laplace exponent
V. It acts on a CZ(R) (i.e. twice continuously differentiable f : R — R with f, f’, f” all vanishing
at infinity) function f as follows:

0.2

LYf(z) = 7f”(z) +bf'(2) + /Ooo (f(z+h) = f(2) = hf'(z)Ly(h)) n(dh), z€R. (2.1)

Analogously for ¥ we have

CL2

FIE-5r0+ [ UG -, seR (22

Lof() = 2

It is clear that if f: I — R is of class CZ(I) (b stands for f being bounded”), defined (only) on
some interval I of R unbounded above, then LY and L* are (still) naturally defined on I by the
right-hand sides of the preceding displays. We take this for granted in the continuation of the
text.

Below, for notions such as adaptedness, martingale etc. we work with the augmented natural
filtration F of (W, B, N, M), unless explicitly noted otherwise.

Theorem 2.1. For each starting value z € [0,00) there is an a.s. unique [0, 00]-valued cadlag
adapted process Z = (Z;,t > 0) such that

(i) Z = oo on [T-lim,_,. (T, 00) a.s., where

Ch=inf{t €[0,00): Z; >n}, n€0,00) (2.3)

[Z is absorbed at 0o after its first explosion]
and such that
(11) (oo := T-lim,,_, (7 = inf{t € [0,00) : Z; = 00} > 0 and Z satisfies (1.1) fort € [0,(x) a.S.,
[Z satisfies (1.1) up to first explosion).

The law of the process Z is uniquely determined by the triplet (3, W, z). Furthermore, the process
Z is a.s. without negative jumps, has 0 as an absorbing state, is quasi-left continuous and strong
Markov, finally, for all f € CZ([0,00)), setting

Lf(2) =217 f(2) + 2LV f(2), z€][0,00), (2.4)

then for all o € [0, 00) and for all n € [0,00), the process

NG
f(Zt/\CﬁL)eia(t/\Ci) - / eias(gf(Zs) - Oéf(ZS))dS, te [07 00)7 (25>
0
1$ a local martingale.

Zhut its first and second derivative need not be bounded!
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We call the process Z the (minimal) CBC(3, ¥). We shall not have occasion to deal with
extensions of the minimal process in this paper, so the qualification “minimal” will be largely
omitted, except for emphasis. We retain the notation introduced in the theorem and set further

G =inf{t €[0,00): Z, <a}, ae|0,00). (2.6)

In order to stress the initial value z € [0, 00) we write P, instead of just P and correspondingly
E, rather than just E, being somewhat lax about holding z fixed or variable. In view of the
martingale claim surrounding (2.5) (with o = 0) we call £ the generator of the CBC(X, )
process Z. Glancing at (2.4), likewise as for LY and L*, so too may we (and shall) consider .# as
being capable of taking as input any f : I — R that is CZ(I), defined (only) on some interval T
of [0, 00) unbounded above, returning in this case a map defined on I according to the right-hand
side of (2.4).

The branching mechanism ¥ may be of two fundamentally different forms: either ¥(z) < 0 for
all z > 0 so that —V is the Laplace exponent of a subordinator (we include under this designation
the constant process) and in which case we say that we are in the subordinator case; or ¥(z) > 0
for some z > 0 so that ¥ is the Laplace exponent of a spectrally positive Lévy process (in the
narrow sense) or of a negative linear drift. In the subordinator case, no particle dies after a
branching event and the pure CB(¥) has non-decreasing sample paths. Unsurprisingly this case
is (can be) a little singular also in the present context as the next proposition demonstrates.

Proposition 2.2. Put
ZF = <hmsup ?> V0 < oo.

[e.e]

If z* > 0 and the starting value z of Z satisfies z > z*, then a.s. Z; > z* for all t € [0,00).
Furthermore, one has z* > 0 if and only if ¥(x)/x — D < o0 and V(z)/x — —p < 0 (so that
T—00 T—>r 00

—W is the Laplace exponent of subordinator with drift i and the Lévy process with Lévy-Khintchine

function ¥ has finite variation), in which case z* = %.

2.2. Classification of attracting boundaries. Recall the definition of ¢ in (1.4) and notice
that ¥ > 0 on (0, c0) and that the local operator ¢ is the generator of a certain regular diffusion on
(0,00). Let then V' := (V});>0 be the minimal diffusion with generator ¢, namely with boundaries
0 and oo absorbing if they are accessible. Fix an arbitrary zo € (0,00). Set Sy := ((0,00) >

. 20 () 4y, ) .
= [, ﬁefuo =0y € (—o0,00)) for the scale function of V, see e.g. Karlin and Taylor
[32, Chapter 14, Section 6, page 227|. By abuse of notation denote by Sy also its associated

Lebesgue-Stieltjes measure on (0, 00); to wit, for a < b from (0, 00),

b 1 [0 Z(w) 44
SV(a> b] - SV(b) - SV(a) = els =W dr € (Oa 00)7 (27)
» X(2)

which determines Sy uniquely. The measure Sy being locally finite, note that if Sy (0, b] is infinite
for some b € (0, 00) then it is so for all b € (0, 00); similarly for Sy (b, co).

Our next theorem provides necessary and sufficient conditions for the boundaries 0 and oo
to be attracting, by which we mean that the process tends towards the boundary with positive
probability. These conditions are those of the diffusion V' for the boundaries co and 0, respectively.

Theorem 2.3 (Attracting boundaries). Let {z,a} C (z*,00), a < z.
(i) If Sy (0, z9] = 0o then P,(C < (o) = 1.

(i) If Sy (0, 2] < 00 then P.(Ga < (o) = 543 € (0,1) with

Sa(2) = /0 e Sy (da) = /O e
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(i11) Zy t—z— oo with positive P, -probability if and only if Sy (0, x| < oco.

(i) If U # 0, then Z, = 0 with positive P,-probability (respectively, P,-almost surely) if and
only if Sy (g, 00) < 0o (respectively, Sy (g, 00) < 0o and Sy (0, xe] = 00); when Sy (0,00) <
o0, then, moreover, P,(Z, — 0) = gi—gg; € (0,1), where Sz is given by the same expression
as in (). If W =0 then P,-almost surely Z, = 0.

As we have mentioned Theorem 2.3 actually states the following correspondences:

Condition Boundary of Z | Boundary of V'
Sy (0, xo] < o0 oo attracting | 0 attracting
U =0 or Sy(xg,00) < oo | 0 attracting | oo attracting

TABLE 1. Attracting boundaries of Z and V'

Remark 2.4. The convergence towards oo in Theorem 2.3(iii), when Sy (0, 2] < oo, hides two
different possibilities: the process can either be transient (co is attracting, but not accessible) or
can explode (oo is accessible). Indeed the condition Sy (0,z0] = oo is not necessary in general
for the process to be non-explosive, see Example 2.5(1) below. In the case X(r) = §z, * €
[0, 00), however, the condition Sy (0, z4] = oo turns out to be also necessary for non-explosion [18,
Theorem 3.1]. No transience phenomenon can occur in logistic CBs [18, Remark 4.9]; they can

only converge to oo by reaching it.

In the non-subordinator case, one can easily check that Sy (xg,00) < oo always holds. So, by
Theorem 2.3(iv), the necessary and sufficient condition for almost sure convergence towards 0 is
then Sy (0, z0] = co. In the subordinator case, the condition Sy (zg,00) < co may or may be not
satisfied. In other words, collisions can be strong enough (Sy (zp,00) < 00) or not (Sy (zg, 00) =
oo) for the event of convergence towards 0 to have positive probability or not. Lastly, in the
(sub)critical branching case, one always has Sy (0, z] = 0.

Example 2.5.
(1) Let a >0 and b € R. One of the simplest CBCs is the process with mechanisms
Y(x) = §x2 and ¥(z) = —bzx, x € [0,00).
It satisfies the SDE

dZt = &thWt + btht, ZO =z,
which corresponds to a geometric Brownian motion, namely for all t > 0,

2
Zy = zexp ((b— %)t + aVVt) .

One can directly check that Sy (0, xo] < oo if and only if b > “2—2, in which case the process
(Zy, t > 0) is transient (and does not explode). We also see that Brownian collisions
requlate the deterministic growth, that is to say, Z; b 0 a.s., when % > b.

—00

2) More generally if ¥ (0+) =: —b € R and X(x) ~ 22, then Sy (0, 20| = oo if and only if
02
T—

b < % If in addition to the latter condition W (z) > 0 for some x > 0, then Sy (zg,00) < 0o
and thus Z, t—> 0 a.s.. These results are reminiscent of properties of a CB process in a
— 00

Brownian environment, see Palau and Pardo [42, Proposition 2].
(3) Consider Y(x) = dx® with a € (1,2) and V(xr) = —d'2’ = —®(x) with B € (0,1),
x € [0,00). Then we have as follows.
o If B> a—1, neither 0 nor oo is attracting.
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o IfB<a—1,0 and oo are both attracting.

o If 5 = a—1, co is attracting if and only if d'/d > o — 1, while 0 is attracting if
and only if d'/d < o — 1. In the case of equality, d'/d = o — 1, neither 0 nor oo are
attracting.

(4) Finally, consider the case when X(z) = dx® for all x € [0,00), with a € (1,2), and
a branching mechanism U such that ¥'(0+) € (—o0,00). Then 0 is attracting and if,
moreover, ¥(x) > 0 for some x > 0, then Z, —_ 0 a.s..

2.3. First passage times and extinction. We turn to the study of the law of the first passage
time of the CBC(X, ¥) process Z below a given level. We first state a sufficient condition ensuring
that Z does not explode in finite time (i.e. its boundary oo is inaccessible).

Proposition 2.6. If Sy(0,z9] = co or [, % = 00, then the CBC(X, V) process does not
explode.

Remark 2.7. The fact that when Sy (0,x0] = oo the process does not explode is a direct con-

sequence of Theorem 2.3(iii). Note that if [ g%du € (—o00,00) then Sy (0,z9] = oco. The

condition [ N % = 0o (called Dynkin’s condition) is necessary and sufficient for non-explosion

of the CB(W), see e.g. Kyprianou [34, Theorem 12.3]. In other words, and it is not surprising in
view of their dynamics, collisions are never causing explosion of CBCs.

We will find a representation of the decreasing f-invariant function of Z with the help of the
increasing one of the diffusion V. This enables us to get an expression for the Laplace transforms
of the first passage times (,, a € (2*,00).

Theorem 2.8. Assume that the CBC(X, ) process does not explode and let 6 € (0,00). Put
fo(2) :== z/ e “hy(v)dv, z€ (2%, 00), (2.8)
0

the function hg € C?((0,00)) being the unique (up to a multiplicative constant’) nonnegative, not
zero, nondecreasing solution h on (0,00) to

Gh =S + (5 + U)K = 0h. (2.9)
Then, for a < z from (z*,00),
oy _ fol2)
E.[e "] = @) (2.10)

Remark 2.9. When there is no collision, > = 0, and we are not in the subordinator case, the
ordinary differential equation (o.d.e.) in (2.9) is of first order and there is a possible singularity
at p :=sup{z € [0,00) : ¥(z) = 0}, the largest zero of ¥. Solving the o.d.e. gives for v € (p, c0),

hyo(v) = elzo %du, where (still) ¢ € (0, 00) is fixed (and arbitrary). In turn we get
fo(2) = z/ e~ Pelzo %’u)dudv, z € (0,00),
P
and recover then through Formula (2.10) the Laplace transform of the first passage time of the
CB(V), see [12, Section 6, page 4192].

Remark 2.10. A simple application of Tonelli’s theorem ensures that the so-called scale function
fo in (2.8) satisfies fy(2) = ho(0+) + [;° e *"hy(v)dv, z € (0,00). In particular, fy is completely
monotone. This phenomenon of “complete monotonicity at first passage” was recently noted and
explored for time-changed spectrally positive Lévy processes by Vidmar [53].

3A multiplicative constant we intend always to be from (0, 00).
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Theorem 2.8 deals with first passage times below (accessible) positive levels. As for the first
passage time to zero of Z and the event of extinction we offer

Theorem 2.11. Assume that the CBC(X, V) process does not explode. Let z € (z*,00). The
following equivalence holds true.

P.(¢p < 00) > 0 if and only if ¥(c0) = 00 and / % < 00. (2.11)

u

Furthermore, the Laplace transform of the extinction time of Z satisfies:
E.[e7%] = /0 ze " fil;((;)) dz = E[e‘e&z}, 6 € (0,00), (2.12)

where TS denotes the explosion time of V' when the latter starts from an independent exponential
random variable e, with rate z.

Remark 2.12. The integrability condition ¥(co) = oo, [ > d“ < oo (called Grey’s condition)

is necessary and sufficient for the CB(W¥) process to become extmct with positive probability, see
e.g. [39, Theorem 3.1.3]. Collisions are therefore also never causing extinction in finite time of
the population.

Remark 2.13. Identity (2.12) reveals that under the assumption of non-explosion of Z, the
boundary 0 is accessible for Z if and only if oo is accessible for V. It was established via different
arguments for logistic CBs and their extensions in [19, Theorem 3.2].

2.4. Stationary distribution. As observed in Example 2.5(3), in the subordinator case, some
phenomenon of recurrence can occur and a stationary regime may exist. Let My be the speed
measure of V on (0,00): for a < b from (0, c0),

(a,b] = / Jio ¥4 € (0, 00), (2.13)

where, still, zq € (0, 00) is arbitrary but fixed.

Theorem 2.14 (Stationary distribution and long-term behavior). Assume that Sy (0,x¢] = oo
and Sy (g, 00) = 00. Let z € (0,00). Then the minimal CBC process converges in law towards
a non-degenerate random variable Z, on (z*,00) if and only if My (0,00) < co. Moreover, the
Laplace transform of the latter is then given by

My (z, 00)
My (0,00)’
The case My (0,00) = oo covers three different possibilities:

(i) If My (0,z0] < oo and My (xy,o0) = 0o, then Z, — 0 in probability.

(11) If My (0,z0] = oo and My (xg,00) < 0o, then Z, 2 in probability.
(iii) If My (0,20] = oo and My (xg,00) = 00, then Z has no limiting distribution.

E.[e %%=] = € [0,00). (2.14)

Remark 2.15. Plainly, if —V is not the Laplace exponent of a subordinator, then My (zq, 00) =
oo. Here are two simple conditions ensuring, between them, that My (0,00) < oo and hence that
a limiting distribution exists. If ¥'(04) = ¢/2 > 0, then My (0, o] < oo (without further assump-
tions on W). If —W is the Laplace exponent of a subordinator with drift d, i.e. —¥(z)/x - d >0,

such that 2§ > 1 (with a > 0 the diffusive coefficient in (1.3) and by convention 1/0 = o), then
My (xg,00) < 0.

Remark 2.16. One verifies easily from (2 14) that the limiting distribution of the CBC(X, V)
admits a first moment if and only if [ du < o0.
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Example 2.17.

(1) Consider the CBC(X, W) process with collisions and branching mechanisms satisfying, for
z € [0,00), X(z) = az—sz + 52 with a,c € (0,00) and ¥(x) = —px with p € R. In other
words, (Z,t > 0) satisfies the SDE, called stochastic Verhulst equation

47, = aZdW, + (nZ; — ng)dt, Zo =2,

See Giet et al. [22] for a deep study of this diffusion (including its first passage times).
The CBC(3, V) process Z admits a limiting distribution if and only if u > % When it
exists, the latter has for its Laplace transform:

2
9 122

a -((5-1)
E[e—xzoo] = (—:v + 1) ., x€]0,00),
c
which is the Laplace transform of a gamma distribution with density
(0,00) > u — ﬁuo‘_le_ﬁu,
[(a)

its parameters being o = i—’; —1land B := 5.

(2) Assume that, for v € [0,00), X(x) = do® with a € (1,2) and V(z) = —d'z® =: —®(z) with
f>a—1andd,d € (0,00). Then the CBC(X, V) process Z admits a limiting distribution
with Laplace transform:

[e'e) _dfluﬁfaﬁ»l F (; d_/x57a+1>
B [ e du B—a+tl’ d
Ele mZOO] - moo — & yB-atl - 1 » w€0,00),
fo e d du r (5_a+1)

where T'(s,x) == f;o wte "du, for s > 0 and x > 0, is the incomplete Gamma function.

(3) Assume that, for x € [0,00), X(x) = dz® with a € (1,2), d € (0,00) and V(r) = —dz*~ .
Then if d'Jd < 1, My (zg,00) = oo and My (0,z0] < oo, thus Z goes to 0 in probability.
Ifd/d > 1, My(zg,00) < oo and My (0, ] = oo, and Z goes to oo in probability. In the
case d' /d =1, Z has no limiting distribution.

2.5. The role of Laplace and Siegmund dualities. The second order differential operator
¢, defined in (1.4), will first appear as an analytical trick in the quest for an eigenfunction of
2, see the proof of Theorem 2.8, especially the forthcoming Lemma 5.4. The link between the
generators ¢4, o/ and £ hinges in fact on two duality relationships, known as Laplace duality and
Siegmund duality. We explore now these dualities, which will for instance allow us to represent,
under certain conditions, the semigroup of the process Z with that of U and in turn V.

From (1.5) and (2.4) one checks by direct computation the key identity

Lo = N(x) 22 + U(z)ze ™™ = e, {z,2} C [0,00). (2.15)

We say that Laplace duality (2.15) holds at the level of the generators. Under the assumption
of non-explosion of Z we have moreover the following duality relationship at the level of the
SemIgroups.

Proposition 2.18. Let Z be the CBC(3, V) and U the diffusion with generator </ and 0 an
absorbing state. Assume that Z does not explode. Then

E.[e™"%] = E,[e ?"], {t,z, 2} C [0,00). (2.16)

Here, on the right-hand side, x is of course the initial value of U.
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Remark 2.19. Proposition 2.18 requires the non-explosiveness of the process Z; this assumption
will play an important role in the proof. On the other hand, the diffusion U is automatically
non-explosive, as we shall prove in due course (Lemma 6.1). The duality allows one to represent
the semigroup of Z with the help of that of U. In particular, one can check from (2.16) that under
non-explosion the semigroup of the CBC process Z is Feller, see [18, Lemma 6.3].

Under extra conditions, which guarantee that V has no attracting boundaries, the diffusion U
in turn is in Siegmund duality with the diffusion V, in the following precise sense.

Proposition 2.20. Assume that Sy (0, x¢] = 0o, Sy (zg,00) = oo, and recall U is the diffusion
with generator <7 . For all x,y € (0, 00),

P, (U, < y) = P,(V, > ), (2.17)

where V' is the diffusion with generator 4. Moreover, for any z € (0,00), one has
E.[e %] = / ze P, (Vi > x)dy, =z € [0,00).
0

The final substantial result on which we report here establishes that, in a sense that shall be
be made precise presently, Laplace duality with a diffusion at the level of the generators (2.15)
actually characterizes CBCs. In order to formulate this with ease we suspend temporarily all
meaning attached hitherto to Z, £, o/, ¥ and ¥ (and indeed just all the notation introduced
thusfar).

Theorem 2.21. Let £ be the infinitesimal generator of a positive (possibly explosive) Feller
process (Z;,t > 0) without negative jumps and 0 an absorbing state, whose domain includes*

S:={f RO . 3limf) & (f — f(co) € Schwartz space of rapidly decaying functions)}

and for which £1 = 0 (the latter is always satisfied when Z is not explosive). Suppose further
% is in Laplace duality with the conservative generator of a diffusion process on [0,00), more
precisely suppose that

Lo = N(n)2e " + U(x)ze ™ = e ™, {x,2} C[0,00), (2.18)

holds true for some 3 : [0,00) — [0,00), not zero, and some ¥ : [0,00) — R, both continuous at
zero. Then VW and X are Lévy-Khintchine functions of the spectrally positive type as in (1.2)-(1.3)
and £ acts on C°([0,00)) according to (2.4).

We shall see later in Corollary 3.1 that CBCs actually meet the property assumed on the
generator of Z above, so, together with the Feller property noted in Remark 2.19, this really is
a characterization of non-explosive CBCs through Laplace duality with diffusions. Remark also
that in the general theory of Feller processes the infinitesimal generator is usually only defined on
(a subset of) continuous maps vanishing at infinity. For the complete formulation of the Laplace
duality it is however convenient to include in the domain the constants, hence our slight departure
from this convention.

3. CONSTRUCTION AND LAMPERTI REPRESENTATION OF CBCSs

3.1. Study of stochastic equation (1.1): proof of Theorem 2.1. Stochastic equations of
the form (1.1) fall into the general class of certain SDEs with jumps studied by Dawson and Li

“Rapidly decaying functions are those f € C°°([0,00)) (admitting a C°° extension to a neighborhood of [0, c0))
such that lim P(z)f®) (z) = 0 for any polynomial P and any k € N.
zZ— 00
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[11], Fu and Li [21], and Palau and Pardo [43]. Here we are able to apply directly the result [43,
Proposition 1}, recognizing that (1.1) is just [43, Eq. (5)]

Zy —z—i-/ d8+// (Zs, u)W (ds, du)
// Zs_,u)M(ds,du) + // Z,_,v)N(ds,dv),

with the following input data of [43] in which we underline the objects of [43] to avoid confusion
with our own:

b(z) =bz — 522, [0, 00)
L= {17 2}
o(z,1) =0vz, z€]0,00)
o(z,2) =az, z€]0,00)
W(ds,de) = B(ds)d;(de) + W (ds)da(de)

[white noise on (0,00) x E with intensity dsz(de)]

U = [0,00) x (1,00)
( (u h)) - h]]-(O,z](u)J (Zv (U, h)) S [07 OO) X Q
M(dS, du> dh) - N|[0,00)><([0,oo)><(1,oo)) (dS, dua dh)
[Poisson random measure with intensity dsgu(d(u, h))]

H(d(u, h)) = dum(dh)
V = ([0,00) x (0,1]) U ([0, 00) x [0, 00) x (0, 00))
h(z, (u, h)) = hlz(u), (2 (u,h)) € [0,00) x ([0,00) x (0,1])
h(z, (u1,uz, h)) = Rl 0,2 (U1, u2), (2, (u1,us, h)) € [0,00) x ([0,00) x [0,00) x (0,00))

N(ds,du,dh) = N(ds,du,dh) on [0,00) x ([0, 00) x (0, 1])
N(ds,duy,dug, dh) = M(ds, duy, dug, dh) on [0, 00) x ([0,00) x [0,00) x (0,00))
v(d(u, h)) = dur(dh) and v(d(u1,us, b)) = duydusn(dh)
[characteristic measure of N].
Then the admissibility conditions (i)-(iv) of [43, p. 60] are met evidently: (i) b is continuous
nonnegative; (ii) o is continuous and vanishing at zero in the first entry; (iii) g is Borel and

majorizing minus the identity in the first entry; (iv) h is Borel, vanishing at zero and majorizing
minus the identity in the first entry. Choosing U = U we have uU \U) = 0 trivially but also

[ gt () A () < m(1,00), 2 € [0.00)

1%

which verifies [is] (a) of [43, p. 60]. Choosing bi(z) = bz and by(z) = £z* and putting r,(z) =
[1V (|b] + [n A hr(dh))]z for n € Ny we get (b) of [43, p. 60]: b = by — by, by continuous, by

nondecreasing; r, nondecreasing concave, [, " = oo and (since, for u € [0,00), |(1L(o.4(w)h) A
n — (1(0 Y] (u)h) A n| = (h N n)ﬂ(o 2] A(0,9)] (u))

|ba () — baly |+/ l9(x, (u, h)) An = g(y, (u, h)) Anlp(d(u, b)) < ra(le —yl)
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for all n € Ny and {x,y} C [0,00). One also easily verifies (c) of [43, p. 61] taking into account
that [h A h*n(dh) < oo and [y, h*m(dh) < oo z — h(z,v) + 2 is nondecreasing; and, for each
n € Ny, there is a B,, < oo such that for {z,y} C [0,n] we have

[ o)~ oty wln(a@n) + [ w0l Al ofutan) < Buje —

with (z,y,v) := h(z,v) — h(y,v) for v € V.

All in all the preceding allows us to infer the conclusion of [43, Proposition 1], which is, that for
each starting value z € [0, c0) there is an a.s. unique [0, oo]-valued cadlag process Z, adapted to the
natural filtration of (W, M, N), that is to say, of (W, B, N, M), such that (i)-(ii) of Theorem 2.1
hold true.

It is clear from (1.1) that Z a.s. has no negative jumps and that 0 is an absorbing state for
Z. Quasi left-continuity also follows directly from (1.1) because the jump times of a homogenous
Poisson process are not announcable, while the integrals against the Brownian motions and the
Lebesgue integrals are anyway continuous. The proof of the strong Markov property is essentially
the same as for the CBM processes [52, Theorem 2.1(iii)] and boils down to the strong Markov
property for the Brownian and Poisson drivers of (1.1); we omit the details. Finally, by [t6’s
formula, see e.g. Ikeda and Watanabe [26, Theorem II.5.1], and (1.1) again, the martingale
conclusion of Theorem 2.1 follows (to see how such a computation evolves on a technical level the
reader may again consult the CBM case [52, Theorem 2.1(v)], there is no fundamental difference).

The fact that the law of Z is uniquely determined by the triplet (X, WV, 2) follows from the
observation that pathwise uniqueness implies uniqueness in law for SDEs, which completes the
proof of Theorem 2.1. O

Corollary 3.1. Suppose (a) f E CQ([O o0)) has a finite limit at infinity and (b) L f is vanishing
at infinity. Then the process ( fo L f(Zs)ds, t > 0) is a martingale and £ f gives the actzon
of the infinitesimal generator on on f (here we understand f(oo) := limy, f and £ f(oc0) =

of course). Any function from the set

= {7 € C*(0.00)) : 3 lim f(2) € R, and lim 2*(|f(2) — F(o0)| + |£/(2)] + |£(2)]) =0}
meets the properties (a)-(b).

Example 3.2. The Schwartz space of rapidly decaying functions, a fortiori C°([0,00)), is a
subset of D. In particular, for z € [0,00) the exponential map ([0,00) D z — e **) belongs to D;
moreover, C == { [ e~ *v(dz) : v a finite signed measure on By )} C D.

Remark 3.3. With a view towards the Laplace duality of (2.15) it is perhaps worth noting
explicitly that for f 6 02([0 oo)) with 7 f bounded, for the exponential maps in particular,
likewise the process ( fo o f(Us)ds,t > 0) is a martingale and <7 f gives the action of the
infinitesimal generator of U on f.

Proof. Note that f and £ f are both bounded and continuous. Let S be a bounded stopping
time. The local martingale of (2.5) with a = 0 is bounded up to every bounded time, therefore a
martingale. Sampling this martingale at S we get

SNGE

E. f(ZS/\@) - ; Zf(Zs)ds

= f(z), n€]0,00).

Letting n — oo, f(Zgrer) — f(Zsnc.,) boundedly (since f(oco) € R) and fSAC" Lf(Zs)ds —
fOSAC“ Zf(Zs)ds boundedly by bounded convergence (for the Lebesgue integral). By bounded
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convergence in the displayed formula we infer that

SMCoo

E. {f(ZsA<w> - ff(Zs)ds} — /(2)

0

Since Z = 00 on [(x,00) and since £ f(oc0) = 0 we may get rid of “A(.”. It being true for
arbitrary S entails that (f(Z;) — fot ZLf(Zs)ds,t > 0) is a martingale that is even bounded up to
every bounded time. The second claim now follows easily:

o Bl (2] = 1) _ o Balfy £F(Z5)ds)
tl0 t tl0 t

= Zf(2),

by bounded convergence and the continuity of £ f (and the right-continuity of Z at time zero).
Take now f € D and we check that lim .Z f(z) = 0. Since .Z annihilates the constants we may
Z—00

and do assume that lim., f = 0. Since f € C?([0,00)) one has for it the following Taylor formula
with integral form of remainder, see e.g. Zorich [55, page 363],

f(z+h)— f(z) - hf'(z) = b / J"(z 4+ ho)(1 - v)dv, {z,h} C [0,00).

Recalling (2.1)-(2.4) we estimate
2LV P < 2] + bl 2 (2)
+z /0 W(dh)h2/0 f"(z4 h)(1 —v)dv| + 2 /100 m(dh) (f(z+h) — f(2))

< % 2l + 1] - 2 (2)] + /0 W(dh)h2/0 (z + h)|f"(z + ho)|(1 — v)dv
+ /100 w(dh)(z + h)|f(z + h)|+7(1,00)2|f(2)], =z € [0,00).

Now, the terms (z+hv) f”(z+hv) and (z+h) f(z+h) converge towards 0 as z goes to oo uniformly
for positive h, v, and in particular are bounded. Hence by dominated convergence, both integrals
in the upper bound above vanish when z goes to oo. The same is true for the other terms.
Similar calculations entail that 22 |LE f (z)| converges to 0 as z goes to oo, which then allows us
to conclude. OJ

3.2. CBCs as time-changes of CBMs. CBMs are a kind-of generalization of CBIs in which,
roughly speaking, the immigration subordinator is replaced by a spectrally positive Lévy process
(this will be the process X in (3.1) below, Y being the CBM). Though, CBMs are stopped
when reaching 0, while CBls are not. The Brownian part, and drift when it is negative, of X are
interpreted as migration (emigration/immigration) in the population. Such processes were defined
and studied by Vidmar in [52].

CBCs may be connected to CBMs via time-change. On an heuristic level this is clear from the
form of their generators. Indeed, comparing (2.4) with [52, Eq. (2.1)], which gives the action of
the generator £’ of a CBM Y with branching mechanism > and migration mechanism ¥ on a
C%(]0,00)) map g satisfying LYg(0) = 0 as

Z'g(y) ==L"g(y) + yL=g(y), y € [0,00),

strongly suggests that Z should be just a Lamperti-type transform of a such a CBM by the inverse
of [, dY—:. It is indeed so:
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Theorem 3.4. Put k := foc‘” Zdt, define the additive functional v = fo Zidt and let v~1 be
its inverse on [0,k), extended by (o A (s on [Kk,00). Set Y := Z -1, defined on [0,(), ¢ =
Jo= Zudu + 0olygyecy- Then Y = (Yy)uepe) is a CBM process with branching mechanism 3,
migration mechanism ¥V (and initial value z), ( = oo a.s. (non-explosivity) and letting w be the
right-continuous inverse of fo duon [0, fc du) fwith the understanding 1/0 = co] we have a.s.

Coo / — and Zy = w(t) fO?”t € [Oa Coo)

Thus the CBC Z may be viewed as driving along the sample paths of the (non-explosive) CBM
Y with a velocity that is given by its position.

Proof. We time-change (1.1) into an SDE for the process Y.

By definition y~! is a continuous time-change for the filtration F. Possibly by enlarging the
underlying probability space we grant ourselves access to the following mutually independent
stochastic items, independent also of (B, W, M, N): Brownian motions B, W; Poisson random
measures M (ds, du, dh) with intensity dsdun(dh), N'(ds,dh) with intensity dsm(dh). Let F' be
F.,-1 enlarged by the natural filtration of (B,W,M,N) and augmented.

Put B’ = f(;Y ‘0 VZ,dBs on [0,k) and extend it by the increments of B after k. By the
martingale characterization of Brownian motion [26, Theorem I1.6.1] it follows that B’ is an F'-
Brownian motion. In the same manner we procure an F'-Brownian motion W’. The covariation
process of W’ with B’ vanishes; thus W’ and B’ are actually independent F’-Brownian motions.

Next define M'([0,] x L x A) :== [,/ fo [, [A M(ds, duy, dug, dh) for t € [0, k) and Borel

L, A. The measure M’ is extended in the first coordinate from [0, %) to [0,00) by using M on
[k,00). From the martingale characterization of Poisson point processes [26, Theorem I1.6.2] it
follows that M'(ds, du,dh) is an F'-Poisson random measure with intensity measure dsdun(dh).
In an analogous way we avail ourselves of an F’-Poisson random measure N’(ds,dh) of intensity
dsm(dh). The Poisson point processes (corresponding to) M’ and N’ a.s. have no jumps in
common; therefore are actually independent.

Being defined in the common filtration F’, the Brownian pair (W', B") and Poisson pair (N, M’)
are also automatically independent. Thus W', B’, N/, M’ are jointly independent.

Rewriting (1.1) in terms of Y we get a.s.

t t t Ys— e’}
}Q—XtAUO+a/\/)QdW§—g/ sts+/ / / hM'(ds, du,dh), te€[0,¢), (3.1)
0 0 0 0 0

where
t 1 B t )
Xt::z+aB£+bt+//h/\/’(ds,dh)—i-// hN'(ds,dh), te€[0,00),
0 Jo 0 J1

and where o := inf{t € [0,() : ¥; = 0}; also supjy) Y = o0 a.s. on {¢ < oo}, by construction.
It follows from [52, Theorem 2.1] that Y is a CBM with branching mechanism >, migration
mechanism U (and initial value z that of Z), which is non-explosive because X is (sub)critical [52,
Corollary 2.5]. The proof of Theorem 3.4 is completed by pathwise arguments to go back from Y
to Z. O

When —V is the Laplace exponent of a subordinator, the CBM process Y is a CBI process
with immigration mechanism —W, stopped at its first hitting time of 0.

Proof of Proposition 2.2: Recall that by definition 2* = (limsup <) V 0. Notice first

that z* > 0 if and only if we are in the subordinator case with p := lim — ( ) > 0 and ¥ is of
U—00
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finite variation type, i.e. D := lim ¥ < 00 (the two limits exist a priori in [0, 00) and (0, o],
U—00
respectively), in which case, z* = limsup, % = limy %‘I’ = £&. According to [12, Proposition

5], when Yy = 2z > z* > 0, then ¥, > e P2 + 2*(1 — e P!) > 2* for all t € [0,00); here Y is as
in Theorem 3.4. Hence by the time-change representation of the CBC process Z, one also has
Z; > z* for all t € [0,00) as soon as its starting value z lies in (z*, 00). O

4. ATTRACTION TO THE BOUNDARIES: PROOF OF THEOREM 2.3

The proof of Theorem 2.3 is based on the time-change representation of CBCs via CBMs. Let
then Y be the CBM of Theorem 3.4. We state several lemmas, the combined conclusion of which
will be Theorem 2.3.

Lemma 4.1. Let {z,a} C (2*,00), a < z. If Sy(0,z9] < o0 then P,((; < () = gi—g; € (0,1)
with

o 1 x u
Sz(z) ::/0 e‘“z(x)e_fwo Sy (4.1)

If Sy (0, z0) = 0o then P,((, < () = 1.

Proof. Set o, := inf{t € [0,() : ¥} < a}. By [52, Theorem 3.1] for the non-subordinator case,
respectively by [12, Theorem 1] for the subordinator case, we have for any 6 € (0, c0),

_ Py (2)
E.le 7] = : 4.2
€ = o) (42)
where 4
> dx Y A O * —za+ [T S8 odu
@0(2) ::/ e zg  2(u) :/ Sv(dx)e zg S(u)
o X(z) 0
Therefore, by the time-change representation:
oo dgp —zx—[7 =0 4y,
. Do) . Jo 3@ o B
P.(¢ =P.(o, =1 =1 . 4.
Z(C < OO) <J < C) 91—r>I(1)(I)9(a) 91—I>I(1) © dg _—ar— ;0 ‘I’&;gdu ( 3>

0 X(x)

_ [z T .
Assume first Sy (0, o] = foxo Ecti)e Jeo S < o, Then, since z > a > z*,

/ e ** Sy (dx) </ e Sy (dx) < oo.
0 0

Moreover, splitting the integrals in (4.3) in two pieces, according to the domains (0, x| and
(x0,00), and applying monotone convergence on (0, x| and dominated convergence on (zg, c0),
we get the convergence as 0 goes to 0 of the right-hand side of (4.3) and obtain

© dz efz:rf ;0 ;Egdu S ( )
_ J0 X(z) _ ozl(Z
Pa(Ge <o) =~ — = T T 5,0 © (0,1). (4.4)
0 X(x)

Assume now Sy (0, 9] = co. Then we see from (4.3) that

z W(u)—0

20 ez _1_ o~ Jug Txta U
Jo e gme o T de

P,(¢ < () > lim
0=0 (0 ,_ga_1 = [ Tistdu % pa 1 =i Titdu
fo eTRgme o YW dx+f$0 eTRgme o YW dx

z W(u)—0
—xoz [P0 _1 - fz >(u du
e 0 s ) da

> llm z W(u)—0

_anxol—zz)du 0 _4a 1
o sme o T e+ [ e

o W(uw)—0
e Jeo 0w g
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—x02

e
= lim < .

0~>01+f e~ xaE(l )6 fzo z:(u) dudx/f ZU Z(u) dud$

By monotone convergence and the fact that
o 1 I TP
e Jzo 0 Mdar — Sy (0, 2] = oo,

/0 ¥(x) 0—0-+ v(0, 0]
we obtain that P,(¢; < (») > e ** and since z( can be chosen arbitrarily small, we get finally
P.(G < () =1 UJ

Lemma 4.2. Let z € (2*,00). Then Z, —r > a.s.-P. off {inficjo00) Z¢ < 2*}. Furthermore,
— 00
P.(Z: = 00) > 0 if and only if Sy (0, x] < oco.
—00

Proof. Given the first statement, according to Lemma 4.1, when Sy (0, 2] < oo, then P,((, =
o0) > 0 for a € (2%, z), which yields P,(Z; = o0) > 0 (by the first statement). Conversely, when
—00

the process escapes to oo with positive P,-probability, the IP,-probability of staying above level a
is positive for some a € (z*,00) and Sy (0, x] has to be finite, since otherwise by Lemma 4.1 the
latter probability would be zero.

As for the first statement, suppose, per absurdum, that liminf, ,., Z; < oo and inf;cjg o) Z; > 2*
with positive P,-probability. There are therefore levels N € [0,00) and a € (z*, 00) such that on
an event A of positive P,-probability Z; < N at arbitrarily large times ¢ € [0,00) (in particular,
necessarily (,, = 00) but Z; > a for all ¢ € [0, 00). For sure py := Pn(( < (o) > 0 (since a > z*),
hence there is € (0, 00) such that P, (¢, < 1) > po for y = N, a fortiori for all y € [0, N] (by the
absence of negative jumps). Put, inductively,

Sy =inf{t € [Sy-1,(x) : Zt €[0O,N]} +7, k€N,
with the convention Sy := 0. Thus, in plainer tongue, S; = (the first time Z enters [0, N]) + 7;

Sy := (the first time Z enters [0, N] after S;) + r; and so on. Perhaps S, = 0o at some k € N, in
which case S;;1 = oo for all [ € N, [ > k. But anyway

{Z; < N at arbitrarily large times t € [0,00)} C {Sk < oo for all k& € N}.

Now, Z always has (at least) the strictly positive chance py to hit a before a time of length r
has elapsed, no matter where in [0, V] it starts. On A it must fail to do so infinitely many times
over. By an inductive application of the strong Markov property at the stopping times Sy — r,
k € N, one gets that P,(A) < (1 —py)™ for all m € N (strong Markov property is done backwards
here: first condition on Fg, . and estimate not hitting a on [S,, — r,S,,), you get a factor of
1 — po; then condition on Fg, _,_,, and so on), hence on letting m — oo, P,(A) = 0, which is a
contradiction. 0

Lemma 4.3. Let z € (2*,00). If U # 0, then the following equivalences hold: Z, b 0 with
—00

positive P, -probability (respectively P,-almost surely) if and only if Sy (xg,00) < oo (respectively
Sv(xg,oo) < oo and Sy(0,xy] = o0); when Sy (0,00) < oo, then, moreover, P,(Z; — 0) =
—00

52(2) < (0,1), where Sy is as in (4.1). If U =0, then P,-almost surely Z, — 0.

Sz(0

Proof. Recall that by Theorem 3.4, the CBC process Z is the Lamperti time-change of the CBM
process Y. If ¥ = 0, then Y is a CB process with branching mechanism . Since ¥ is (sub)critical,
one then has Y, 2 0 a.s.-P,, always, see e.g. [34, Theorem 12.7], therefore Z, =2 0 a.s.-P,.

Assume now \I/ 75 0. Recall oy is the first hitting time of 0 by the CBM Y. CBMS and CBIs
(that are not CBs) cannot converge towards 0 without hitting it (said another way, they do not
extinguish), i.e. we have that {Y; = 0} = {09 < o} a.s.. For CBMs (that are not CBIs) this

—00
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is noted in [52, Corollary 3.5], for CBIs (that are not CBs), it follows at once from [12, Eq. (18)]

which states that such a process has infinite superior limit. One has therefore the following almost

sure equality of events {7, = 0} = {op < c0}. By letting a go to 0 in (4.2) when z* = 0, trivially
—00

by Proposition 2.2 for the case when z* > 0, we see that

_ CI)@(Z)
E.[e %0 0y < (] = : 4.5
[6 0o C} (I)Q(O) ( )
00 _ o Y(uw)—0 X . 0o _ o Y(uw) W
and ®4(0) = [, 2%)6 Joo 567 % < o0 if and only if Sy (zo,00) = - zd(ﬁ)e Ji S
(note that Sy (zg,00) < oo entails fxooo % < 0o which in turn ensures that ®4(0) < oo when

Sy (g, 00) < 00.). Thus 0y < 0o with positive P,-probability if and only if Sy (zg,00) < oco. This
establishes the equivalence for convergence towards 0 with positive probability. For the almost
sure convergence, we may and do assume Sy (zg,00) < 0o. Then the same reasoning as in the
proof of Lemma 4.1 yields

—XOR
e 0

P,(0p < ¢) > lim
—T0z

If Sy (0, 2] = oo the denominator above converges to 1 as @ — 0 and we have P,(0g < () > e :
since z can be chosen arbitrarily small we get P,(0¢ < ¢) = 1. Conversely, if Sy (0, zo] < oo, i.e.
(together with Sy (xg,00) < 00) Sy (0,00) < oo, then by dominated convergence in (4.5) we get

— 5z(2)

:c U (u)—

z U(u)— d d :
fzo Sw Uda /f :00 S Udy

Proof of Theorem 2.3: Statements (i) and (ii) follow from Lemma 4.1. Parts (iii) and (iv)
follow from Lemmas 4.2 and 4.3. UJ

5. STUDY OF EXPLOSION, FIRST PASSAGE TIMES & EXTINCTION

5.1. A sufficient condition for non-explosion: proof of Proposition 2.6. We know already
that if Sy (0,29] = oo then oo is not attracting for Z and therefore Z does not explode, see
Remark 2.7. In particular if ¥ is (sub)critical then Sy (0,z9] = oo. We finish the proof by
establishing through a series of lemmas that when ¥/(04-) € [~00,0) and ;. % = 00, then the

CBC(%, ¥) cannot explode.

The first lemma provides an increasing invariant function for supercritical CBs. We state it
separately as it can be of independent interest for other generalisations of CBs. Call .Z" the
generator of the CB(W¥), viz. for f € CZ([0,00)) and 2 € [0,00), £Pf(2) := 2LY f(2). Assume
U’'(0+) € [—00,0) and put p := sup{z € (0,00) : ¥(z) < 0} € (0,00]. Pick zy € (0,p) and let
6 € (0,00). Set

P 0 ro _0__gq
fo(2) ::/ (1-— e_”)—efw —vw™dr € (0,00], 2z €[0,00). (5.1)
0 —V(z)
Lemma 5.1 (Increasing eigenfunction of CB(W¥)). Assume 6 € (0, —¥'(0+)). Then
— 4 _ fzo 0 du
fo(z) = z/ e PFele v Mdr < 00, 2z € [0,00); (5.2)
0

furthermore

(i) fo is an increasing solution to ﬁfbfg =0fy and
(ii) fo is bounded if and only if f0+ \I,(u < 00.

Proof. First we check that fy(z) < oo for all z € [0,00). Recall that 1 —e™®* < (xz) A 1 for
€ [0,00) and that %(x) — —U'(0+) € (0,00]. Let c € (6, —¥(0+)); there exists then
z—



CONTINUOUS-STATE BRANCHING PROCESSES WITH COLLISIONS 19

(which we may vary to our convenience changing fy only by a multiplicative constant) close
enough to 0 such that for all u € (0, z), %(“) > ¢, thus < 1 and

—¥(u)

_ x0 0 P 9 z0 P d
fo(2) < 0/ els” dud dx+/ el ety
R =15 o ()

o 0/c x 0
z x S R .
< 6—/ <—0) dz — e o —W(“)du\i;po < 00, since 0/c < 1.
clo \=z

(i). It is plain that fy is increasing. Notice that ZP(1 — e %) = —2U(z)e ** for x € [0, 00),
z € [0,00). Differentiation under the integral sign and Tonelli’s theorem, then integration by
parts yield

_ P p )
LVy(2) = / () g, _ g / [ I
0 —U(x) o

= (9(1 — e"“)efﬂzn0 *‘P(Wdu) oo +0fs(2) = 0fo(2),

T 6
where the last equality uses again the estimates 1 — e™* < (zz) A 1 and ela’ = < (%)9/ ‘

so that lim, o(1 — e‘””z)ef; " = = 0, but also the fact that ¥(z) behaves like a linear function

vanishing at p and with strictly positive slope around p when p < oo, respectlvely that —WU is

bounded in linear growth when p = oo, which renders lim,4,(1 — e*“)effo =@ = (. En route
we have checked the equality in (5.2).

(ii). Note that by definition, as z goes to oo, fy(2) tends by monotone convergence to

P . @
/ 0 ela’ %(u)dudx = —e — e *‘If(u)du|m H= efoo SOk € (0, 00].
o —¥(z)

So fy is bounded according to whether fo N \Il(u) < 00 or not. O
We now return to CBCs. Recall .Z of (2.4).
Lemma 5.2. Assume 6 € (0, —V'(04)). Then £ fy < 0f;.

Proof. Set Z°f(z) := 22L¥f(z) for f € C%([0,00), z € [0,00), so that & = £° + £P. For
z € [0,00) we estimate

gc]ce / gc _ —xz) 0 ef;O %(u)dudx
v(z)
_ 0 Jro R
= — Y~ _ela =vw <0.
/o( 22Y(z)e )—\If(x)e de <0
Thus L fo = L fo + LPfy < LPfy = 0fp on using Lemma 5.1. O

The next lemma concludes the argument for Proposition 2.6.

Lemma 5.3. Assume W'(0+) € [—00,0). If [, =3 = oo then the CBC(X, W) process Z does
not explode.

Proof. Pick a # € (0, —U’'(0+)). Since f0+ —u(@y — 00, we have t-lim, ,__fo(2) = oo. Fix also an

€ (0,00). For c € [r,00) let f§ be any nonnegative CZ([0,00)) function which agrees with fy on
[0 c) and minorizes fy everywhere, e.g. one such function is obtained by taking any nonnegative
C*([0,00)) map h that agrees with f; on [0, c), minorizes f; everywhere and which vanishes on a
neighborhood of infinity (clearly it exists), and then putting f§(z) := fo(c)+ [ h(y)dy, = € [c, )
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(note that fp itself is nonnegative C*([0,00)), which follows by differentiation under the integral
sign in (5.1)). Since fp > f§ for the first inequality, and by Lemma 5.2 for the second,

ZLf5(2) < ZLfo(2) < 0fo(2) = 0f5(2), =z €0,7).
Taking into account that f$ is bounded, it follows from the statement surrounding (2.5) that the
process (e~ 00 fe( Zinct),t > 0) is a supermartingale; hence, for all ¢ € [0, 00),

E.[e” ") f(Z)] < f(2).

Let now ¢ — oo, consider the event {( <t} and recall that fy is nondecreasing; one gets

- _ Ry - e
fo(2) 2 Eale ) fo( Zyp )] 2 Bale ™™ Jo(Ze) o] = Fo(r)Eale ™ 1y er o).
Letting next ¢ — oo we get the bound E, [6’99 | < é( - Effecting finally the limit r — oo yields
E.[e~%=] < lim fa(z) =0,
which means that (., = 0o a.s., as required. 0

5.2. A decreasing eigenfunction of Z: proof of Theorem 2.8. The proof will again proceed
in several steps. We start by linking nondecreasing eigenfunctions of ¢4 to decreasing ones for .Z.
Recall the form (2.4) of .Z, the Laplace duality Z,e "% = 2?%(v)e *" 4+ 2V (v)e " = e *’, and
the action ¥h = Xh" + (X' + W)W = (Xh') +WH'. Observe also that the equation ¥h = 6h admits
at least one strictly increasing solution h : (0,00) — (0,00), see e.g. Mandl [41, #3, Chapter II,
page 28|.

Lemma 5.4 (A decreasing eigenfunction). Let 0 € (0,00), and suppose hy € C?*((0,00)) is
nonnegative, not zero, nondecreasing and satisfies Ghy = Ohy on (0,00). Put

fo(z) =z /OO e *hg(v)dv = he(0+) + /oo e hy(v)dv, z € (0,00). (5.3)
0 0
Then £ fo = 0 fy on the interior of {fy < co}.

Proof. The equality in (5.3) follows by Tonelli. For z from the interior of {fy < 0o}, we compute
by differentiating under the integral sign & using Tonelli, then via per partes:

ZLfolz 92”/ e hy(v dv—/ L. hy(v dv—/ (222 (v)e " + 2U(v)e *)hly(v)dv
—hmE (€)hy(e)ze™ + Tim. —Y(n)hy(n)ze "

+ / : (d% (X(v)hy(v)) + \D(v)hg(v)) se~?du

= lifol Y(e)hp(e)ze™* + lim —X(n) e / Ghe(v)ze **dv

n—oo

n—oo

= lim SO ()2 + lim —S(n)hy(n)ze m+e/fm> o

n—oo

= 62/ hy(z)e™**dv + lifgl Y(e)hp(e)ze™* + lim —X(n)hy(n)ze ™"
0 €.
=0fe(2) + liﬁ)l Y(e)hy(€)ze™* + lim —X(n)hy(n)ze ™"

n—o0

= 0f(=) + Him S(e) () e~ + lim ~E(n)hy(n)ze™".

n—oo
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In particular the limits lim,,_,o, —%(n)hjy(n)ze *" and lim, o X(€)hy(€)ze™* both exist in R for all
z from the interior of {fy < oco}. The first limit must in fact be zero, since such z can always
be made a little smaller. As for the second limit, it is (modulo z) lim. o 3(€)hj(e). Suppose per
absurdum that this limit is not zero, hence, from (0,00). Since fo N %dx = oo, we see that

Joi. ho(x)da diverges, hence hy(x) would be infinite for all z > 0, which is a contradiction. O

We now check that the function defined in (5. 5) is finite on (z*, 00), where we may recall that
2" = (limsup,, < =F)V 0 < oo and that actually z* = 0 except possibly in the subordinator case,
see Proposition 2.2.

Lemma 5.5. For all § € (0,00) the function fy in (5.3) is finite on (z*, 00).

Proof. Write h := hy for short and consider g := Xh'. Let z € (2*,00). Pick a ¢ € (0,00)
such that Ac + , /% < 2z, where Ac 1= (supy, =) V0. We have ¢ = —%g+6 [0 £+ 0h(c) <
Acg—l—% J. g+6h(c) on [c, 00). Then let § be the C*([c, 00)) solution to §' = Ac§;+% J. g+6h(c)
with initial condition g(c) = g(c) + 1; in other words, solution of the second order o.d.e. with
constant coefficients §” = A.§' + %g, g(c) =g(c) + 1, §(c) = Acg(c) + Oh(c). The function g is
a linear combination of (at most) two exponentials with absolute rate < A¢ + , /% < z (using
the elementary estimate v/a? +b? < a+b, {a,b} C [0,00), to get a bound on the roots of the
characteristic polynomial). Furthermore ¢ := g — g satisfies ((c) = 1 and ¢’ > A + 575 f ¢;
therefore ¢ > 0 (even > 1), i.e. g < g throughout [c,00). Consequently b’ = & < Z( ) g <
¥(c)"'g on [c,00). The derivative of i’ being bounded (up to a multiplicative constant) on a

neighborhood of infinity with an exponential of rate < z, the same is true of h itself. The claim
follows. 0

Under the assumption of non-explosion the next lemma characterizes the Laplace transforms of
the first-passage times via the maps fy, 6 € (0, 00).

Lemma 5.6. Assume that the process Z does not explode. Let 6 € (0,00) and let fp be defined as
n (5.3). Then for a < z from (z*,00),

E.[e %] = Jolz) (5.4)
fo(a)
Proof. By Lemmas 5.4 and 5.5 the map fj is finite and .Z fy = 6 fp, both on (z*, 00). Since hy is not
zero, fp is strictly positive everywhere. Besides, Z;, = a a.s.-P, on {(, < oo}, because there are no
negative jumps. By Theorem 2.1 and the non-explosiveness of Z, the process (e 70" fy(Z;10,), t >
0) is a local martingale, which is bounded by fy(a) (since fy is decreasing), hence a martingale.
Therefore
E. [ fo(Ze)] = fol2), t € [0,00).

Letting ¢ tend to oo gives the target identity (5.4). !
Uniqueness of the solution hy up to a multiplicative constant is settled by

Lemma 5.7. Assume that the CBC(X, W) does not explode. Then, up to a multiplicative constant,
there is a unique nondecreasing, not zero, nonnegative function hg, solution h to ¢h = 6h.

Proof. Up to a multiplicative constant the function fj : (2*,00) — (0, 00) satisfying E.[e %] =

ff’(a for a < z from (z*, 00) is unique evidently. In turn this guarantees the same kind of uniqueness

of the nondecreasing, not zero, nonnnegative solution h to ¥h = 0h, as if there were two different
solutions, Lemma 5.6 would prov1de two different (in the preceding sense) functions fy (since finite
Laplace transforms on a neighborhood of infinity determine continuous functions uniquely). O
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All in all; under non-explosion of Z the function hy of Lemma 5.4 exists uniquely (up to a
multiplicative constant) and is strictly increasing and strictly positive everywhere. The proof of
Theorem 2.8 follows straightforwardly by combining the above lemmas.

Remark 5.8. If the existence of a strictly increasing solution A : (0,00) — (0,00) to ¥h = 0h is
never in question, several (differing by more than a multiplicative constant) such solutions exist
when the boundary 0 of ¢4 is regular, see e.g. Borodin and Salminen [3, Chapter II, Section 1,
Paragraph 10]. Thus, when Z does not explode, since there is a unique such solution to ¥h = 6h,
then the boundary 0 of V' cannot be regular. At this stage though we cannot as yet specify whether
the boundary 0 is natural, entrance or exit, see the forthcoming Remark 6.3. Note however that
under the assumption of Proposition 2.6 the process Z does not explode and it can be checked
from Feller’s tests on the other hand that the boundary 0 of V' is inaccessible in this case (hence
either entrance or natural).

The solution hy may be represented with the help of 7,,, the first hitting time of y by the diffusion
V. Namely we have, for v < y from (0, 00),

E,[e0] = 1o(0) (5.5)

he(y)
Here, as usual, the subscript v in the expectation indicates the starting value of V.

5.3. Extinction: proof of Theorem 2.11. We focus here on extinction under the assumption
of non-explosion. We first verify (2.12) in case z* = 0. For sure (py = P-limg0¢, < (. On
{Coy = o0} trivially (p = 0o = (py; on {{p < oo}, due to quasi-left continuity and the absence of
negative jumps, a.s.

Lo, = lgﬁ)lZCa = laiﬁ}a =0,
and thus (p. > (p, which ensures that (again) (o+ = (p. Hence, by letting a go to 0 in (5.4), we

have ()
—0¢o _ o\Z
E.[e7"°] 01)
Besides, from (5.3), fy(04) = hy(oco). Therefore
—0C0] — = —xz hg([l?)
E.[e”"] /0 ze ha(o0) dz. (5.6)

Thanks to (5.5) we may indeed rewrite this as
E.[e%°] = E[e""¥],

where 75 is the explosion time of the diffusion V' started from an independent exponential random
variable with parameter z.

We proceed to study accessibility of the boundary 0 of the CBC. If z* = 0 then by letting 6 go
to 0 in (5.6), we see that it is accessible if and only if oo is accessible for the diffusion V. Recall
the scale and speed measures of V', Sy and My, given in (2.7) and (2.13) respectively. Define

7= /m:OSV(x,oo)de(x):/x:er(“) (/:o %dx) du, (5.7)

YU (v)
= d 0,00).
Q(U) /zo E(U) " ! e( ’ )

Feller’s classification ensures that hg(co) < oo (i.e. 0o accessible for V) iff 7 < oo see e.g. [32,

Lemma 6.2, page 230]. We are left to show that Z < oo if and only if ¥(c0) = co and [~ \I/d(’;) < 00

where
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(Grey’s condition), indeed thanks to Proposition 2.2 this will handle also (2.11)-(2.12) for the case
when z* > 0.

Assume ¥ (o0) < oo in the first instance, so that —W is the Laplace exponent of a subordinator.
Since —W¥(v) > 0 for all v > 0, we get the following lower bound,

0o 0o —fuz%d” 0o © q S
e x U — Xo
I = ———dz | du > du = du =
/xo </ S “—/xo (/ zw) ’ / D) T

where in the penultimate equality we have applied Tonelli’s theorem, and we recall that ¥ (u) < Cu?
for all u € [zg, 00) for some constant C < oo, which gives finally the divergence of the integral.

Now assume that W(co) = co. Recall that W is positive increasing on (p, 0c0), where p € [0, 00)
is the largest zero of W; moreover, (0,00) 3 u — ¥(u)/u is nondecreasing. We may and do insist
that zo € (p,00). There exists ¢ > 0 such that for all u € [zg,00), ¥(u) > cu. Then, for all
T € [xg,00), Q(x) = fxo ) du > cf:; s(ydu. Therefore, Q(z) > ¢logx for all x € [z, 00), in
particular Q(o0) = oo.

For typographical ease set also

— —Q(z) -
o(u) .—/u Z(m)e dz < /u Y ) <00, U € [xg,00).

Note that
(2@ p(u) = Q' (u)e®™p(u) + €2 (u)
1
— O (1)o@ _ Q) —Q(u)
Qe p(u) = X 5o
1

Hence, for = € [z, 0),

/ o(0)¢90dy = / ' \de(z) N / ’ (€Q<u>¢(u))’§((3du. (5.8)

Zo

Furthermore, since ¥(u) < ¥(z) for all x > u > z and Q(o0) = o0,

B (1)@ (1) = W (1) eloa H 0 / E(l)e o SRV gy < o H / V(@) -1 ¥ 4 = 1.
u x u

Thus (eQ(“)gp(u))/ < 0 for all u € [xg,00) and

x T o du
/IO p(u)e<"du /mo V() x € [x9,00).

o0 du

Ty < 00 then Z < oo and the process Z goes
extinct. We now study the other direction of the equivalence and assume Z < oo, the question
being whether collisions can cause extlnctlon in CBC processes for which Grey’s condition is not
fulfilled. With ¢ and C as above, 2 < Sy for all u € [z, 00); by (5.8),

 U(w)
/ o(u)e?Wduy / \de(u) +/ (eQ(“)go(u))/Eudu T € [xg,00).
o xo U

xo C

Hence, if Grey’s condition holds, namely f

Vv

Via integration by parts:

/ (@M o)) udu = [?Wp(uu] "~ / ¥ Wo(u)du, € [xg,00).

X0 Zo
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Combining the preceding two displays we get

v Y du C
1+Cc/ ueQ(“)du>/ — —p(xg)xg, T € [T0,00).
( /)m%@() = /.. U(u) CSD(O)O [0, 00)
Thus, on letting x tend to oo, by monotone convergence, if Z < oo, i.e. f;; @(u)eQ(“)du < 00,
then also f:: q,d(“;) < 00. O

6. LAPLACE/SIEGMUND DUALITY AND & LIMITING DISTRIBUTION

6.1. Laplace duality at the level of semigroups: proof of Proposition 2.18. We start with
a lemma ensuring that the diffusion U does not explode, as was previously announced. Together
with the assumed non-explosivity of Z it will play a key role in establishing the Laplace duality.
Recall &g = Sg” — Vg’ for g € C%([0,00)), the generator of U.

Lemma 6.1. The boundary oo of U is inaccessible.

Proof. Consider the Feller test for the boundary co of U to be accessible. Set

7= [ s ) oo (] s

Then the boundary oo is inaccessible for U if and only if J = co. The non-subordinator case

for which ¥ > 0 in a neighbourhood of oo satisfies clearly J = co. Assume now that —W is the

Laplace exponent of a subordinator. Note that X% — d € (—00,0]. Let v € (—oo,d); then
U—00

u

there is a large enough ug € [0, 00) such that for all u € [ug, c0) we have U(u) > yu. Furthermore,

since ¥ is convex the map (0,00) 3 u — = is non-decreasing and thus for u > z from (0, 00) we

get sy < 57y Hence, for z € [ug, 00), since v < 0,

oo ([ ) 2] i) 20 (G5-)-
[ o) 2o (35)
o s ([ o () ) ()
e () (52)

> d
= / —xdx = 00,
o -

which concludes the argument. 0

Besides,

and therefore

Proof of Proposition 2.18: We may and do assume z > 0, > 0. We work under a probability
under which Z and U are independent processes starting at z and x respectively and apply the
duality result of Ethier and Kurtz [14, Corollary 4.4.15]. Recall Z does not explode by assumption,
while U does not explode by Lemma 6.1.

Let a < 2 < b be from (0, 00) and put o, := 0, Aoy, where o := inf{t € [0, 00) : +U, > +c},
c € [0,00). In the notation of [14, Corollaries 4.4.14 and 4.4.15] take then E; := Ey := [0, 00),
X :=7,Y :=U, F the natural filtration of X, G the natural filtration of Y, a := g :=0, 7 := 00,
o =0, and, for (z/,y') € [0,00) x [0, 00),

f@y) =Y,
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hia' ) = gla'y) = Lo f (2 y) = (@"E(Y) + 2"V )™ = o, (o, y).
Note that f is bounded. The function g (= h) is bounded separately in each coordinate, but in
general not globally; nevertheless it is bounded on [0, c0) X [a, b] (since ¥ and ¥ are continuous on
(0,00) and the maps [0,00) 2 u — ue™ and [0,00) 3 u > u?e™* are bounded), which is why we
(have had to) employ o,p. Furthermore, from Corollary 3.1 it follows that, for each y' € [0, 00),

the process

(7000 = [ attsase=o0)

is an F-martingale. On the other hand the process

tATa b
(f('x,a }/;f/\O'a’b) - / h<x/a Ys)dsvt Z 0)
0

is a G-martingale for all 2’ € [0,00). Combining all of the preceding we infer that the conditions
of [14, Corollary 4.15] are met and we get that for all ¢ € [0, 00),

E.[e™"#] — Egle"""os] = Ele™%] — E[e” "]
t
= / E [(1 — Loyl (t — 8)) €00 (X25 (Vo gyna,,) + szp(Y(t_sm,b))} ds
0

t
— / E [e—XSYaa,b (X25(Y,,,) + X U(Yy,)) i 0ap < £ — s} ds
0

t—oa p/A\E
_F {/ o~ ZsYoup (225(Ys,,) + Z,9(Y,,,)) ds}
0

a7 - - —bZ _ _
—Ele tes — %007 <of At]+E[e 7 — e X0t < o7 A,

where the last equality follows from the constancy in time of the expectation of the F-martingales
noted above and by independence of U from Z. In the preceding display we may now let b — oo
and a | 0 (in this order) and using the fact that neither Z (for the first term) nor U (for the
second term) explode, we get the Laplace duality between the non-explosive CBC(X, V) process
Z and the minimal diffusion U (absorbed at 0):

E.[e™%] = E [e "], O (6.1)

Remark 6.2. Laplace duality of Z with U on the level of the semigroups entails that the set
C N Cy([0,00)) of Example 3.2 is invariant (in the sense that it is closed under the action of the
semigroup of Z); it is also dense in Cy([0, 00)) by Stone-Weierstrass. Therefore, see e.g. Kallenberg
[30, Proposition 19.9], it is a core for the infinitesimal generator of Z on Cy([0, 00)).

6.2. Siegmund duality: proof of Proposition 2.20. Recall that V is the (minimal) diffusion
with generator ¢. The assumptions Sy (0, x¢] = oo and Sy (zg,00) = oo, which are in effect,
entail that V' has boundaries 0 and oo inaccessible: in other words either entrance or natural. An
application of [19, Theorem 6.1] ensures that the Siegmund dual process U of V', i.e. the process
such that for all z,y € (0,00) and ¢ > 0:

P.(U: <y) =Py (V; > x) (6.2)

is indeed our diffusion with generator 7. Finally, we know that under the assumption Sy (0, zo] =
oo the process Z does not explode. Therefore, applying Proposition 2.18, introducing an expo-
nential random variable e, with parameter z independent of U, and plugging it into (6.2), we
get

E.[e *%] = B [e "] = Pu(e, > Uy) = / ze P, (V; > z)dy. O (6.3)
0
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Remark 6.3. Siegmund duality exchanges the nature of the boundaries (the scale and speed mea-
sures are interchanged), see [19, Table 5|. We observed in Remark 5.8 that, under the assumption
of non-explosion of Z, the boundary 0 of V is not regular, and noted that it can therefore be
either natural, entrance or exit. The exit option is precluded, since if Z does not explode and 0
is an exit for V, then by Siegmund duality, 0 is an entrance for U, and letting = tend to 0 in the
Laplace duality (6.1) yields P,(Z; < co) = Eg,[e*Yt] < 1, which contradicts the non-explosivity
of Z. Together with Remark 5.8, it establishes in fact that inaccessibility of co for Z automatically
entails inaccessibility of 0 for V. Establishing whether the latter is even an equivalence does not
seem to follow easily from our approach. We have also seen in Lemma 6.1 that the boundary oo
of U is either natural or entrance. By Siegmund duality, V' has therefore its boundary oo either
natural or exit. In particular, it is important to note that under the assumption of non-explosion
of Z the diffusion with generator ¢ is uniquely specified since neither one of its boundaries is
regular.

6.3. Limiting distribution: proof of Theorem 2.14. By assumption Sy (0, xo] = oo and
Sy (zg,00) = 0o, which ensures that V' is a regular recurrent diffusion on (0,00). In this setting,

the only possible invariant measure for V' is its speed measure My . If the latter is finite on (0, c0),
My (dv)

My (0,00)
e.g. Rogers and Williams [49, Theorem 54.5, page 303]. Under this proviso we see by letting ¢

tend to oo in (6.3) that for any = € [0,00) and z € (0, 00):
_ My (x,00)
E,[e %] — 227
] t—oo My (0, 00)
We now study the case in which My gives an infinite mass to (0, 00). It is slightly easier to work
directly with the dual diffusion U. Recall that, up to a multiplicative constant (we avoid making

this reservation explicit below) My = Sy, where Sy is the scale measure of U. The following three
cases may occur, see e.g. Karatzas and Shreve [31, Proposition 5.22 page 345].

(1) If Sy (0,x0] = My (0, 2] < 0o and Sy (zg,00) = My (z9,00) = oo, then, for all z € [0, 00),
P,(lim U, =0) = 1;
t—o0

the diffusion V' is positive recurrent and converges in distribution towards the law see

hence, by (6.1), tlim E.[e7*%t] = 1 and Z; converges in probability towards 0 as ¢ tends to
—00
infinity.
(ii) If Sy (0,z¢] = My (0,z0] = oo and Sy (xg, 00) = My (z9,00) < 00, then, for all x € (0, 00),

P”C(tlggo U =00) =1,

hence, by (6.1), tlim E.[e *%t] = 0 and Z; converges in probability towards oco.
—00

(iii) If Sy(0,z0] = My(0,29] = oo and Sy(xg,00) = My (z9,00) = oo then U is recurrent
and by the interchange of scale and speed measures the assumption Sy (0,x¢] = oo and
Sy (xg,00) = oo implies My (0, 9] = oo and My (xg,00) = oo, where My denotes the speed
measure of U. We see therefore that U is a null recurrent diffusion without a limiting
distribution on [0,00]. A final application of (6.1) entails that Z cannot have a limiting
distribution.  [J

6.4. Characterizing CBCs: proof of Theorem 2.21. Recall that the usual meaning attached
to Z, %, o/, 3 and ¥ in this paper is suspended in the context of Theorem 2.21.

We start by establishing a lemma of independent interest, specifying how the generator of a
positive Feller process with no negative jumps may act on exponential functions.

Lemma 6.4 (Courrege form on exponentials). Assume that Z is a positive Feller process with no
negative jumps, 0 absorbing, and infinitesimal generator £, whose domain includes the Schwartz
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space of rapidly decaying functions on [0,00). For x € (0,00) let e, := ([0,00) 3 z > e %) be the
exponential function (of rate x). Then, for any f € C°([0,00)) U {e, : © € (0,00)}, the generator
Z acts on f as follows:

Zf(z) =/(f(2+h)—f( ) = hf'(2) Lo (h) v(z,dh) +a(2) f"(2) +b(2) f'(2) — e(2) f(2), (6.4)

with v(z,dh) a Lévy measure on (0,00), a(z) € [0,00), b(z) € R, ¢(z) € [0,00) for z € [0,00) and
a(0) = b(0) = ¢(0) = v(0,dh) = 0.

Proof. Because 0 is an absorbing state for Z we may and for a moment do extend it to a Feller
process on the whole real line by taking it as constant on (—o0,0). So extended, its infinitesimal
generator includes C°(R). From the so-called Courrege form of .Z, see e.g. Bottcher et al. [5,

Theorem 2.21], it follows that for f € C°(R),

Zf(z) = / (f(z+h) = f(2) = hf' (2)Lgniny) v(z, dR) + a(2) f"(2) + b(2) f'(2) — e(2) f(2) (6.5)

for certain Lévy measures v(z,dh) on R, diffusion coefficients a(z) € [0,00), drifts b(z) € R
and killing rates ¢(z) € [0,00) as z runs over R. Because Z has no negative jumps we know
from applying Dynkin’s characteristic operator [5, Theorem 1.39] that, for all z € (0, 00), for all
f € C°(R) whose support is bounded away on the right from z, Zf(z) = 0: the key is simply to
note that, for all sufficiently small r € (0, 00), at time” ¢, A (., of first exit from the interval
of radius r around z the process Z is either above z 4+ r or equal to z — r by the absence of
negative jumps, hence f(Zc+ . ) =0= f(z) as.. Therefore, for z € (0,00), v(z,dh) is carried
by (0, c0).

We now revert back to the non-extended process and observe that (6.5) then holds true for
f € C>®([0,00)). The action of its right-hand side extends naturally to all f € CZ(]0,00)) and we

use the symbol £ for the corresponding operator. In short,
&L =2 on C=([0,0)), (6.6)

the action of .Z on C2([0,00)) being given by the right-hand side of (6.5). Since 0 is absorbing
for Z we may and do take a(0) = b(0) = ¢(0) = v(0,dh) = 0.

Next, fix © € (0,00) and we show that the equality in (6.6) extends also to the exponential
map e,. Let (¢n)nen be a sequence in C2°([0,00)) satisfying 1jg,) < ¢, < 1 for all n € N and
lim,, 00 ¢, = 1 pointwise (such smooth transition functions exist, see e.g. [9, page 49]). Then, on
the one hand, it is clear by bounded convergence that i (exn) — PLe, pointwise as n — co. On
the other hand, for all z € [0,00), for all n € N with n > z + 1,

< e ™2 1im

—xZy.
L buen) — Les|(2) < timsup A Ze =] E.[f(Z)
t10 t 10 t

= 2L (2)

by choosing any f from the Schwartz space of rapidly decaying functions on [0, c0) that majorizes
€x/21[24+1,00) but vanishes at z (it exists, it may depend on x and z, but not on n; one way to get it
is by multiplying e, /> with a smooth transition function that vanishes on [0, z+1/4) and is equal to
one on [z+3/4,00)). Letting n — oo in the preceding display we deduce that also £ (e;¢,) — ZLe,
pointwise as n — oco. But Z(e,¢,) = (emqﬁn) for all n € N. Hence e, = Ze,. O

Lemma 6.5. Under the assumptions of Lemma 0./, if the generator £ includes in its domain
even

S:={f RO . 3Tlimf) & (f — f(oo) € Schwartz space of rapidly decaying functions)}

"Notwithstanding the first paragraph of this subsection we use ¢t . and (., in their established relation, see
(2.3) & (2.6), vis-a-vis the process Z.
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and further satisfies a Laplace duality relationship
Lo = dle” = 2Pe N (x) + 2e "V (2), {z,z} C[0,00), (6.7)

with the generator </ of a one-dimensional diffusion on [0,00) having drift —V and non-zero
diffusion coefficient 3, both assumed to be continuous at 0, then ¥ and ¥ are Lévy-Khintchine
functions of the form (1.2) and (1.3), respectively.

Proof. Since 1 = 0, from (6.7), on setting z = 0 we get ¥(0) = 0 = ¥(0). Furthermore, (6.7)
and (6.4) tell us that for {z, 2} C (0, 00),

20(x) + 2V (z) = e e = " Le
= /Ooo(e“h — 14 zhlpeny)v(z,dh) — b(2)z + a(2)z® — c(2). (6.8)
Letting x | 0 renders ¢(z) = 0 by continuity of 3 and W at 0. Then dividing by z we get
25(x) + ¥ (z) = /Ooo(e"”h — 1+ xhlgen)z 'v(z,dh) — 27'b(2)z + 2 a(z)2”. (6.9)

For any fixed z the right-hand side of (6.9) is analytic in z € C with $(x) > 0 and continuous in
z € C with R(z) > 0. Considering two different z we deduce that ¥ and ¥ admit unique extensions
to continuous maps defined on {® > 0}, analytic on {R > 0}. By analytic continuation and
continuity at fixed x (6.9) then obtains for all x € C with R(z) > 0, for imaginary x in particular.

It now follows that the characteristic functions of the infinitely divisible distributions whose
Laplace exponents are given by the right-hand sides of (6.9) converge weakly as z | 0 towards a
continuous function, namely (R > z ~ e¥(7%)). By Lévy’s continuity theorem it implies weak
convergence of the infinitely divisible distributions, and since the latter are sequentially closed
under weak convergence, Sato [50, Lemma 2.7.8], we deduce that the limiting distribution is itself
infinitely divisible, i.e. (R > z — W(—ix)) is the characteristic exponent of a Lévy process.
We also know that convergence of characteristic exponents of Lévy processes implies their weak
convergence for the Skorohod topology, see e.g. Jacod and Shiryaev [27, Corollary VII.3.6]. This
allows us to infer [27, Corollary VI.2.8] finally that W is Lévy-Khintchine of the spectrally positive
type, i.e. it takes the form (1.2).

Similarly, dividing again by z in (6.9) we get

N(z) + 27 (z) = /000<€_xh — 1+ xhlpeny)z*v(z,dh) — 272b(2)z + 2 2a(z)2”. (6.10)

Applying the very same reasoning but this time with z — oo in lieu of z | 0 allows to conclude
that ¥ is Lévy-Khintchine of the spectrally positive type as per (1.3). O

Proof of Theorem 2.21: Returning now to (6.6) & (6.8), since a Lévy-Khintchine function
determines the associated Lévy triplet uniquely, it follows that £ acts on C'2°([0,00)) according
to (2.4). O
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