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FINITE ELEMENTS FOR WASSERSTEIN Wp GRADIENT FLOWS

CLÉMENT CANCÈS, DANIEL MATTHES, FLORE NABET, AND EVA-MARIA ROTT

Abstract. WassersteinWp gradient flows for nonlinear integral functionals of the density
yield degenerate parabolic equations involving diffusion operators of q-Laplacian type,
with q being p’s conjugate exponent. We propose a finite element scheme building on con-
formal P1 Lagrange elements with mass lumping and a backward Euler time discretization
strategy. Our scheme preserves mass and positivity while energy decays in time. Building
on the theory of gradient flows in metric spaces, we further prove convergence towards
a weak solution of the PDE that satisfies the energy dissipation equality. The analytical
results are illustrated by numerical simulations.

1. Introduction

We are interested in the numerical approximation of non-negative unit mass solutions
to the following degenerate parabolic equation

(1) ∂tρ − ∇ ·
(
ρ
∣∣∣∇(η′(ρ) + Ψ)

∣∣∣q−2
∇

(
η′(ρ) + Ψ

))
= 0, in R≥0 ×Ω,

on a bounded convex polyhedral domain Ω ⊂ Rd (where d = 2 or 3), with unit outward
normal n, complemented with no-flux boundary conditions

(2) −

(
ρ
∣∣∣∇(η′(ρ) + Ψ)

∣∣∣q−2
∇

(
η′(ρ) + Ψ

))
· n = 0 on R≥0 × ∂Ω,

and initial condition

ρ = ρ0 on {0} ×Ω.(3)

Here and throughout the paper, we denote by R≥0 = {t ∈ R : t ≥ 0} and R>0 = {t ∈ R : t >
0}. The exponent q > 1 determines the degeneracy of the equation. Models of the form (1)
appear as diffusive approximations of the Euler or shallow water equations with high and
possibly non-linear friction, see for instance [2, 28, 13, 35].

We consider two sets of assumptions on the nonlinearity η : [0,+∞) → R≥0 and the
external potential Ψ : Ω → R. Our basic hypotheses for well-definedness of the scheme
are:

Hypothesis 1. η is non-negative, continuous, smooth on (0,∞), and strictly convex with
superlinear growth at infinity. We consider both cases that
(A1) η′ is singular at 0, i.e. limr↘0 η

′(r) = −∞, or
(A2) η′(0) := limr↘0 η

′(r) is a non-negative real number.

Moreover, Ψ is non-negative, independent of time, and Lipschitz continuous on Ω.
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For the convergence analysis using variational methods, we need the following addi-
tional hypotheses. These ensure that the corresponding energy functional E introduced in
(4) below is λ-uniformly geodesically semi-convex, which in turn implies that E’s local
slope is a strong upper gradient.

Hypothesis 2. η satisfies McCann’s condition for geodesic convexity and the doubling
condition, see (13) and (14) below. Moreover, Ψ is semi-convex if q ≤ 2, or convex if
q > 2.

1.1. Gradient flow structure. The motivation for our numerical method and the proof
of convergence heavily rely on the variational structure of the boundary value problem
(1)&(2): it is the metric p-gradient flow of the energy functional

(4) E(ρ) =

∫
Ω

(η(ρ) + ρΨ) dx

with respect to the Lp-Wasserstein distanceWp on the spacePac(Ω) of probability densities
on Ω, where p is q’s dual exponent, i.e. 1

p + 1
q = 1. We briefly recall some key elements of

the corresponding theory developed in [4]; more detailed information is given in Section 2
below.

A curve
(
ρ(t)

)
t≥0 of probability densities ρ(t) on Ω is a p-gradient flow with respect to

a strong upper gradient |∂E| iff the energy t 7→ E(ρ(t)) is an absolutely continuous function
that satisfies the energy identity

(5) −
d
dt
E(ρ(t)) =

1
p
|ρ′|p(t) +

1
q
|∂E|q(ρ(t))

for almost every t > 0. Formally (see Propositions 2.1&2.2 for rigorous statements), the
metric velocity |ρ′| and the local slope |∂E| along a general curve (ρt)t≥0 amount to

(6) |ρ′|p(t) =

∫
Ω

|v(t)|pρ(t) dx, |∂E|q(ρ(t)) =

∫
Ω

∣∣∣∇[η′(ρ(t)) + Ψ]
∣∣∣qρ(t) dx,

where v(t) is a minimizing vector field for the above integral among all v satisfying the
continuity equation ∂tρ(t) + ∇ ·

(
ρ(t)v

)
= 0 at a given instance of time t > 0.

The key point is that the evolution equation (1)&(2), which is a relation on an infinite-
dimensional Banach space, is equivalently expressed as the single relation (5) between the
three scalar quantities E(ρ(t)), |ρ′|(t) and |∂E|(ρ(t)). On a formal level, that equivalence is
easily derived by estimating inside the chain rule −(d/dt)E(ρ(t)) ≤ |∂E|(ρ(t)) |ρ′|(t) on the
left-hand side, and then using Young’s inequality a · b ≤ 1

p |a|
p + 1

q |b|
q for vectors a, b ∈ Rd,

which is sharp precisely if a = |b|q−2b, with the choices a = v(t) and b = ∇[η′(ρ(t)) + Ψ]
on the right-hand side.

The gradient flow structure of (1)&(2) has been used in the seminal paper [1] to con-
struct weak solutions as limits of a variational time discretization, and in [4] to prove
qualitative properties of solutions, like energy dissipation and instantaneous regulariza-
tion. Unfortunately, the theory for metric p-gradient flows with p , 2 is much weaker than
the one for p = 2, where e.g. E’s geodesic convexity would have significant consequences
on the long-time asymptotics, as shown in [34].

Here, we use the gradient flow structure in a particular way for our needs: our dis-
cretization (25) — although not truly variational — dissipates E in a good way. With that
dissipation at hand, we conclude via compactness and variational arguments the conver-
gence of the discrete approximations to a limit curve ρ∗ = (ρ∗(t))t≥0 that satisfies the en-
ergy inequality (5). We thus obtain a p-gradient flow solution to (1)&(2), which is energy
dissipating and a weak solution of the PDE in the sense detailed below. By this approach,
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we circumvent the use of methods à la Browder-Minty to identify the flux in the limit, i.e.,
the term |∇[η′(ρ) + Ψ]|q−2∇[η′(ρ) + Ψ], and we obtain strong convergence results on the
gradient expressions for our method. The price we pay is the use of various results from
the theory of metric gradient flows as a “black box”, like an explicit characterization of
the subdifferential |∂E| in terms of differential operators, see Proposition 2.1. For a more
detailed description of our method, see Section 3.6 further below.

1.2. Solution concept. The aforementioned gradient flow representation of (1)&(2) sug-
gests a particular weak formulation. First, introduce the non-negative, continuous and
increasing pressure function φ : R≥0 → R≥0 via

(7) φ(r) = r η′(r) − η(r) + η(0) =

∫ r

0
sη′′(s) ds.

Since φ′(r) = rη′′(r) for all r > 0, we formally have that ∇φ(ρ) = ρ∇η′(ρ). The key point
is that, while weak differentiability of η′(ρ) is a delicate issue on the set where ρ vanishes,
differentiability of φ(ρ) is much better accessible.

Definition 1.1. ρ : R≥0×Ω→ R≥0 is a weak solution to the initial boundary value problem
(1)&(2)&(3) if

(1) ρ(t, ·) is a probability density at each t ≥ 0;
(2) ρ(t, ·) converges to ρ0 weakly-* as t ↘ 0;
(3) φ(ρ) ∈ L1

loc(R>0,W1,1(Ω));
(4) the time-dependent vector field u : R>0 ×Ω→ Rd defined by

u =
∇φ(ρ)
ρ

+ ∇Ψ on {ρ > 0}(8)

and by u ≡ 0 on {ρ = 0} satisfies ρ|u|q ∈ L1
loc(R>0 ×Ω);

(5) (the distributional form of) the following nonlinear continuity equation∫ ∞

0

∫
Ω

(
ρ ∂tϕ + ρ|u|q−1u · ∇ϕ

)
dx dt = 0(9)

holds for arbitrary ϕ ∈ C∞c (R>0 ×Ω).

Notice that the no-flux boundary condition (2) is encoded in by validity of the continuity
equation (9) for test functions ϕ that do not necessarily vanish on ∂Ω.

1.3. Organization of the paper. In Section 2, we introduce some material related to the
gradient flow interpretation of the continuous problem (1)&(2). The finite element scheme
is described in Section 3. It is based on conformal Lagrange P1 finite elements and mass
lumping, while the time discretization relies on the backward Euler scheme. The main
results of the paper are set out in Section 3.5 and we give the sketch of proof in Section 3.6.
In Section 4, then we establish Theorem 3.1 by showing that the scheme admits solutions
for any time step size. In Section 5, we establish the a priori estimates our analysis will rely
on. These estimates are all consequences of the (global) mass conservativity and the energy
diminishing property of the scheme. Section 6 is devoted to the proof of the convergence
of approximate solutions (Theorem 3.2), which relies on compactness arguments. The
proof of strong convergence (Theorem 3.3) is the purpose of Section 7. Finally, numerical
experiments are collected in Section 8.
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2. Variational concepts

2.1. Spaces and distances. For general information on Wasserstein metrics and Wasser-
stein gradient flow, see [37, 38].

Denote by Pac(Ω) the space of absolutely continuous probability measures on Ω. By
abuse of notation, we shall identify elements in Pac(Ω) with their Lebesgue-density ρ ∈
L1(Ω), which is non-negative and of unit mass. From the various ways to define the Lp-
Wasserstein distance Wp(ρ0, ρ1) between ρ0, ρ1 ∈ Pac(Ω), the dynamical one from [8] is
closest to the heart of this work,

Wp(ρ0, ρ1) =

(
inf

{∫ 1

0

∫
Ω

|v|pρ dx ds

∣∣∣∣∣∣ ∂sρ + ∇ · (ρv) = 0
})1/p

,(10)

where the pair (ρs, vs)s∈[0,1] runs over all distributional solutions of the continuity equation
that connect ρ(0) := ρ0 to ρ(1) := ρ1. Since Ω is bounded, convergence inWp is equivalent
to weak-∗-convergence. Occasionally, we shall use the L1-Wasserstein distanceW1 — also
known as bounded Lipschitz distance — on Pac(Ω), which is defined by (10) with p = 1,
or alternatively in the dual representation

W1(ρ0, ρ1) = sup
0,ϕ∈C1(Rd)

∫
Ω
ϕ(ρ1 − ρ0) dx

‖∇ϕ‖L∞
.

We will make use in the sequel of the following classical identity which follows from
Kantorovitch’s dual representation of the optimal transportation problem [37]

Wp(ρ0, ρ1) ≤ diam(Ω)1/qW1(ρ0, ρ1)1/p.(11)

2.2. Energy functional. Recall from Hypothesis 1 that η : R≥0 → R is continuous on
R≥0, smooth on R>0, convex function of superlinear growth, specifically

(12) lim
ρ→+∞

η′(ρ) = +∞.

For simplicity (and by abuse of notation), we identify η with its extension to R by η(r) =

+∞ for r < 0. This extension is convex and lower semi-continuous, so that the subdifferen-
tial ∂η can be considered. Specifically, we have ∂η(r) = {η′(r)} for all r > 0, and ∂η(r) = ∅

for all r < 0. At r = 0, there are two alternatives:

• in case (A1), when limr↘0 η
′(r) = −∞, we have ∂η(0) = ∅;

• in case (A2), when η′(0) := limr↘0 η
′(r) ∈ R≥0, we have ∂η(0) = (−∞, η′(0)].

In Hypothesis 2, we further assume McCann’s condition [31] on geodesic convexity,

s 7→ sd[η(s−d) − η(0)] is convex and non-increasing on R>0(13)

and the doubling condition:

∃C > 0 s.t. η(s + š) ≤ C(1 + η(s) + η(š)), ∀ s, š ∈ R>0.(14)

The energy functional E : Pac(Ω) → R ∪ {+∞} is defined by formula (4) from the intro-
duction.

2.3. Metric slope. For the abstract definition of the metric (local) slope |∂E| of E, see
[4, Section 1.2]. In the situation at hand, it is characterized as follows, see [4, Theorem
10.4.13].
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Proposition 2.1. Let ρ ∈ Pac(Ω) be such that E(ρ) < ∞. Then |∂E|q(ρ) < ∞ if and only if
φ(ρ) ∈ W1,1(Ω) with

(15) ρu = ∇φ(ρ) + ρ∇Ψ a.e. on Ω

for a measurable u : Ω→ Rd satisfying ρ|u|q ∈ L1(Ω). In that case,∣∣∣∂E∣∣∣q(ρ) =

∫
Ω

ρ|u|q dx.(16)

Notice that any u satisfying (15) is ρ-almost everywhere uniquely defined as the quotient
that appears in (8). Actually, in view of the definition of φ, there holds ∇φ(ρ) = ρ∇η′(ρ) as
soon as ρ is regular enough (here, ρ bounded away from 0 is sufficient to justify the chain
rule). Equation (15) thus gives a rigorous meaning to the formally expected definition of
u, namely u = ∇(η′(ρ) + Ψ). Note that expression (16) is consistent with (6) provided (8)
holds true.

2.4. Metric velocity. For the abstract definitions of p-absolute continuity and the metric
velocity |ρ′| of a curve (ρ(t))t≥0 in Pac(Ω) with respect toWp (or in any other metric space),
see [4, Section 1.1]. Informally, |ρ′| is the smallest function m ∈ L1

loc(R≥0) with the property
that

Wp(ρ(t1), ρ(t2)) ≤
∫ t2

t1
m(t) dt for all 0 ≤ t1 ≤ t2,

and (ρ(t))t≥0 ∈ ACp, i.e., the curve is p-absolutely continuous, if |ρ′| ∈ Lp(R>0). Here, we
only need the following property, see [4, Theorem 8.3.1].

Proposition 2.2. If v : R>0×Ω→ Rd with
∫ ∞

0

∫
Ω
ρ|v|p dx dt < ∞ is such that the continuity

equation

∂tρ + ∇ · (ρv) = 0(17)

is satisfied in the distributional sense, then (ρ(t))t≥0 ∈ ACp, and

|ρ′|p(t) ≤
∫

Ω

|v(t)|pρ(t) dx for a.e. t > 0.

2.5. p-gradient flows. Below, we need to assume in addition also Hypothesis 2: then,
the metric slope |∂E| is a strong upper gradient in the sense of [4, Definition 1.2.1], which
follows from [4, Corollary 2.4.10] thanks to the geodesic convexity of E in Wp, see [4,
Proposition 9.3.2] and [4, Proposition 9.3.9]. The conditions stated in Hypothesis 2, in-
cluding Ψ’s (semi-)convexity, are essential here.

In the context of gradient flows in metric spaces, see [4, Section 1.3], an absolutely
continuous curve (ρ(t))t≥0 ∈ ACp is a p-gradient flow for the functional E in the metricWp

with respect to the strong upper gradient |∂E| if and only if t 7→ E(ρ(t)) is an absolutely
continuous function, and the following time-integrated version of the energy identity (5)
holds at every t? > 0:

E(ρ(t?)) +
1
p

∫ t?

0
|ρ′|p(t) dt +

1
q

∫ t?

0
|∂E|q(ρ(t)) dt = E(ρ0).(18)

Of the two inequalities behind this equation, the one with ≥ is already contained in the def-
inition of the strong upper gradient, while the one with ≤ characterizes the curve (ρ(t))t≥0
as gradient flow. Validity of (18) for every t? > 0 implies the distributional formulation
(5), and in particular also

−∂tE(ρ(t)) = |ρ′|p(t) = |∂E|q(ρ(t))(19)
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at almost every t ≥ 0, see [4, Remark 1.3.3]. Moreover, for the specific choice (4) of
E, the p-gradient flow also satisfies the weak form of the initial boundary value problem
(1)&(2)&(3) given in Definition (1.1). This follows by combination of Theorem 11.1.3
with Theorem 10.4.13 from [4], see also [4, Theorem 11.3.4] for the corresponding exis-
tence result.

3. Energy stable finite elements

3.1. Discretization in space. The goal of this section is to introduce the basic material
on finite element to define the scheme and to initiate the analysis. Our approach relies on
lowest order conforming finite elements with mass lumping. The domain Ω is assumed to
be tessellated into a simplicial conformal discretization Th (made of triangles if d = 2 and
of tetrahedra if d = 3). Denoting by hT the diameter of an element T ∈ Th and by dT the
diameter of the largest sphere included in T , the size and regularity of Th are respectively
defined by

hT = max
T∈Th

hT , ζTh = max
T∈Th

hT

dT
.(20)

We denote by VT the set of the (d + 1) vertices of T ∈ Th, and by V =
⋃

T∈Th
VT the set

of all the vertices of Th.
Mass lumping is frequently presented in the literature as a simple quadrature rule for

computing integrals, the quadrature points being located at the vertices, similarly to the
degrees of freedom. Here, we rather build on another classical approach for representing
mass lumping, which consists in introducing the so-called Donald (or dual barycentric)
mesh. To each a ∈ V we associate a cell ωa containing a and delimited by the hyperplans
joining

• in d = 2: the barycenters xT and xe of all triangle T ∈ Th and edge e sharing a as
a vertex.

• in d = 3: the barycenters xT , xF and xe of all triangle T ∈ Th, face F and edge e
sharing a as a vertex.

With this construction, one has |ωa ∩ T | = 1
d+1 |T | for all a ∈ VT , T ∈ Th. An illustration in

the two-dimensional case is given on Figure 1.

a

ωa

Figure 1. Construction of the Donald mesh cell ωa for some a ∈ V.

Define the usual P1 Lagrange finite elements space corresponding to the mesh Th by

Vh =
{
v ∈ C(Ω)

∣∣∣∣ v|T is affine for all T ∈ Th

}
,
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as well as the set of piecewise constant functions on Th by

Ṽh =
{
v ∈ L∞(Ω)

∣∣∣ v|T is constant for all T ∈ Th
}
.

In particular, the gradient ∇vh of an element vh ∈ Vh belongs to (Ṽh)d. Further, introduce
the set of piecewise constant functions on the Donald mesh by

Xh = {v ∈ L∞(Ω) | v|ωa
is constant for all a ∈ V}.

3.2. Reconstruction operators. Both Vh and Xh are isomorphic to RV as the elements
of Vh and Xh are fully determined by their value at the vertices. We denote by ϕh the
unique element of Xh having the same nodal values as ϕh ∈ Vh. The mapping ϕh 7→ ϕh is
one-to-one and onto from Vh to Xh, and makes the mass matrix is diagonal since

(21)
∫

Ω

vhwh =
∑
a∈V

|ωa|vh(a)wh(a), ∀ vh,wh ∈ Vh.

Another remarkable property of mass-lumped finite elements is its compatibility with non-
linearities. More precisely, given f ∈ C(R) and vh ∈ Vh, and denoting by fh the element of
Vh such that fh(a) = f (vh(a)), there holds

(22) fh = f (vh),

The combination of (21) and (22) is key to establish the energy stability of our scheme.
More generally, mass-lumping enhances the stability of finite elements, see for instance [16].
In our analysis, one also needs to reconstruct elements ṽh ∈ Ṽh from elements vh ∈ Vh by
setting

(23) ṽh(xT ) =
1

d + 1

∑
a∈VT

vh(a), ∀T ∈ Th.

3.3. Discretization in time. For the time discretization, one defines an increasing se-
quence (tn)n≥0 with t0 = 0 and tn → +∞ as n → +∞. We denote by τn = tn − tn−1

the nth time step, and by τ = maxn≥1 τ
n.

3.4. Definition of the scheme. The initial boundary value problem (1)&(2)&(3) is dis-
cretized using a simplicial decomposition Th of Ω and a temporal mesh 0 = t0 < t1 < t2 <
· · · , with time steps τk = tk − tk−1. The sought solution ρ to (1)–(3) is approximated by a
piecewise affine in space and piecewise constant in time function ρhτ.

The weak formulation of our time-iterative scheme uses mass-lumping: to the simplicial
decomposition Th, we associate a Donald mesh, see Figure 1 for illustration. And to a
piecewise affine (w.r.t. Th) function fh∈ Vh, we associate its mass-lumped reconstruction
f̄h∈ Xh that is piecewise constant on the Donald mesh as prescribed in Section 3.2

Let Ψh be the piecewise affine approximation of Ψ that agrees with the original values
on the vertices, that is Ψh ∈ Vh and

Ψh(a) =

?
ωa

Ψ dx :=
1
|ωa|

∫
ωa

Ψ dx, ∀a ∈ V.

With this choice, the existence of some C1 > 0 depending only on the regularity factor ζTh

and on the dimension d such that

(24) ‖∇Ψh‖L∞(Ω)d ≤ C1‖∇Ψ‖L∞(Ω)d

has been established in the proof of [11, Theorem A.1].
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For a given non-negative and of unit mass ρn−1
hτ ∈ Vh, the piecewise affine functions

ρn
hτ := ρhτ(tn, ·) are subject to∫

Ω

(
ρn

hτ − ρ
n−1
hτ

)
wh + τn

∫
Ω

ρn
hτ

∣∣∣∣∇ (
µn

hτ + Ψh

)∣∣∣∣q−2
∇

(
µn

hτ + Ψh

)
· ∇wh = 0,(25)

for every piecewise affine test function wh∈ Vh. Above, the piecewise affine potentials µn
hτ

are such that

µn
hτ(a) ∈ ∂η(ρn

hτ(a)) at all vertices a,(26)

where ∂η(r) ⊂ R denotes the subdifferential of the convex function η at r. More explicitly,
under Assumption (A1), one has ρn

hτ(a) > 0 and µn
hτ(a) = η′(ρn

hτ(a)) at every vertex a, and
under Assumption (A2), also ρn

hτ(a) = 0 and µn
hτ(a) ≤ η′(0) are admissible.

Several remarks on the seemingly complicated definition of our scheme are in order.
Unless q = 2, the term |∇(η′(ρ) + Ψ)|q−2 requires a full reconstruction of the gradient of
the potential. In space dimension d ≥ 2, the convenient Two Point Flux Approximation
(TPFA) [20] is not anymore sufficient for consistency. We refer the reader to [23] for an
illustration of the TPFA’s failure in the context ofWp due to hazardous geometrical effects
from the mesh, or to [24] where similar effects appear already for the simpler transient
q-Laplace equation. Instead, we make use of lowest order Lagrange finite elements as
in [39, 7], but with mass-lumping as a key ingredient of our method.

The TPFA approach with Delaunay regular meshes, or very specific finite volume meth-
ods [5] designed to approach strongly degenerate operators involving also a q-Laplacian
are able to preserve the monotonicity of the problem. Our method will not be monotone
in general. Instead, stability is obtained by energy methods, which is natural in view of
the gradient flow interpretation described below. Here we build on various recent contri-
butions [10, 9, 11, 15], where energy dissipative methods for general meshes are designed
and analyzed. Unfortunately, these schemes are not positivity preserving under Assump-
tion (A2), but the latter is required for the gradient flow interpretation. As a remedy, we in-
troduce a Lagrange multiplier for the positivity constraint, and use an interior point method
inspired by [33]. We emphasize that the scheme we propose is not variational, but relies on
the cheaper backward Euler scheme. For variational discretizations building on the JKO
scheme [26] in the much easier case q = 2, see for instance [12, 29, 14]. Continuous in
time but discrete in space dynamics are also considered in [30, 17, 19].

3.5. Results: well-posedness and convergence. We have two main results. The first is on
the well-posedness of the fully discrete iteration scheme and the essential energy estimate.
For concise formulation, introduce the modified energy functional

Eh(ρh) =

∫
Ω

[
η(ρh) + ρh Ψh] dx,

defined on densities ρh∈ Xh that are piecewise constant on the Donald mesh introduced in
Section 3.1.

Theorem 3.1. Assume Hypothesis 1. Let a triangulation Th of Ω and a time step τn be
given, and consider a piecewise affine datum ρn−1

hτ ∈ Vh, that is non-negative and of unit
mass. Then there exists a piecewise affine solution ρn

hτ∈ Vh to (25)&(26), non-negative and
of unit mass. Moreover, the following discrete energy–dissipation inequality holds:

(27) Eh(ρn
hτ) + τn

∫
Ω

ρn
hτ

∣∣∣∣∇ (
µn

hτ + Ψh

)∣∣∣∣q ≤ Eh(ρn−1
hτ ), ∀n ≥ 1.
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This result gives rise to global-in-time fully discrete solutions in the usual way: assume
that simplicial meshes Th and time steps (τn) are given, parametrized by (h, τ). For each
(h, τ), consider the non-negative, unit mass and piecewise constant initial datum ρ0

hτ∈ Xh

defined by

(28) ρ0
hτ(a) =

?
ωa

ρ0, ∀a ∈ V,

where ρ0 is positive, of unit mass and such that
∫

Ω
η(ρ0) < +∞.

Inductively applying Theorem 3.1 above, one obtains a sequence (ρn
hτ)
∞
n=0. Denote the

advanced piecewise constant-in-time “interpolation” by ρhτ, i.e.,

ρhτ(t) = ρn
hτ for tn−1 < t ≤ tn.(29)

For these, we prove the following convergence result.

Theorem 3.2. Assume Hypotheses 1 and 2, and let a non-negative and unit mass initial
datum ρ0 of finite energy E(ρ0) < ∞ be given. Assume that the simplicial decompositions
Th are of uniform regularity ζTh , see (20), and that the initial data are given by (28). Define
the discrete solutions ρhτ as above.

Then, as (h, τ) → (0, 0) along a suitable sequence, ρhτ(t) converges in Wp, locally
uniformly with respect to t ≥ 0, and also in L1

loc(R≥0 × Ω) to a limit ρ∗. Moreover, the
functions t 7→ Eh

(
ρhτ(t)

)
converge pointwise w.r.t. t ≥ 0 to the absolutely continuous limit

t 7→ E(ρ∗(t)). Finally, the limit ρ∗ satisfies the energy identity (5), and in particular, it is a
weak solution to (1)&(2)&(3) in the sense of Definition 1.1.

In the statement of the theorem, the phrase “along a suitable sequence” is important.
The family ρhτ may contain a multitude of accumulation points for (h, τ)→ (0, 0). Indeed,
uniqueness of the solutions to (1)&(2) is not guaranteed, not even in the class of gradient
flow solutions — this is in sharp contrast to the case p = 2.

A third result concerns strong convergence of the flux vector field. For a concise state-
ment, define

uhτ := ∇[µhτ + Ψh], vhτ := |uhτ|
q−2uhτ,(30)

so that |vhτ|
p = |∇[µhτ +Ψh]|q, and the “limiting vector fields” u∗ and v∗ in accordance with

(8) by

u∗ =
∇φ(ρ∗)
ρ∗

+ ∇Ψ, v∗ = |u∗|q−2u∗ on {ρ∗ > 0},(31)

and u∗ = v∗ = 0 on {ρ∗ = 0}.
Denoting by ρ̃hτ the constant-in-time “interpolation” of the constant-in-space recon-

struction of ρhτ, i.e.,
ρ̃hτ(t) = ρ̃n

hτ for tn−1 < t ≤ tn,

where ρ̃n
hτ ∈ Ṽh is defined by (23), we have the following result.

Theorem 3.3. Under the same assumptions and with the same notations as in Theorem 3.2
above, the vector fields uhτ from (30) approximate u∗ from (31) in the following sense: for
each r ∈ [1, q], the product |uhτ|

r−1uhτρ̃
r/q
hτ converges to |u∗|r−1u∗ρr/q

∗ strongly in Lq/r
loc (R≥0 ×

Ω). Consequently, the fluxes converge strongly in L1, that is

|uhτ|
q−2uhτρ̃hτ → |u∗|q−2u∗ρ∗ in L1

loc(R≥0 ×Ω),

or equivalently, vhτρhτ → v∗ρ∗ in L1
loc(R≥0 ×Ω).
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3.6. Strategy of proof. The central point in the proof of our convergence result in Theo-
rem 3.2 is to first establish a relatively weak convergence of the ρhτ to a limit curve ρ∗ and
then to obtain the “significant half” of the integral form (18) of the energy identity (5) for
ρ∗, that is

E
(
ρ∗(t?)

)
+

1
p

∫ t?

0
|ρ′∗|

p dt +
1
q

∫ t?

0
|∂E|q(ρ∗) dt ≤ E(ρ0).(32)

All estimates for both parts — convergence and energy identity — rest on the strong energy
dissipation estimate (27) for fully discrete solutions.

Concerning the convergence: weak convergence of ρhτ(t) to a limit ρ∗(t) at every t ≥ 0
is a standard result from gradient flow theory, using the implied uniform (almost) Hölder
continuity of the curves ρhτ. Stronger convergence in L1([0, t?] × Ω) uses that the expres-
sion ρhτ∇[µhτ + Ψh] in the dissipation term in (18) controls ∇φhτ, where φhτ is a piecewise
affine approximation of the concatenation φ(ρhτ). The proof of this control requires de-
tailed estimates for piecewise affine functions on simplicial meshes. The bound on ∇φhτ

then provides sufficient compactness to apply the Aubin-Lions lemma, see Lemma 6.4.
A posteriori, we are able to identify both the limit of ∇φhτ and the limit of ρ̃hτ∇µhτ with
∇φ(ρ∗), see Lemma 6.7. This identification is crucial for the identification of the subdiffer-
ential later.

Concerning the proof of (32): there are four ingredients.
(i) Discrete energy dissipation inequality: By direct iteration of (27), the piecewise con-

stant interpolation in time, the definitions of uhτ and vhτ in (30), and finally that
1
p + 1

q = 1, it follows immediately that

Eh
(
ρhτ(t

?)
)

+
1
p

∫ t?

0

∫
Ω

|vhτ|
pρ̃hτ dx dt +

1
q

∫ t?

0

∫
Ω

|uhτ|
qρ̃hτ dx dt ≤ Eh(ρ0

hτ).

The remaining steps are concerned with convergence of the three terms on the left-
hand side, to obtain the left-hand side of (32) as lim inf.

(ii) Convergence of the energy: In Lemma 6.11, we show that

E(ρ∗(t?)) ≤ lim inf
h,τ→0

Eh(ρ̄hτ(t?)) at every t? ≥ 0.

This is actually an immediate consequency of ρ̄hτ(t?)’s weak convergence and E’s
weak lower semi-continuity.

(iii) Convergence of the slope: In Lemma 6.13, we conclude that∫ t?

0
|∂E|q(ρ∗) dt =

∫ t?

0

∫
Ω

ρ∗|u∗|q dx dt ≤ lim inf
h,τ→0

∫ t?

0

∫
Ω

ρ̃hτ|uhτ|
q dx dt.(33)

The existence of a limiting vector field u∗ such that ρ̃hτuhτ → ρ∗u∗ weakly follows
from step (i) above by means of the abstract convergence result in Proposition A.2,
and so does the liminf-estimate. The fact that u∗ has the form (31) relies on the con-
vergence of ρ̃hτ∇µhτ to ∇φ(ρ∗), hence the characterization of |∂E|(ρ∗) in Proposition
2.1 yields the equation above.

(iv) Convergence of the metric velocity: In Lemma 6.14, we show that∫ t?

0

∣∣∣ρ′∗∣∣∣p(t) dt ≤
∫ t?

0

∫
Ω

ρ∗|v∗|p dx dt ≤ lim inf
hτ→0

∫ t?

0

∫
Ω

ρ̃hτ|vhτ|
p dx dt.(34)

In view of (30) and (31), the right inequality in (34) just rephrases the respective
inequality in (33) above. The left inequality in (34) follows from Proposition 2.2 on
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the metric velocity; the challenge here is to establish the continuity equation for ρ∗
and v∗.

4. Existence of a solution to the scheme

The goal in this section is to show that the nonlinear system (25) always admits at least
one solution ρn

hτ ≥ 0 with µn
hτ such that µn

hτ(a) ∈ ∂η(ρn
hτ(a)) at every a ∈ V. Our strat-

egy is to first consider the easier case (A1), where η′ diverges at 0 and thus is a bijection
from R>0 to R. The case (A2) of a regular η is then treated by approximation with sin-
gular η’s. Throughout this section, the spatial discretization Th, the time step τn, and the
datum ρn−1

hτ ∈ Vh are fixed. Most of the constants appearing below will depend on these
parameters.

We start by proving the a priori estimate (27) in a slightly more general form.

Lemma 4.1. Suppose that ρ+
h ∈ Vh is non-negative, and µ+

h ∈ Vh is such that µ+
h (a) ∈

∂η(ρ+
h (a)) at every a ∈ V. Assume further that, for every wh ∈ Vh,∫

Ω

(ρ+
h − ρ

n−1
hτ )wh + τn

∫
Ω

γ
∣∣∣∇(µ+

h + Ψh)
∣∣∣q−2
∇(µ+

h + Ψh) · ∇wh = 0,(35)

where γ ∈ L1(Ω). Then

τn
∫

Ω

γ
∣∣∣∇(µ+

h + Ψh)
∣∣∣q ≤ Eh(ρn−1

hτ ) − Eh(ρ+
h ).(36)

The estimate (27) is a particular consequence of this lemma; simply use γ = ρ+
h = ρn

hτ.

Proof. Thanks to the convexity of η, and by definition of the subdifferential ∂η, we have at
every a ∈ V that

µ+
h (a)

(
ρn−1

hτ (a) − ρ+
h (a)

)
≤ η

(
ρn−1

hτ (a)
)
− η

(
ρ+

h (a)
)
.

Therefore, using wh := µ+
h + Ψh in (35) yields

τn
∫

Ω

γ
∣∣∣∇(µ+

h + Ψh)
∣∣∣q =

∫
Ω

µ+
h
(
ρn−1

hτ − ρ
+
h
)

+

∫
Ω

ρn−1
hτ Ψh −

∫
Ω

ρ+
h Ψh

≤

∫
Ω

η(ρn−1
hτ ) −

∫
Ω

η(ρ+
h ) +

∫
Ω

ρn−1
hτ Ψh −

∫
Ω

ρ+
h Ψh

= Eh(ρn−1
hτ ) − Eh(ρ+

h ),

which is (36). �

Our first existence result is:

Proposition 4.2. Assume that (A1) holds. If ρn−1
hτ ∈ Vh is a positive probability density,

then there exists a solution to (25), which is such that ρn
hτ is a positive probability density,

and µn
hτ(a) = η′(ρn

hτ(a)) at every a ∈ V. Moreover, the a priori estimate (27) is satisfied.

The main technical tool for proving Proposition (4.2) is the following positivity result
about an approximation of (25).

Lemma 4.3. There exists a constant εn
hτ > 0 such that for every α > 0, the following is true:

if ρn,α
hτ ∈ Vh is a positive probability density, if µn,α

hτ ∈ Vh is such that µn,α
hτ (a) = η′(ρn,α

hτ (a))
for all a ∈ V, and if∫

Ω

(
ρn,α

hτ − ρ
n−1
hτ

)
wh + τn

∫
Ω

max(α, ρn,α
hτ )

∣∣∣∣∇ (
µn,α

hτ + Ψh

)∣∣∣∣q−2
∇

(
µn,α

hτ + Ψh

)
· ∇wh = 0(37)

for every wh ∈ Vh, then ρn,α
hτ ≥ ε

n
hτ.
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Remark 4.4. The significance of this lemma is that, although the solution ρn,α
hτ will depend

on α > 0 in general, the positive lower bound εn
hτ is uniform in α. In particular, if α ≤ εn

hτ,
then max(α, ρn,α

hτ ) = ρn,α
hτ , and thus any solution to the modified problem (37) is actually a

solution to the original problem (25).

Proof of Lemma 4.3. To begin with, apply Lemma 4.1 with ρ+
h = ρn,α

hτ and γ = max(α, ρ+
h ).

It follows that∫
Ω

ρn,α
hτ

∣∣∣∇µn,α
hτ

∣∣∣q ≤ 2q−1
(∫

Ω

ρn,α
hτ

∣∣∣∣∇ (
µn,α

hτ + Ψh

)∣∣∣∣q +

∫
Ω

ρn,α
hτ |∇Ψh|

q
)

≤ 2q−1
(

1
τn

(
Eh(ρn−1

hτ ) − Eh(ρ+
h )

)
+ ‖∇Ψh‖

q
∞

∫
Ω

ρn,α
hτ

)
.

Since ρn,α
hτ is positive and of unit mass and using the estimate (24) on the external potential,

there is a constant R — independent of α — such that∫
Ω

ρn,α
hτ

∣∣∣∇µn,α
hτ

∣∣∣q ≤ R.(38)

Moreover, since ρn,α
hτ is positive and of unit mass, there exists a node a0 ∈ V such that

ρn,α
hτ (a0) ≥

?
Ω

ρn,α
hτ = |Ω|−1, hence µn,α

hτ (a0) ≥ M0 := η′(|Ω|−1).

Now, let a1 ∈ V be a vertex sharing an edge with a0, i.e., there exists T0 ∈ Th having a0
and a1 as vertices. Since the integrand in (38) is piecewise linear, we can replace ρn

hτ by
ρ̃n

hτ, and it then follows that

R ≥
∫

T0

ρn,α
hτ

∣∣∣∇µn,α
hτ

∣∣∣q = |T0 |̃ρ
n,α
hτ (x)

∣∣∣∇µn,α
hτ (x)

∣∣∣q,
for all x ∈ T0. On the one hand,

ρ̃n,α
hτ (x) =

1
d + 1

∑
a∈VT0

ρn,α
hτ (a) ≥

1
d + 1

ρn,α
hτ (a0) ≥

|Ω|−1

(d + 1)
.

And on the other hand,

|∇µn,α
hτ (x)| ≥

∣∣∣∣∣∣µn,α
hτ (a0) − µn,α

hτ (a1)
hT0

∣∣∣∣∣∣ .
Combining the above, and setting AT = minT∈Th |T |, one has

µn,α
hτ (a1) ≥ M1 := M0 − hT

(
R(d + 1)
AT |Ω|−1

) 1
q

, hence ρn,α
hτ (a1) ≥ (η′)−1(M1) > 0,

since η′ is one-to-one and onto from (0,+∞) to R. Iterating the process provides a lower
bound M j > 0 on µn,α

hτ (a j) at any vertex located j edges away from a0, where M j is defined
by means of the recursion

M j+1 = M j − hT

(
R(d + 1)

AT (η′)−1(M j)

) 1
q

, j = 0, 1, 2, . . .

Since Ω is connected and made of a finite number of vertices, a finite number of iterations
allows to reach all the vertices of the mesh. The lower bound on ρn,α

hτ follows. �

With the lower bound at hand, we proceed to the proof of Proposition 4.2.
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Proof of Proposition 4.2. In view of Remark 4.4 above, it suffices to prove that there exists
a solution to the modified problem (37) for every α > 0. Therefore, let α > 0 be arbitrary
but fixed in the following.

We prove solvability of (37) by combining a variational with a fixed point argument.
Given ρ−h ∈ Vh, define the functional Υα

ρ−h
: Vh → R

Υα
ρ−h

(µh) =

∫
Ω

(
η∗(µh) − ρn−1

hτ µh
)

+
τ

q

∫
Ω

max(α, ρ−h )
∣∣∣∇(µh + Ψh)

∣∣∣q,
where η∗ : R→ R is the Legendre transform of η,

η∗(m) = sup
r≥0

[
mr − η(r)

]
.(39)

Let M ∈ R be such that the M-sublevel set S M = {µh ∈ Vh |Υ
α
ρ−h

(µ) ≤ M} is not empty, e.g.,
M := Υα

ρ−
(0). Since

η∗(µh) ≥ µhρ
n−1
hτ − η(ρn−1

hτ )

by (39), it follows for each µh ∈ S M that

M ≥ −
∫

Ω

η(ρn−1
hτ ) +

τ

q

∫
Ω

max(α, ρ−h )
∣∣∣∇(µh + Ψh)

∣∣∣q.
Recalling that α > 0, it follows further that∫

Ω

∣∣∣∇(µh + Ψh)
∣∣∣q ≤ B :=

q
ατ

[
M +

∫
Ω

η(ρn−1
hτ )

]
.

In particular, for any simplex T ∈ Th,

|T |
∣∣∣∇(µh + Ψh)(x)

∣∣∣q =

∫
T

∣∣∣∇(µh + Ψh)
∣∣∣q ≤ B

at each x ∈ T , and hence for arbitrary vertices a and a′ of T , thanks to estimate (24) one
has ∣∣∣µh(a′) − µh(a)

∣∣∣ ≤ hT
(
C1‖∇Ψ‖L∞(Ω)d + (B/|T |)1/q).

As there is a finite number of vertices, this means that there is some constant R (recall that
the mesh is fixed) such that each µh ∈ S M satisfies

max µh −min µh ≤ R.(40)

Directly from the definition (39), we also obtain that

η∗(µh) ≥ 2µh ρ
n−1
hτ − η(2ρn−1

hτ ) and η∗(µh) ≥ −η(0),

and therefore, recalling that ρn−1
hτ is a probability density,

M ≥ −
∫

Ω

η(2ρn−1
hτ ) + min µh and M ≥ −|Ω|η(0) −max µh.

In combination with (40), this implies the existence of bounds m̂ and m̌ such that m̌ ≤
µ ≤ m̂ for all µh ∈ S M . In particular, S M is compact, and so the continuous functional
Υα
ρ−h

attains its minimum at some µ+
h ∈ S M . By strict convexity of Υα

ρ−h
, it is clear that the

minimizer µ+
h is unique, and depends continuously on ρ−h . Define accordingly ρ+

h ∈ Vh by
ρ+

h (a) = (η′)−1(µ+
h (a)) at every a ∈ V; this function satisfies ř ≤ ρ+

h ≤ r̂ with bounds given
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by η′(ř) = m̌ and η′(r̂) = m̂. Considering variations in µh around µ+
h , and recalling that

(η∗)′ = (η′)−1, it is easily seen that ρ+
h and µ+

h satisfy the Euler-Lagrange equation∫
Ω

(
ρ+

h − ρ
n−1
hτ

)
wh + τ

∫
Ω

max(α, ρ−h )
∣∣∣∇(µ+

h + Ψh)
∣∣∣q−2
∇(µ+

h + Ψh) · ∇wh = 0(41)

for all wh ∈ Vh. Using in particular wh ≡ 1, it follows that ρ+
h has the same mass as ρn−1

hτ , so
ρ+

h is a probability density.
We are finally in the position to define the fixed point operator. On the compact and

convex set

U := {ρh ∈ Vh | ř ≤ ρh ≤ r̂} ,

define the continuous map S α : U → U via S α(ρ−h ) := ρ+
h , where ρ+

h is the unique mini-
mizer of Υα

ρ−h
. By Brouwder’s fixed point theorem, S α possesses a fixed point ρ∗h ∈ U. As

noted above, ρ∗h is a probability density. Recalling the Euler-Lagrange equation (41), the
functions ρn,α

hτ := ρ∗h and µn,α
hτ ∈ Vh such that µn,α

hτ (a) = η′(ρn,α
hτ (a)) for all a ∈ V satisfy the

relations (37). �

To show the existence of a solution (ρn
hτ, µ

n
hτ) in the case (A2) of a regular η, we first

approximate η by a sequence (ηε)ε>0 of functions ηε satisfying (A1) as follows. For ε > 0,
let βε ∈ C(R≥0) ∩C1(R>0) be given by

(42) βε(ρ) =

ρ log ρ − ρ(log ε + 1) + ε if ρ ≤ ε,
0 else,

and define

(43) ηε = η + βε, ε > 0.

The functions ηε satisfies (A1) and converge uniformly towards η as ε→ 0 since 0 ≤ βε ≤
ε. Proposition 4.2 guarantees the existence of strictly positive solutions ρn

ε,hτ∈ Vh to (25).
Since Vh is finite dimensional, and since Vh ∩Pac(Ω) is a closed bounded (hence compact)
subset, there exists an accumulation point ρn

hτ ∈ Vh ∩ Pac(Ω) of (ρn
ε,hτ)ε>0. That is, up to a

subsequence,

(44) ρn
ε,hτ → ρn

hτ as ε→ 0

uniformly on Ω. It remains to prove the existence of an accompanying µn
hτ ∈ Vh with

µn
hτ(a) ∈ ∂η(ρn

hτ(a)) at every a ∈ V,(45)

such that ρn
hτ and µn

hτ satisfy (25).

Proposition 4.5. Assume that (A2) holds, and let ρn
hτ be given by (44). Then there exists

an companying µn
hτ satisfying (45) such that (25) holds.

Proof. For brevity, let µn
hτ,ε ∈ Vh be given by µn

hτ,ε(a) = η′ε(ρ
n
hτ,ε(a)) at all a ∈ V. The proof

uses an estimate on ∇µn
hτ,ε of the form (27), uniformly in ε > 0. Indeed, the approximate

solutions satisfy (27), with ρn
hτ,ε and µn

hτ,ε in place of ρn
hτ and µn

hτ, respectively, and with the
modified energy

Eh,ε(ρh) =

∫
Ω

[
ηε(ρh) + Ψhρh

]
.
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Since ηε converges to η uniformly, the difference on the right-hand side of (27) is bounded
independently of ε ∈ (0, 1). In analogy to (38), we obtain an ε-independent bound R such
that ∫

Ω

ρn
hτ,ε

∣∣∣∇µn
hτ,ε

∣∣∣q ≤ R.(46)

Split the setV of vertices into three disjointed subsets,V = V+ ∪V0 ∪V∂, where

V+ ={a ∈ V | ρn
hτ(a) > 0},

V0 ={a ∈ V | ρn
hτ(a) = 0 and ρn

hτ(a
′) = 0 for all a′ ∈ V sharing an edge with a},

V∂ ={a ∈ V | ρn
hτ(a) = 0 and ρn

hτ(a
′) > 0 for some a′ ∈ V sharing an edge with a}.

Let a ∈ V+. Since η′ε converges locally uniformly to η′ on R>0,

(47) µn
hτ,ε(a)→ η′(ρn

hτ(a)) as ε→ 0.

Next, let a ∈ V∂. Then there exist T ∈ Th and a′ ∈ V+ such that a, a′ ∈ VT . We argue
similar as in the proof of Lemma 4.3: on the one hand, by (46),

R ≥
∫

T
ρn

hτ,ε

∣∣∣∇µn
hτ,ε

∣∣∣q = |T |̃ρn
hτ,ε(x)

∣∣∣∇µn
hτ,ε(x)

∣∣∣q
at every x ∈ T ; on the other hand,

ρ̃n
hτ,ε(x) =

1
d + 1

∑
a′′∈VT

ρn
hτ,ε(a

′′) ≥
ρn

hτ,ε(a
′)

d + 1
;

and consequently, ∣∣∣µn
hτ,ε(a) − µn

hτ,ε(a
′)
∣∣∣q ≤ hq

T

∣∣∣∇µn
hτ,ε(x)

∣∣∣q ≤ (d + 1)hq
T R

|T |ρn
hτ,ε(a

′)
.

Since both ρn
hτ,ε(a

′) and µn
hτ,ε(a

′) converge as ε→ 0, we conclude boundedness of µn
hτ,ε(a),

and thus convergence along a subsequence to a limit µn
hτ(a). Observe further that η′ε con-

verges to η′ from below, and so lim supε→0 µ
n
hτ,ε(a) ≤ η′(0). Hence

(48) µn
hτ,ε(a)→ µn

hτ(a) ∈ ∂η(0) = (−∞, η′(0)] as ε→ 0.

Finally, let a ∈ Vn
0. In this case, we do not expect that µn

hτ,ε(a) possesses an accumulation
point. Instead, we show that any choice of µn

hτ(a) ∈ ∂η(0) is compatible with (25). Denote
by

T0 = {T ∈ Th | VT ⊂ V0}

the set of simplices T for which ρn
hτ,ε(a) converges to zero at every vertex a ∈ VT , then

V0 =
⋃

T∈T0
VT as the mesh is made of simplices. Given wh ∈ Vh, the term

Λε := τn
∑
T∈T0

∫
T
ρn

hτ,ε

∣∣∣∇(µn
hτ,ε + Ψh)

∣∣∣q−2
∇(µn

hτ,ε + Ψh) · ∇wh,

that is part of the left-hand side in (25), tends to 0 since, by Hölder’s inequality and estimate
(46),

(49) Λn
ε ≤

(∫
Ω

τnρ̃n
hτ,ε

∣∣∣∇(µn
hτ,ε + Ψh)

∣∣∣q) 1
p
∑

T∈T0

∫
T
|∇wh|

qρ̃n
hτ,ε


1
q

→ 0 as ε→ 0.

Summarizing (44)–(49), we can pass to the limit ε→ 0 in (25) and obtain∫
Ω

(
ρn

h − ρ
n−1
hτ

)
wh + τn

∑
T<T0

∫
T
ρ̃n

hτ

∣∣∣∣∇ (
µn

hτ + Ψh

)∣∣∣∣q−2
∇

(
µn

hτ + Ψh

)
· ∇wh = 0,
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while ρ̃n
h = 0 on

⋃
T∈T0

T . �

Combining Propositions 4.2 and 4.5 with Lemma 4.1, we obtain Theorem 3.1.

5. Uniform estimates

Throughout this section, we assume that a simplicial decomposition Th and a time dis-
cretization τ are given. The initial data ρ0 is discretized into ρ0

hτ ∈ Xh following (28).
From Section 4 above, we know that the scheme (25) admits a solution at each time step
τn. The goal of this section is to derive uniform estimates on a sequence (ρn

hτ)
∞
n=0 satisfying

(25) that are independent of the discretization parameters h and τ. Any constant C that
may depend on the parameters Ω, η, Ψ, the initial energy E(ρ0), or the mesh regularity ζTh ,
but is otherwise independent of (h, τ) will be called uniform.

Lemma 5.1. ρn
hτ, ρ

n
hτ and ρ̃n

hτ are probability densities, at each n.

Proof. Since non-negativity of ρn
hτ is assumed for solutions to (25), one only has to check

that ∫
Ω

ρ̃n
hτ =

∫
Ω

ρn
hτ =

∫
Ω

ρn
hτ =

∫
Ω

ρn−1
hτ =

∫
Ω

ρ0
hτ =

∫
Ω

ρ0 = 1.

The first two equalities are provided by the exactness of quadrature rules, while the third
one directly follows from testing (25) by wh ≡ 1. A straightforward induction yields the
fourth equality, and the fifth one simply uses the definition of ρ0

hτ. The last equality holds
since ρ0 ∈ Pac(Ω). �

Proposition 5.2. For all N ≥ 1, there holds

(50) Eh(ρN
hτ) +

N∑
n=1

τn
∫

Ω

ρn
hτ

∣∣∣∣∇ (
µn

hτ + Ψh

)∣∣∣∣q ≤ Eh(ρ0
hτ).

Proof. Simply sum the a priori estimates (27) over n = 1, . . . ,N to obtain (50). �

A first consequence of the energy estimate is a time-uniform estimate on η(ρhτ) in L1(Ω).

Corollary 5.3. There exists a uniform constant C2 such that

(51)
∫

Ω

η(̃ρn
hτ) ≤

∫
Ω

η(ρn
hτ) ≤ C2, ∀n ≥ 1.

Proof. Bearing the definition (4) of the energy and the non-negativity of Ψ in mind, one
gets that ∫

Ω

η(ρn
hτ) ≤ Eh(ρn

hτ) ≤ Eh(ρ0
hτ) ∀n ≥ 0,

and Eh(ρ0
hτ)≤ E(ρ0) + ChT ≤ C2 owing to Jensen’s inequality applied on the Donald mesh

and to (24). This yields the second inequality in (51), and the first is a direct consequence
of Jensen’s inequality applied on the simplicial mesh. �

Another direct consequence of Proposition 5.2 is this.

Corollary 5.4. There exists a uniform constant C3 such that
N∑

n=1

τn
∫

Ω

ρn
hτ|∇µ

n
hτ|

q ≤ C3(1 + tN) for every N ≥ 1.
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Proof. Using the elementary inequality (a + b)q ≤ 2q−1(aq + bq) for a, b ≥ 0, one obtains
N∑

n=1

τn
∫

Ω

ρn
hτ

∣∣∣∇µn
hτ

∣∣∣qdx ≤ 2q−1

 N∑
n=1

τn
∫

Ω

ρn
hτ

∣∣∣∇(µn
hτ + Ψh)

∣∣∣qdx +

N∑
n=1

τn
∫

Ω

ρn
hτ |∇Ψh|

qdx

 .
The first summation is estimated by (50) above, in the second summation, the nth term is
bounded by a multiple of τn — recall that Ψ is Lipschitz. Since

∑N
n=1 τ

n = tN , this yields
the desired estimate above. �

Recall the definition of φ : R≥0 → R≥0 from (7), and introduce accordingly φn
hτ∈ Vh as

the piecewise affine function with φn
hτ(a) = φ(ρn

h(a)) for all a ∈ V.

Lemma 5.5. There exists a uniform constant C4 such that

(52) |∇φn
hτ| ≤ C4 ρ̃

n
hτ |∇µ

n
hτ|, ∀n ≥ 1.

Proof. Let T ∈ Th, the vertices of which being denoted by aT
0 , . . . , a

T
d , let T̂ be the reference

elements, with aT̂
0 = 0Rd and aT̂

i = ei the ith vector of the canonical basis of Rd, let FT be the
unique affine map sending aT̂

i on aT
i , and let JT denote its Jacobian matrix. Then classical

results from the theory of finite elements (see for instance [18, Lemma 1.100]) combined
with elementary calculations show that

(53) |det(JT )| = d!|T |, |JT |2 ≤
d +
√

d
2

hT and |J−1
T |2 ≤

√
2
dT
≤
√

2
ζTh

hT
,

with | · |2 standing for the matrix norm inherited from the Euclidian norm of Rd. We deduce
from a change of variable that for all n ≥ 1 and all T ∈ Th, there holds

(54) |∇φn
hτ(x)| =

?
T
|∇φn

hτ| = d!
∣∣∣J−1

T δTφ
n
hτ

∣∣∣ ≤ √2d!
ζTh

hT

∣∣∣δTφ
n
hτ

∣∣∣ , ∀ x ∈ T,

where δTφ
n
hτ is the vector of the variations of φn

hτ in T defined by

δTφ
n
hτ =


φn

hτ(a
T
1 ) − φn

hτ(a
T
0 )

...
φn

hτ(a
T
d ) − φn

hτ(a
T
0 )

 .
Let Rn

T be the diagonal matrix with positive entries defined by

(
Rn

T
)
i,i =


φn

hτ(a
T
i )−φn

hτ(a
T
0 )

µn
hτ(a

T
i )−µn

hτ(a
T
0 ) if µn

hτ(a
T
i ) , µn

hτ(a
T
0 ),

ρn
hτ(a

T
i ) otherwise,

so that, setting

δTµ
n
hτ =


µn

hτ(a
T
1 ) − µn

hτ(a
T
0 )

...
µn

hτ(a
T
d ) − µn

hτ(a
T
0 )

 ,
there holds δTφ

n
hτ = Rn

T δTµ
n
hτ. Assume that ρn

hτ(a
T
i ) > ρn

hτ(a
T
0 ). Then the definition (7) of φ

and the fact that µn
hτ ∈ ∂η(ρn

hτ) respectively provide that

φn
hτ(a

T
i ) − φn

hτ(a
T
0 ) =

∫ ρn
hτ(a

T
1 )

ρn
hτ(a

T
0 )

sη′′(s)ds

and

µn
hτ(a

T
i ) − µn

hτ(a
T
0 ) ≥ η′(ρn

hτ(a
T
i )) − η′(ρn

hτ(a
T
0 )) =

∫ ρn
hτ(a

T
1 )

ρn
hτ(a

T
0 )

η′′(s)ds.
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The above inequality is an equality if ρn
hτ(a

T
0 ) > 0, so that

ρn
hτ(a

T
0 ) ≤

(
Rn

T
)
i,i ≤ ρ

n
hτ(a

T
i ),

which clearly still holds when ρn
hτ(a

T
0 ) = 0. Proceeding similarly if ρn

hτ(a
T
i ) < ρn

hτ(a
T
0 ), one

gets that

(55) min
(
ρn

hτ(a
T
i ), ρn

hτ(a
T
0 )

)
≤

(
Rn

T
)
i,i ≤ max

(
ρn

hτ(a
T
i ), ρn

hτ(a
T
0 )

)
≤

d∑
i=0

ρn
hτ(a

T
i ),

hence

(56)
∣∣∣δTφ

n
hτ

∣∣∣ ≤ ∣∣∣δTµ
n
hτ

∣∣∣  d∑
i=0

ρn
hτ(a

T
i )

 = (d + 1)̃ρn
hτ(x)

∣∣∣δTµ
n
hτ

∣∣∣ , ∀x ∈ T.

On the other hand, using (53) once again provides

(57)
∣∣∣δTµ

n
hτ

∣∣∣ ≤ |JT |2

∣∣∣J−1
T δTµ

n
hτ

∣∣∣ ≤ d +
√

d
2d!

hT

?
T
|∇µn

hτ| =
d +
√

d
2d!

hT |∇µ
n
hτ(x)|

holds for all x in T . Combining (54), (56) and (57), one finally gets that (52) holds with
C4 = (d + 1) d+

√
d

√
2
ζTh . �

The control on the gradient of φn
hτ from the previous lemma also provides a control on

φn
hτ itself.

Lemma 5.6. There exists a uniform constant C5 such that∫
Ω

φn
hτ ≤ C5

(
1 +

∫
Ω

|∇φn
hτ| dx

)
.(58)

Proof. Define the following set of “small” values of ρn
hτ,

Un = {x ∈ Ω | ρn
hτ(x) ≤ 2|Ω|−1}, n ≥ 1,

with |Un| ≥ |Ω|/2 thanks to Markov’s inequality. By monotonicity of φ, we have φ
n
hτ ≤

φ(2|Ω|−1) on Un. The Poincaré-Wirtinger inequality and the equivalence of norms for
affine and mass interpolated functions (see e.g. [10, Lemma A.6]) now imply that∫

Ω

∣∣∣∣∣φn
hτ −

?
Ω

φ
n
hτ dx′

∣∣∣∣∣ dx ≤ CT

∫
Ω

∣∣∣∣∣φn
hτ −

?
Ω

φn
hτ dx′

∣∣∣∣∣ dx ≤ CPCT

∫
Ω

|∇φn
n| dx,

where the Poincaré constant CP depends on Ω’s geometry, and CT depends on the quality
ζTh of the mesh. Further, by the triangle inequality, and recalling that |Un| ≥ |Ω \ Un|,∫

Ω

∣∣∣∣∣φn
hτ −

?
Ω

φ
n
hτ dx′

∣∣∣∣∣ dx =

∫
Ω\Un

∣∣∣∣∣φn
hτ −

?
Ω

φ
n
hτ dx′

∣∣∣∣∣ dx +

∫
Un

∣∣∣∣∣φn
hτ −

?
Ω

φ
n
hτ dx′

∣∣∣∣∣ dx

≥
(
|Un| − |Ω \ Un|

)?
φn

hτ dx′ +
∫

Ω\Un
φ

n
hτ dx −

∫
Un
φ

n
hτ dx ≥

∫
Ω\Un

φ
n
hτ dx − |Ω| φ

(
2|Ω|−1).

By combination of the above, we obtain∫
Ω

φ
n
hτ dx ≤ |Ω| φ

(
2|Ω|−1) +

∫
Ω\Un

φ
n
hτ dx ≤ 2|Ω| φ

(
2|Ω|−1) + CPCT

∫
Ω

|∇φn
hτ| dx,

which proves (58). �
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6. Convergence towards an EDI solution

The goal of this section is to establish Theorem 3.2, that is the convergence of ap-
proximate solutions towards a solution of the continuous problem when the discretization
parameters h, τ tend to 0. Our proof is based on compactness.

In agreement with the statement of Theorem 3.2, we denote — by slight abuse of nota-
tion — by ρhτ : R≥0 × Ω → R the time-dependent density obtained by the time-advanced
piecewise constant interpolation (29); accordingly, ρhτ and ρ̃hτ are the corresponding time-
dependent densities that are piecewise constant on the Donald and on the simplicial mesh,
respectively. Similarly, φhτ, φhτ and φ̃hτ are the respective reconstructions of φn

hτ.

6.1. Compactness in time. Our first lemma is about controlling variations of ρhτ in time.
To this end, we define the piecewise constant function δhτ : R≥0 ×Ω→ R by

δhτ(t) =
ρn

hτ − ρ
n−1
hτ

τn if t ∈ (tn−1, tn].

Lemma 6.1. There is a constant C such that
n∑

n′=m+1

W1(ρn′
hτ, ρ

n′−1
hτ ) ≤ C(tn − tm)1/q(59)

and consequently,

W1
(
ρhτ(t), ρhτ(s)

)
≤ C

[
|t − s| + τ

]1/q
.(60)

Moreover, there exists Ct? depending on t? (but uniform w.r.t. h and τ) such that, for any
ϕ ∈ C1([0, t?] ×Ω), there holds ∫ t?

0

∫
Ω

δhτϕ ≤ Ct?‖∇ϕ‖∞.(61)

Proof. For a Lipschitz continuous test function ϕ : Ω → R with piecewise affine interpo-
lation ϕh∈ Vh such that for any vertex a ∈ V, ϕh(a) =

>
ωa
ϕ dx, the weak formulation (25)

of the scheme provides∫
Ω

(
ρn

hτ − ρ
n−1
hτ

)
ϕ dx =

∫
Ω

(
ρn

hτ − ρ
n−1
hτ

)
ϕh dx

= −τn
∫

Ω

ρn
hτ

∣∣∣∇(µn
hτ + Ψh

)∣∣∣q−2
∇
(
µn

hτ + Ψh
)
· ∇ϕh dx

≤ τn‖∇ϕh‖L∞(Ω)d

(∫
Ω

ρn
hτ dx

)1/q (∫
Ω

ρn
hτ

∣∣∣∇(µn
hτ + Ψh

)∣∣∣q dx
)1/p

.

Using the conservation of mass from Lemma 5.1, the energy inequality from Proposi-
tion 5.2 and the fact that ‖∇ϕh‖L∞(Ω) ≤ C‖∇ϕ‖L∞(Ω), see e.g. the proof of [11, Theorem
A.1], we readily recover (61). We also arrive at

W1
(
ρn

hτ, ρ
n−1
hτ

)
≤ Cτn

(∫
Ω

ρn
hτ

∣∣∣∇(µn
hτ + Ψh

)∣∣∣q dx
)1/p

.

By Hölder’s inequality for sums, and by the fundamental energy estimate in (50),
n∑

n′=m+1

W1(ρn′
hτ, ρ

n′−1
hτ ) ≤ C

 n∑
n′=m+1

τn′
∫

Ω

ρn′
hτ

∣∣∣∇(µn′
hτ + Ψh

)∣∣∣q dx

1/p  n∑
n′=m+1

τn′
1/q

≤ C
[
Eh(ρ0

hτ)
]1/p(tn − tm)1/q,
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showing (59). By the triangle inequality, this immediately implies

W1(ρn
hτ, ρ

m
hτ) ≤ C(tn − tm)1/q.

To derive (60) from here, assume t > s and observe that the largest tk with tk ≤ s is at most
τ away from s. �

Our next result is about the following uniform in time but weak in space compactness
property.

Lemma 6.2. There exists a weak-*-continuous curve (ρ∗(t))t≥0 in the space Pac such that
Wp

(
ρhτ(t), ρ∗(t)

)
→ 0 and Wp

(
ρ̃hτ(t), ρ∗(t)

)
→ 0 locally uniformly with respect to t ≥ 0

along a suitable subsequence as h, τ→ 0.

Proof. Estimate (60) above is sufficient to apply the Arzelà-Ascoli theorem in metric
spaces (see Proposition A.1 from the Appendix) and conclude local uniform convergence
of ρhτ to a Hölder-continuous limit ρ∗. Thanks to the triangle inequality and to (11), it
suffices to check that

(62) W1
(
ρhτ(t), ρ̃hτ(t)

)
→ 0

to ensure that the the convergence also holds for ρ̃hτ.
Let ϕ be a Lipschitz continuous function on Ω, and let ϕ̃h be defined by

ϕ̃h(x) =

?
T
ϕ dx, ∀x ∈ T, T ∈ Th.

then since
∫

T ρhτ(t) dx =
∫

T ρ̃hτ(t) dx, one has∫
Ω

(ρhτ(t) − ρ̃hτ(t))ϕ dx =

∫
Ω

(ρhτ(t) − ρ̃hτ(t))(ϕ − ϕ̃h) dx.

As ‖ϕ − ϕ̃h‖∞ ≤ hT ‖∇ϕ‖∞, and as ρhτ(t) and ρ̃hτ(t) are both absolutely continuous proba-
bility densities, one gets that∫

Ω

(ρhτ(t) − ρ̃hτ(t))ϕ dx ≤ 2hT ‖∇ϕ‖∞, ∀ϕ ∈ W1,∞(Ω),

whence (62). �

6.2. Compactness in space-time. In this section, we establish strong compactness of ρhτ

both in space and time. We start by an implication of the estimates on φhτ from Lemmas
5.5 and 5.6

Lemma 6.3. The functions φhτ are uniformly bounded in Lq([0, t?]; W1,1(Ω)) and in Lr([0, t?]×
Ω), for each t? > 0. Here r := min(q, d/(d − 1)).

Proof. Thanks to (52), we can apply Hölder’s inequality to obtain∫
Ω

|∇φn
hτ| dx ≤ C4

∫
Ω

(
ρ̃n

hτ
)1/p(

ρ̃n
hτ
)1/q
|∇µn

hτ| dx ≤ C4

(∫
Ω

ρ̃n
hτ dx

)1/p (∫
Ω

ρ̃n
hτ

∣∣∣∇µn
hτ

∣∣∣q dx
)1/q

.

By combination with Lemma 5.1 and Corollary 5.4 (since the integrand in the last integral
is piecewise linear), we obtain ∫ t?

0

[∫
Ω

|∇φn
hτ| dx

]q

dt ≤ C.

A combination with Lemma 5.6 yields the desired bound in Lq([0, t?]; W1,1(Ω)).



FINITE ELEMENTS FOR WASSERSTEIN Wp GRADIENT FLOWS 21

For the other claim, we use the Sobolev inequality

‖ f ‖Ld/(d−1)(Ω) ≤ C‖ f ‖W1,1(Ω)

for arbitrary f ∈ W1,1(Ω). In combination with the estimate above, we obtain a bound on
φhτ in Lr([0, t?] ×Ω). �

The next result is the decisive one about space-time convergence of the densities.

Lemma 6.4. Up to a subsequence, ρhτ → ρ∗ almost everywhere on [0, t?] × Ω and in
L1([0, t?] ×Ω), for every t? > 0.

Proof. This is a consequence of the Aubin-Lions compactness principle. As an alterna-
tive to the classical approach consisting in estimating the time and space translates of the
solution (see [3] in the continuous setting and [21] in the discrete one), we build on ideas
introduced in [32] and adapted to the discrete setting in [6]. For alternative approaches, see
[36, Theorem 2] (for quasi-uniform time discretizations) or [22].

To begin with, define the increasing and bounded function π : R≥0 → R≥0 by π(r) =

φ(r)/(1 + φ(r)), then since z 7→ z/(1 + z) is 1-Lipschitz continuous on R≥0, one has

TV[πn
h] ≤ TV[φ

n
hτ], ∀n ≥ 1.

Here

TV[ f ] = sup
{∫

Ω

f ∇ · ξ dx

∣∣∣∣∣∣ ξ ∈ C1(Ω;Rd), sup
Ω

|ξ| ≤ 1
}

is the total variation of a function f ∈ L1(Ω), and πn
hτ∈ Xh stands for π(ρn

hτ).
For such a piecewise constant function on Ω, the total variation equals to a finite sum:

TV[φ
n
hτ] =

∑
T∈Th

GT , where the sum GT runs over the modulus of the differences of the
two values across interior (d − 1)-dimensional interfaces, times the hypervolume of the
respective interfaces. On a given simplex T , with two vertices a, b and an interior point x,
one clearly has∣∣∣φ(ρn

hτ(b)) − φ(ρn
hτ(a))

∣∣∣ = |φn
hτ(b) − φn

hτ(a)| ≤ |b − a| |∇φn
hτ(x)|.

Further, if Ha,b,T := ωa ∩ ωb ∩ T is the part of the hyperplane in T associated to a and b,
then one has |b− a|Hd−1(Ha,b,T ) ≤ C|T |, with a uniform constant C thanks to the regularity
hypothesis on Th. The contribution VT on T to the total variation of φ(ρn

hτ) thus amounts to

GT =
∑

a,b∈VT

|φ(ρn
hτ(b)) − φ(ρn

hτ(a))|Hd−1(Ha,b,T )

≤ |∇φn
hτ(x)|

∑
a,b∈T

|b − a|Hd−1(Ha,b,T ) ≤ C
d(d + 1)

2
|T | |∇φn

hτ(x)|,

where the sum runs over all d(d + 1)/2 many pairs {a, b} of distinct vertices of T . As a
consequence,

(63)
∫ t?

0
TV[πhτ(t)] dt ≤

∫ t?

0
TV[φhτ(t)] dt ≤ C‖∇φhτ‖L1((0,t?)×Ω),

the latter being bounded thanks to Lemma 6.3. This yields some compactness with respect
to the space variable: extending πhτ by 0 for x outside of Ω and using the fact that 0 ≤
πhτ ≤ 1, one infers from (63) that

(64)
∫ t?

0

∫
Ω

|πhτ(t, x + y) − πhτ(t, x)| dx dt ≤ C|y|, ∀y ∈ Rd.
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Besides, since 0 ≤ πhτ ≤ 1, one can extract a subsequence such that

(65) πhτ −→
h,τ→0

π∗ in the L∞((0, t?) ×Ω)-weak-* sense

for some π∗ to be characterized. The combination of estimates (61), (64) and (65) allows
to make use of [6, Proposition 3.8], which gives

(66) ρhτ πhτ −→
h,τ→0

ρ∗ π∗ weakly in L1((0, t?) ×Ω).

As a consequence, for all κ ≥ 0 and all ϕ ∈ L∞(R≥0 ×Ω), ϕ ≥ 0, one has"
(0,t?)×Ω

(ρ∗ − κ)(π∗ − π(κ))ϕ dx dt = lim
h,τ→0

"
(0,t?)×Ω

(ρhτ − κ)(π(ρhτ) − π(κ))ϕ dx dt ≥ 0

as π is increasing. Since ϕ is arbitrary, this implies that (ρ∗ − κ)(π∗ − π(κ)) ≥ 0 a.e. in
R≥0 ×Ω for any κ ≥ 0, ensuring that

(67) π∗ = π(ρ∗) almost everywhere in R≥0 ×Ω.

To conclude the proof, we still make use of the strict monotonicity of π. As a conse-
quence of (65), (66) and (67), one has

lim
h,τ→0

"
(0,t?)×Ω

(ρhτ − ρ∗)(π(ρhτ) − π(ρ∗)) = 0.

Since the integrand is non-negative, it converges in L1 towards 0, thus almost everywhere
(up to yet another subsequence). As π is increasing, we obtain the desired pointwise con-
vergence of ρhτ towards ρ∗. �

The strong convergence of ρhτ implies the strong convergence of essentially all reason-
able reconstructions of ρ. For a rigorous statement, define the piecewise constant in space
functions ρ̂hτ and ρ̌hτ via

ρ̂hτ(t, x) = max
x′∈T

ρhτ(t, x′), ρ̌hτ(t, x) = min
x′∈T

ρhτ(t, x′), for all x ∈ T and T ∈ Th,

which makes sense since ρhτ(t, x) is continuous in x by construction. Then we have:

Lemma 6.5. Along the chosen sequence (h, τ)→ (0, 0), the functions ρhτ, ρ̃hτ, ρ̂hτ and ρ̌hτ

all converge to ρ∗ in L1([0, t?] ×Ω), for each t? > 0.

Proof. We start by proving convergence of ρ̃hτ: for each h, consider the linear operator Jh

on L1(Ω) that averages over cells of Th,

Jh f (x) =

?
T

f (x′) dx′ for all x ∈ T and T ∈ Th.

Then ρ̃hτ = Jhρhτ. Note that Jh is 1-Lipschitz continuous in L1(Ω), and that Jh f → f
in L1(Ω) as h → 0. Thus, the convergence ρhτ − ρ∗ → 0 in L1([0, t?] × Ω) implies the
convergence ρ̃hτ − Jhρ∗ = Jh(ρhτ − ρ∗)→ 0 in L1([0, t?] ×Ω).

Next, we turn to ρ̂hτ. The inequality∥∥∥ρ̂hτ − ρ̃hτ

∥∥∥
L1(Ω) ≤ (d + 1)

∥∥∥ρhτ − ρ̃hτ

∥∥∥
L1(Ω),

is immediately verified by elementary considerations on each simplex of Th. Convergence
of ρhτ and ρ̃hτ to the same limit ρ∗ implies convergence of ρ̂hτ to the same limit as ρ̃hτ, that
is ρ∗. The argument for ρ̌hτ is analogous.

Finally, convergence of the spatially affine interpolation ρhτ to ρ∗ follows since ρ̌hτ ≤

ρhτ ≤ ρ̂hτ. �
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The convergence of ρ has immediate consequences on weak and strong convergence of
the concatenation φ(ρ) in various spaces.

Lemma 6.6. Up to a subsequence, we have for every t? > 0:

φhτ → φ(ρ∗) strongly in L1([0, t?] ×Ω),(68)

∇φhτ ⇀ ∇φ(ρ∗) weakly in L1([0, t?] ×Ω).(69)

Proof. A comparison of the piecewise affine hat functions and the indicator functions on
the Donald cells associated toTh leads to φhτ ≤ (d+1)φhτ. Therefore, since φhτ is uniformly
integrable in L1 thanks to the bound in Lr([0, t?] × Ω) with r > 1 from Lemma 6.3, also
φhτ is uniformly integrable. On the other hand, continuity of φ implies convergence of
φhτ = φ(ρhτ) to φ(ρ∗) a.e. on [0, t?] × Ω. So φhτ → φ(ρ∗) in L1([0, t?] × Ω) by dominated
convergence.

Next, by the intermediate value theorem we have that∣∣∣φhτ − φhτ

∣∣∣ ≤ hT |∇φhτ|

on each simplex, and therefore∥∥∥φhτ − φhτ

∥∥∥
L1([0,t?]×Ω) ≤ hT

∫ t?

0

∫
Ω

|∇φhτ| dx dt,

which goes to zero thanks to Lemma 6.3. Thus also φhτ → φ(ρ∗) in L1([0, t?] ×Ω).
Finally, observe that |∇φhτ| ≤ C4ρ̃hτ|∇µhτ| by Lemma 5.5. Therefore, for any measurable

σ ⊂ [0, t?] ×Ω,"
σ

|∇φhτ| dx dt ≤ C
("

σ

ρ̃hτ

)1/p ∫ t?

0

∫
Ω

ρ̃hτ|∇µhτ|
q

1/q

,

by Hölder’s inequality. The second integral on the right-hand side above is uniformly
bounded by Corollary 5.4 — observe that for integration against the piecewise constant
function |∇µhτ| on Ω, one can replace ρ̃hτ by ρhτ. Concerning the first integral on the right-
hand side: since ρ̃hτ converges in L1([0, t?] × Ω) by Lemma 6.5 above, it is uniformly
integrable. The estimate above thus provides uniform integrability for |∇φhτ| on the left-
hand side. Consequently, ∇φhτ converges weakly in L1([0, t?]×Ω) to some limit ξ. By the
above, ξ is easily identified, since for any test vector field θ ∈ C∞c ((0, t?) ×Ω;Rd):∫ t?

0

∫
Ω

ξ · θ dx dt = lim
(h,τ)→(0,0)

∫ t?

0

∫
Ω

∇φhτ · θ dx dt

= − lim
(h,τ)→(0,0)

∫ t?

0

∫
Ω

φhτ∇ · θ dx dt = −

∫ t?

0

∫
Ω

φ(ρ∗)∇ · θ dx dt,

that is, ξ is the distributional derivative of φ(ρ∗). �

6.3. Identification of the limit. The main ingredient for the convergence proof is the
identification of the weak limit of ρ̃hτ∇µhτ as ∇φ(ρ∗). This will then allow to characterize
the local slope |∂E|(ρ∗) in the final step of the proof.

Lemma 6.7. Up to a subsequence, there holds

ρ̃hτ∇µhτ −→
h,τ→0

∇φ(ρ∗) weakly in L1
loc(R≥0 ×Ω)d.
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Proof. In view of (69), it is (more than) sufficient to establish that

(70) ρ̃hτ∇µhτ − ∇φhτ −→
h,τ→0

0 in L1
loc(R≥0 ×Ω)d.

Let T ∈ Th and n ≥ 1, then, building on the material introduced in the proof of Lemma 5.5,
one has ∫

T

∣∣∣̃ρn
hτ∇µ

n
hτ − ∇φ

n
hτ

∣∣∣ = d! |T |
∣∣∣J−1

T
(
ρ̃n

T Id − Rn
T
)
δTµ

n
hτ

∣∣∣ ,
where Id is the identity matrix of Rd×d, and where

ρ̃n
T = ρn

hτ(xT ) =
1

d + 1

∑
a∈VT

ρn
hτ(a).

Then we deduce from (53) that∫
T

∣∣∣̃ρn
hτ∇µ

n
hτ − ∇φ

n
hτ

∣∣∣ ≤ d! |T | |J−1
T |2|JT |2

∣∣∣∣(ρ̃n
T
) 1

p Id −
(
ρ̃n

T
)− 1

q Rn
T

∣∣∣∣
2

∣∣∣∣(ρ̃n
T
) 1

q J−1
T δTµ

n
hτ

∣∣∣∣
≤ ζTh

d +
√

d
√

2

∫
T

∣∣∣∣(ρ̃n
T
) 1

p Id −
(
ρ̃n

T
)− 1

q Rn
T

∣∣∣∣
2

∣∣∣∣∣(ρ̃n
hτ

) 1
q
∇µn

hτ

∣∣∣∣∣ .
Note that the term

(
ρ̃n

T

)− 1
q Rn

T vanishes if ρ̃n
T = 0 thanks to (55) since q > 1. Multiplying

the above estimate by τn, summing over T ∈ Th and n = 1, . . . , n?, applying Hölder’s
inequality and Corollary 5.4 yields

(71) ‖ρ̃hτ∇µhτ − ∇φhτ‖L1((0,tn? )×Ω) ≤ ζTh

d +
√

d
√

2
C

1
q

3 (1 + tn? )
1
q
∥∥∥|̃γhτ|2

∥∥∥
Lp((0,tn? )×Ω)

with tn? =
∑n?

n=1 τ
n and

γ̃hτ(t, x) =
(
ρ̃n

T
) 1

p Id −
(
ρ̃n

T
)− 1

q Rn
T if (t, x) ∈ (tn−1, tn) × T.

Owing to (55), to ρ̃hτ ≥ ρ̌hτ, to the concavity and to the subadditivity of u 7→ p u
1
p there

holds
|̃γhτ|2 ≤ (ρ̌hτ)

− 1
q |ρ̌hτ − ρ̂hτ| ≤ p

∣∣∣∣(ρ̌hτ)
1
p − (ρ̂hτ)

1
p

∣∣∣∣ ≤ p |ρ̌hτ − ρ̂hτ|
1
p .

Therefore, Lemma 6.5 implies that |̃γhτ|2 tends to 0 in Lp
loc(R≥0 × Ω), so that (70) holds

thanks to (71). �

Lemma 6.8. Along a subsequence (h, τ)→ (0, 0), there holds for every t? > 0:

ρ̃hτ∇Ψh ⇀ ρ∗∇Ψ weakly in L1([0, t?] ×Ω)d.

Proof. Recall that Ψ is Lipschitz on Ω, and so is each affine approximation Ψh owing
to (24). Thus, ∇Ψh converges weakly-∗ in L∞([0, t?]×Ω), and the limit is easily identified
as ∇Ψ since by construction, Ψh → Ψ uniformly on Ω. Combine this with the strong
convergence ρ̃hτ → ρ∗ in L1([0, t?] ×Ω) from Lemma 6.5 to obtain the claim. �

6.4. Proof of the energy identity. The starting point of this section is the form (32) of
the energy inequality for the discrete solution. We recall it for the reader’s convenience:

Lemma 6.9. At every t? > 0, we have

Eh
(
ρhτ(t

?)
)

+
1
p

∫ t?

0

∫
Ω

|vhτ|
pρ̃hτ dx dt +

1
q

∫ t?

0

∫
Ω

|uhτ|
qρ̃hτ dx dt ≤ Eh

(
ρ0

hτ
)
.(72)



FINITE ELEMENTS FOR WASSERSTEIN Wp GRADIENT FLOWS 25

Proof. Since |vhτ|
p = |uhτ|

q by definition, and since 1/p + 1/q = 1, the inequality (72) is
identical to the fundamental energy estimate (50) if t? = tN is a point on the time mesh.
Note that (50) is formulated in terms of the piecewise affine ρhτ, but since vhτ and uhτ are
piecewise constant, ρhτ can be replaced by ρ̃hτ. By the time-advanced piecewise constant
interpolation, and since Eh

(
ρn

hτ) is non-increasing in n, the inequality (72) is also true for
t?’s in between mesh points. �

Below, we shall pass to the limit (inferior, on the left-hand side) in (72) along a suitable
sequence (h, τ)→ (0, 0) to obtain

E
(
ρ∗(t?)

)
+

1
p

∫ t?

0
|ρ′∗|

p dt +
1
q

∫ t?

0
|∂E|q(ρ∗) dt ≤ E(ρ0).(73)

Our first lemma establishes the convergence of the initial energy.

Lemma 6.10. Let ρ0 be a probability density such that η(ρ0) ∈ L1(Ω). Let ρ0
hτ be defined

by (28), then

(74)
∥∥∥η(ρ0

hτ) − η(ρ0)
∥∥∥

L1(Ω) −→h→0
0.

As a consequence,

(75) Eh(ρ0
hτ) −→h→0

E(ρ0).

Proof. The function η(ρ0), as any element of L1(Ω) is uniformly integrable, so by the de
La Vallée Poussin theorem, there exists a nondecreasing, convex and superlinear function
γ : R+ → R+ such that ∫

Ω

γ ◦ η(ρ0) dx < +∞.

The function γ◦η being convex, it follows from the definition (28) of ρ0
hτ and from Jensen’s

inequality that ∫
Ω

γ ◦ η(ρ0
hτ) dx ≤

∫
Ω

γ ◦ η(ρ0) dx < +∞.

In particular,
(
η(ρ0

hτ)
)

h>0
is uniformly equi-integrable.

Moreover, ρ0
hτ converges in L1(Ω) towards ρ0: this is easily shown for a smooth ρ0 and

then for ρ0 in L1(Ω) by a density argument and the non-expansivity in L1(Ω) of the mapping
ρ0 7→ ρ0

hτ. In particular, one can extract a subsequence such that ρ0
hτ converges almost

everywhere towards ρ0. Since η is continuous, so does η(ρ0
hτ) towards η(ρ0). Applying

Vitali’s convergence theorem gives (74) along the subsequence. The convergence of the
full sequence follows from the uniqueness of its limit value.

The convergence of the energy (75) follows from the above convergences for ρ0
hτ and

η(ρ0
hτ) together with the uniform convergence of Ψh towards Ψ. �

The liminf of the energy at positive times is easy.

Lemma 6.11. Along the considered sequence (h, τ)→ (0, 0), we have for each t? > 0:

lim inf
(h,τ)→(0,0)

Eh
(
ρhτ(t

?)
)
≥ E

(
ρ∗(t?)

)
.

Proof. Recall that ρhτ(t
?) converges weakly-∗ to ρ∗(t?) by Lemma 6.2. On the one hand,

we have thanks to convexity of η that

lim inf
(h,τ)→(0,0)

∫
Ω

η
(
ρhτ(t

?, x)
)

dx ≥
∫

Ω

η
(
ρ∗(t?, x)

)
dx.



26 C. CANCÈS, D. MATTHES, F. NABET, AND E.-M. ROTT

And on the other hand, we have thanks to the uniform convergence of the continuous
approximations Ψh to the limit Ψ that

lim
(h,τ)→(0,0)

∫
Ω

ρhτ(t
?, x)Ψh(x) dx =

∫
Ω

ρ∗(t?, x)Ψ(x) dx.

This gives the desired result. �

The limits of the time integrals are slightly more complicated to obtain. We start with
an auxiliary result.

Lemma 6.12. The functions uhτ and vhτ defined in (30) are globally integrable in time:∫ ∞

0

∫
Ω

|vhτ|
pρ̃hτ dx dt ≤ Eh(ρ0

hτ),
∫ ∞

0

∫
Ω

|uhτ|
qρ̃hτ dx dt ≤ Eh(ρ0

hτ).(76)

Proof. By definition, for t ∈ (tn−1, tn],

|vhτ(t)|p = |uhτ(t)|q = |∇(µn
hτ + Ψh)|q.

Now simply pass to the limit n → ∞ in the energy inequality (50), recalling that Eh ≥ 0,
to obtain (76). �

We are now in the position to estimate the slope term.

Lemma 6.13. Passing to a further subsequence for (h, τ)→ 0, one has for every t? > 0:∫ t?

0
|∂E(ρ)|q(t) dt ≤ lim inf

h,τ→0

∫ t?

0

∫
Ω

ρ̃hτ|uhτ|
q dx dt.(77)

Proof. In view of (76) and of Lemma 6.2, Proposition A.2 from the Appendix is applicable.
It yields the existence of a subsequence (not relabelled) and a limiting field u∗ : R≥0×Ω→

Rd such that ρ̃hτuhτ → ρ∗u∗ weakly-∗ in L1(R≥0 ×Ω), and∫ t?

0

∫
Ω

ρ∗|u∗|q dx dt ≤ lim inf
h,τ→0

∫ t?

0

∫
Ω

ρhτ|uhτ|
q dx dt(78)

for each t? > 0. In Lemmas 6.7 and 6.8 above, the weak limit of ρ̃hτuhτ has been identified
as ∇φ(ρ∗) + ρ∗∇Ψ. This means that at almost every t > 0, we have ρ∗(t)u∗(t) = ∇φ(ρ∗(t)) +

ρ∗(t)∇Ψ, and also that ρ∗(t)|u∗(t)|q ∈ L1(Ω). Thus, at those t > 0, we have

|∂E|q(ρ∗(t)) =

∫
Ω

ρ∗(t)|u∗(t)|q dx

thanks to Proposition 2.1. Substitute this into (78) above to obtain (77). �

Finally, we estimate the metric velocity.

Lemma 6.14. ρ∗ is an absolutely continuous curve from R≥0 toWp(Ω), and passing to a
further subsequence for (h, τ)→ 0, one has for every t? > 0:

(79)
∫ t?

0
|ρ′∗|

p(t) dt ≤ lim inf
h,τ→0

∫ t?

0

∫
Ω

ρ̃hτ|vhτ|
p dx dt.

Proof. In full analogy to the proof of Lemma 6.13 above, we obtain from (76) by means of
Proposition A.2 the existence of a further subsequence (not relabelled) and a limit velocity
field v∗ such that ρ̃hτvhτ → ρ∗v∗ weakly-*, with

(80)
∫ t?

0

∫
Ω

ρ∗|v∗|p dx dt ≤ lim inf
h,τ→0

∫ t?

0

∫
Ω

ρ̃hτ|vhτ|
p dx dt
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for every t? > 0. The proof is finished by applying Proposition 2.2, which directly yields
absolute continuity as well as the estimate (79) from (80). For that, we need to verify that
(ρ∗, v∗) satisfies the continuity equation (17).

We shall derive (17) directly from the weak formulation (25) of the scheme. To that end,
let ϕ ∈ C∞c (R>0×Ω) be given, and define accordingly ϕhτ as the piecewise-constant-in-time
and piecewise-affine-in-space function such that for all t ∈ (tn−1, tn], the function ϕhτ(t; ·) is
given by affine interpolation on the triangles of the values ϕ(tn−1, a) at the vertices a ∈ V.
Introduce further the temporal difference quotient

δtϕ̄hτ(t, x) :=
ϕhτ(tn, a) − ϕhτ(tn−1, a)

τn for all t ∈ (tn−1, tn] and x ∈ ωa.

By smoothness of ϕ,

∇ϕhτ → ∇ϕ, δtϕ̄hτ → ∂tϕ uniformly a.e. on R>0 ×Ω,(81)

where the almost everywhere simply accounts for the fact that ∇ϕhτ cannot be evaluated
on edges.

Now substitute wn
h = ϕhτ(tn−1, ·) into (25) and sum over n = 1, 2, . . . — the sum is

actually finite — to obtain

−

∫ ∞

0

∫
Ω

ρ̄hτδtϕ̄hτ dx dt +

∫ ∞

0

∫
Ω

ρ̃hτvhτ · ∇ϕhτ dx dt = 0.

By (81) above, by strong convergence of ρ̄hτ to ρ∗, and by weak convergence of ρ̃hτvhτ to
ρ∗v∗, we may pass to the limit and obtain

−

∫ ∞

0

∫
Ω

ρ∗ ∂tϕ dx dt +

∫ ∞

0

∫
Ω

ρ∗v∗ · ∇ϕ dx dt = 0,

which is just the distributional formulation of (17), finishing the proof. �

Conclusion of the proof of Theorem 3.2. Substituting the results from Lemmas 6.10, 6.11,
6.13 and 6.14 into the inequality (72), we directly obtain the energy dissipation inequality
(73) for ρ∗.

An immediate consequence of (73) is the integrability of the product |ρ′∗||∂E|(ρ∗) of
metric velocity and local slope with respect to time, thanks to Hölder’s inequality. It thus
follows from |∂E| being a strong upper gradient, and since ρ∗ is an absolutely continuous
curve, directly by means of [4, Definition 1.2.1] that the opposite inequality holds, that is
(73) with ≥ in place of ≤. Consequently, the inequality (73) is actually an equality, and so
ρ∗ is a p-gradient flow for E in the metricWp.

A posteriori, the lim inf used in the derivation of (73) is actually a true limit. That is,
along the chosen sequence (h, τ)→ (0, 0), we have in particular that Eh(ρhτ(t

?)) converges
to E(ρ∗(t?)), for every t? > 0. �

7. From weak to strong convergence

The main ingredient in the proof of Theorem 3.3 is the observation that along the se-
quence (h, τ)→ (0, 0) under consideration,

lim sup
h,τ→0

∫ t?

0

∫
Ω

|uhτ|
qρ̃hτ dx dt ≤

∫ t?

0

∫
Ω

|u∗|qρ∗ dx dt(82)

with u∗ from (31), which allows to conclude stronger convergence of uhτ by virtue of
Proposition A.2.

Lemma 7.1. Along the chosen subsequence with h, τ→ 0, the relation (82) holds.
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Proof. From the discrete dissipation estimate (27) and the advanced interpolation in time,
we know that ∫ t?

0

∫
Ω

|uhτ|
qρ̃hτ dx dt ≤ Eh(ρ0

hτ) − Eh(ρhτ(t
?))

holds for each t? > 0. By Theorem 3.2, we know that Eh(ρhτ(t
?)) → E(ρ∗(t?)) along the

considered sequence (h, τ)→ (0, 0), and thus

lim sup
h,τ→0

∫ t?

0

∫
Ω

|uhτ|
qρ̃hτ dx dt ≤ E(ρ0) − E(ρ∗(t?)).

On the other hand, by the fundamental property (19) of the gradient flow, and since the
subdifferential is given by means of Proposition 2.1,

E(ρ0) − E(ρ∗(t?)) =

∫ t?

0
|∂E|q(ρ∗) dt =

∫ t?

0

∫
Ω

|u∗|qρ∗ dx dt.

In combination, this proves (82). �

Proof of Theorem 3.3. The idea is to combine Proposition A.2 with the strong convergence
of ρhτ in L1([0, t?] × Ω). Fix an exponent r ∈ [1, q]. For each M ≥ 1, consider an
approximation UM : [0, t?] × Ω → Rn of u∗ such that UM is continuous, satisfies the
uniform bound supΩ |UM | ≤ M, and approximates u∗ in the sense that

∫ t?

0

∫
Ω

∣∣∣|u∗|r−1u∗ − |UM |
r−1UM

∣∣∣q/r ρ∗ dx dt → 0 as M → ∞.

Such an approximation exists since
∫ t?

0

∫
Ω
|u∗|qρ∗ dx dt < ∞ (so that the integral of |u∗|qρ∗

over the set {|u∗| > M} vanishes as M → ∞), and since ρ∗ is an integrable function, not
merely a probability measure (so that convergence in measure of continuous approxima-
tions of the measurable bounded function min(M, |u∗|) u∗

|u∗ | is sufficient). With UM at hand,
we define the continuous function ϕM : [0, t?] ×Ω × Rd via

ϕM(t, x, ξ) =
∣∣∣|ξ|r−1ξ − |UM(t, x)|r−1UM(t, x)

∣∣∣q/r,
which clearly satisfies the estimate |ϕM(t, x, ξ)| ≤ C(1 + |ξ|q) for an appropriate C (possibly
depending on M and q). Application of the second part of Proposition A.2 with the choice
ϕ := ϕM for the test function yields that

δ(M, h, τ) :=
∣∣∣∣∣ ∫ t?

0

∫
Ω

∣∣∣|uhτ|
r−1uhτ − |UM |

r−1UM

∣∣∣q/r ρ̃hτ dx dt

−

∫ t?

0

∫
Ω

∣∣∣|u∗|r−1u∗ − |UM |
r−1UM

∣∣∣q/r ρ∗ dx dt
∣∣∣∣∣
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converges to zero as h, τ→ 0, for each fixed M ≥ 1. This implies∫ t?

0

∫
Ω

∣∣∣|uhτ|
r−1uhτ ρ̃hτ

r/q − |u∗|r−1u∗ρr/q
∗

∣∣∣q/r dx dt
r/q

≤

∫ t?

0

∫
Ω

∣∣∣|uhτ|
r−1uhτ − |UM |

r−1UM

∣∣∣q/r ρ̃hτ dx dt
r/q

+

∫ t?

0

∫
Ω

∣∣∣|UM |
r−1UM

(
ρ̃hτ

r/q − ρ
r/q
∗

)∣∣∣q/r dx dt
r/q

+

∫ t?

0

∫
Ω

∣∣∣|u∗|r−1u∗ − |UM |
r−1UM

∣∣∣q/r ρ∗ dx dt
r/q

≤ δ(M, h, τ)r/q + 2
∫ t?

0

∫
Ω

∣∣∣|u∗|r−1u∗ − |UM |
r−1UM

∣∣∣ ρ∗ dx dt
r/q

+ M
∥∥∥ρ̃hτ

r/q − ρ
r/q
∗

∥∥∥
Lq/r .

Now, given ε > 0, it suffices to choose M sufficiently large to make the first integral in the
last line above less than ε/4, and then τ and h sufficiently small to have both δ(M, h, τ)r/q <

ε/4 and ‖ρ̃hτ
r/q−ρ

r/q
∗ ‖Lq/r < ε/(4M). For the last step, we have used that thanks to ρ̃hτ → ρ∗

in L1, we also have ρ̃r/q
hτ → ρ

r/q
∗ in Lq/r. This shows convergence of |uhτ|

r−1uhτρ̃hτ
r/q to

|u∗|r−1u∗ρr/q
∗ in Lq/r.

To prove convergence of the flux, choose r := q− 1 above, yielding |uhτ|
q−2uhτρ̃hτ

1/p →

|u∗|q−2u∗ρ∗ in Lp, and combine this with ρ̃hτ
1/q → ρ

1/q
∗ in Lq, which holds by virtue of

ρ̃hτ → ρ∗ in L1. Finally, the equivalent formulation in terms of v∗ instead of u∗ immediately
follows from the facts that vhτ = |uhτ|

q−2uhτ and also v∗ = |u∗|q−2u∗ by definition, see (30)
and (31), respectively. �

8. Numerical results

8.1. On the effective resolution. We present in the next Subsection several numerical
experiments using the scheme (25)&(26). All numerical results were performed with
FreeFem++ (see [25]). Since the method to solve the problem is not fully classical we
detail here some important steps of the algorithm.

Assume first that assumption (A1) holds true. At the nth iteration, we know ρn−1
hτ and we

search for ρn
hτ and µn

hτ, such that µn
hτ(a) = η′(ρn

hτ(a)) for all a ∈ V, solution to (25), and so
to a nonlinear system Fn(ρn

hτ) = 0, which is equivalent to find

(83) (ρn
hτ) ∈ argmin

ρ

1
2
‖Fn(ρ)‖2.

As explained in Section 3.4, when assumption (A2) is satisfied and ρn
hτ vanishes at some

nodes a ∈ V, the quantity µn
hτ(a) can no longer be written in terms of ρn

hτ(a). To circumvent
this difficulty, we take inspiration in the proof of Proposition 4.5 as we add a barrier func-
tion εµ which is increasing and singular close to zero, so that we come back to the frame-
work of assumption (A1). More precisely, we replace µn

hτ(a) by η′(ρn
hτ(a)) + εµ̄(ρn

hτ(a))
where ε > 0 is a small parameter. We then solve this problem by paying attention to the
fact that the smaller the perturbation parameter ε is, the more difficult the problem is to
solve. The idea is to construct a sequence of solution (ρn,k

hτ )k≥0 to the scheme (25) with
µn,k

hτ (a) = η′(ρn,k
hτ (a)) + εkµ̄(ρn,k

hτ (a)) for a sequence of parameter (εk)k≥0 which tends to zero.
More precisely, we begin with ε0 > 0 and we solve the problem using the iterative strategy
described below. At iteration k we choose as initial value the solution ρn,k−1

hτ obtained in the
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previous step. At the end of the step k, we stiffen the problem by setting εk+1 = $εk with
$ < 1. We stop the algorithm when εk < ε? for a given ε? > 0. Then we set ρn

hτ = ρn,k
hτ .

For numerical convenience, we choose µ(z) = −1/z.
We detail now the iterative algorithm. The main idea is to use a line search strategy.

Thus, at the iteration n and step k, we know ρn,k−1
hτ and we look for for ρn,k

hτ . It is computed
as follows:

• first compute dρn,k solution to DF(ρn,k
hτ )dρn,k = −F(ρn,k

hτ );
• then choose dρn,k as descent direction and set

G(s) =
d
ds

(
1
2
‖Fn(ρn,k

hτ + sdρn,k)‖2
)
, s ∈ R≥0.

Thus, noticing that G(s) = 〈DFn(ρn,k
hτ + sdρn,k)dρn,k, Fn(ρn,k

hτ + sdρn,k)〉 we are able
to compute G(s) for any s.

• Since G(0) = −〈Fn(ρn,k
hτ ), Fn(ρn,k

hτ )〉 < 0, we have the following alternative:
(1) either G(1) ≤ 0, then we use a classical Newton step and we set

ρn,k+1/2
hτ = ρn,k

hτ + dρn,k;

(2) or G(1) > 0, and we search for sn,k ∈ (0, 1) such that G(s) ≤ 0. Then we set

ρn,k+1/2
hτ = ρn,k

hτ + sn,kdρn,k.

• To make sure that the solution remains away from 0, we set

ρn,k+1
hτ = max(ρn,k+1/2

hτ , 10−8).

8.2. Barenblatt solution of the q-Laplace equation. We begin by a convergence study
for an analytical solution to

(84) ∂tρ − ∇ ·
(
|∇ρ|q−2∇ρ

)
= ∂tρ − ∇ ·

(
ρ|∇η′(ρ)|q−2∇η′(ρ)

)
= 0, in [0, tf] ×Ω,

where the internal energy density η is given by

(85) η(ρ) =



ρ log ρ − ρ + 1 if q = 2,

ρ − 1 − log(ρ) if q =
3
2
,

q − 1
q − 2

(
q − 1
2q − 3

(
ρ

2q−3
q−1 − 1

)
− ρ + 1

)
else.

The corresponding chemical potential is given by

η′(ρ) =


log(ρ) if p = q = 2,

1
2 − p

(
ρ2−p − 1

)
else.

The function η of (85) satisfies Hypotheses 1&2 provided q ≥ 2. Assume that q > 2 (or
equivalently that p < 2), so that η′ does not blow-up near 0, as prescribed in the case (A2).
The Barenblatt profile

(86) ρ(t, x) = (t + t0)−k
(
(M − α |ξ|p)+

) 1
2−p

solves (84), cf. [27]. In formula (86), t0 > 0 is a parameter set to avoid blow-up at t = 0,
whereas

(87) k =
1

q − 2 +
q
d

, α =
q − 2

q

(
k
d

) 1
q−1

, ξ = x(t + t0)−
k
d .
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The quantity M has to be set in order to ensure that ρ(t, ·) ∈ Pac(Ω). The Barenblatt
profile (86) is compactly supported, hence the no-flux boundary conditions (2) is satisfied
for a finite time provided 0 ∈ Ω and dist(0, ∂Ω) is large enough.

We study the convergence of the approximate solution towards the exact solution in
the 1-dimensional case for q = 5 (and so p = 5

4 ). In this case we have Ω =] − 2, 2[,
M ' 0.6868, the final time is fixed at tf = 0.25 and we choose t0 = 0.05, the barrier
function is µ̄(x) = − 1

x , ε0 = 0.5 and $ = 0.7. Two types of convergence are studied here:
• we fix ε? and make the mesh size tend to 0 (see Fig. 2a);
• we fix the mesh size and make the parameter ε? tend to 0 (see Fig. 2b).

We begin with a coarse mesh containing 10 vertices and a mesh size approximately equal
to 1, then we refine five times the mesh to obtain a fine mesh with 258 vertices and a mesh
size approximately equal to 0.105. Furthermore, the time step associated with the coarsest
mesh is 10−2 and when we refine the mesh, we divide the time step by 4.

In each case we plot the relative error between the approximate solution and the exact
solution for the L2((0, tf) ×Ω) norm.

10−2 10−1 10010−4
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Slope 2
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L2
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r
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ε = 10−4

ε = 10−5

ε = 10−6

(a) Error in function of
the mesh size
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L2
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hτ ∼ 0.51
hτ ∼ 0.27
hτ ∼ 0.16

hτ ∼ 0.118
hτ ∼ 0.105

(b) Error in function of the
parameter εM

Figure 2. Relative error for the L2((0, tf) ×Ω) norm

We observe on Figure 2 a second-order convergence in space and and an order of con-
vergence approximately equal to 0.65 for εk. As expected, we observe a saturation in the
convergence w.r.t. hT or εk if εk or hT are respectively chosen too coarsely.

8.3. Solution of the q-Laplace equation with a non-zero potential. In this section we
focus on qualitative numerical results in 2 space dimensions of the q-Laplacian equation
described in (1) for a non-zero potential Ψ. For the numerical tests presented here, the
energy density is given by η(ρ) = 1

2ρ
2 and the initial density ρ0 ∈ Pac(Ω) is a cross as

described on Fig. 3a. The external potential is Ψ(x) = k
[
(x1 −

1
2 )2 + (x2 −

1
2 )2] and the

stationary state ρ∞(x) = (M − Ψ(x))+, see Fig. 3b. The parameters M and k are chosen

such that ρ∞ ∈ Pac(Ω) and such that the support of ρ∞, which is the ball of radius
√

M
k

centered at the point ( 1
2 ,

1
2 ), is included in Ω = (0, 1)2 (here we choose

√
M
k = 0.4).

We choose as final time tf = 0.25, the time step is τ = 0.000625, the mesh has 8192
triangles and the mesh size is approximately hT ∼ 0.022. We observe the behavior of the
solution for 3 different values of p (and q):
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(a) Initial density (b) Stationary state

Figure 3. Initial density and stationary state

• p = 3
2 (and so q = 3) on Fig. 4;

• p = q = 2 on Fig. 5;
• p = 3 (and so q = 3

2 ) on Fig. 6.

In each case the barrier function is µ̄(x) = − 1
x , ε? = 10−3 but ε0 = 0.1 for p = 3

2 and p = 2
and ε0 = 0.2 for p = 3. Note that the color scale varies from one snapshot to another in
order to better visualize the behavior of the solution over time.

(a) t = 0.000625 (b) t = 0.00375 (c) t = 0.01625

Figure 4. Evolution of the density for p = 3
2

(a) t = 0.000625 (b) t = 0.00375 (c) t = 0.01625

Figure 5. Evolution of the density for p = 2
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(a) t = 0.000625 (b) t = 0.00375 (c) t = 0.01625

Figure 6. Evolution of the density for p = 3
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Figure 7. Energy dissipation

We also plot on Fig. 7 the evolution of the energy E(ρ̄n
hτ) − E(ρ∞) where E(ρ∞) = 2

3 M.
As can be seen from the Fig. 7, the energy decreases faster for p = 3

2 and therefore
the steady state is reached faster in this case. The saturation around 10−3 is related to the
choice of ε?.

Appendix A. Some abstract convergence results

First, we recall the refined version of the Ascoli-Arzelà theorem from [4, Proposition
3.3.1], which is tailored to application in the proof of Lemma 6.2.

Proposition A.1. For t? > 0 and r ≥ 1 fixed, consider a sequence (ρ`) of curves ρ` :
[0, t?]→ Pac(Ω) satisfying

lim sup
`→+∞

Wr(ρ`(t), ρ`(s)) ≤ ω(|t − s|) for all 0 ≤ t, s ≤ t?, uniformly in `,

with a modulus ω ∈ C(R≥0,R≥0) of continuity, satisfying ω(0) = 0. Then there exists an
accumulation point ρ ∈ C([0, t?],Pac(Ω)) with

Wr(ρ(t), ρ(s)) ≤ ω(|t − s|) for all 0 ≤ t, s ≤ t?,

such that, along a subsequence with `k → ∞, one has ρ`k (t) → ρ(t) narrowly at each
t ∈ [0, t?].
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Next, we recall a result on weak and strong convergence of sequences in Lebesgue
spaces with varying references density. It extends the following two results that are classi-
cal for the space Lr(Ω∞; µ) with r > 1 and Ω∞ := R≥0 × Ω for a fixed reference measure
µ:

• if a sequence ( f`) is bounded in Lr(Ω∞; µ), then one has weak convergence f`k ⇀
f∗ along a subsequence, and ‖ f∗‖Lr ≤ lim infk ‖ f`k‖Lr ;

• if additionally ‖ f∗‖Lr = limk ‖ f`k‖Lr , then the convergence is actually strong, fk` →
f∗.

A generalization to the case where the reference measure varies with ` as well is given by
the following adapted and reduced version of [4, Theorem 5.4.4]:

Proposition A.2. Let an exponent r > 1 be fixed. Consider a sequence of time-dependent
probability densities ρ` : R≥0 → Pac that possesses a limit ρ∗ : R≥0 → Pac with ρ`(t) →
ρ∗(t) weakly-∗ for each t ≥ 0, and consider further a sequence of time-dependent measur-
able vector fields w` : R≥0 ×Ω→ Rd.

• If
∫ ∞

0

∫
Ω
|w` |

rρ` dx dt is `-uniformly bounded, then along a subsequence with `k →

∞, the products w`kρ`k converge weakly-∗ in L1(Ω∞) to w∗ρ∗ for some time-dependent
vector field w∗ : R≥0 ×Ω→ Rd, and for every t? > 0,∫ t?

0

∫
Ω

|w∗|rρ∗ dx dt ≤ lim inf
k→∞

∫ t?

0

∫
Ω

|w`k |
rρ`k dx dt.

• If additionally for every t? > 0∫ t?

0

∫
Ω

|w∗|rρ∗ dx dt ≥ lim sup
k→∞

∫ t?

0

∫
Ω

|w`k |
rρ`k dx dt,

then for each continuous function ϕ : Ω∞×R
d → R satisfying ϕ(t, x, v) ≤ C(1+|v|r)

with a C for all (t, x) ∈ R≥0 ×Ω and v ∈ Rd, and every t? > 0, one has:∫ t?

0

∫
Ω

ϕ
(
t, x,w∗(t, x)

)
ρ∗(t, x) dx dt = lim

k→∞

∫ t?

0

∫
Ω

ϕ
(
t, x,w`k (t, x)

)
ρk` (t, x) dx dt.
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[22] T. Gallouët. Discrete functional analysis tools for some evolution equations. Comput. Methods Appl. Math.,
18(3):477–493, 2018.

[23] P. Gladbach, E. Kopfer, J. Maas, and L. Portinale. Homogenisation of dynamical optimal transport on peri-
odic graphs. arXiv:2110.15321, 2021.

[24] Y. Hafiene, J. Fadili, C. Chesneau, and A. E. Moataz. Continuum limit of the nonlocal p-Laplacian evolution
problem on random inhomogeneous graphs. ESAIM: Math. Model. Numer. Anal., 54:565–589, 2020.

[25] F. Hecht. New development in freefem++. J. Numer. Math., 20(3-4):251–265, 2012.
[26] R. Jordan, D. Kinderlehrer, and F. Otto. The variational formulation of the Fokker-Planck equation. SIAM

J. Math. Anal., 29(1):1–17, 1998.
[27] S. Kamin and J.-L. Vázquez. Fundamental solutions and asymptotic behaviour for the p-Laplacian equation.

Rev. Mat. Iberoam., 4(2):339–354, 1988.
[28] C. Lattanzio and A. E. Tzavaras. From gas dynamics with large friction to gradient flows describing diffusion

theories. Comm. Partial Differential Equations, 42(2):261–290, 2017.
[29] W. Li, J. Lu, and L. Wang. Fisher information regularization schemes for Wasserstein gradient flows. J.

Comput. Phys., 416:109449, 2020.
[30] J. Maas. Gradient flows of the entropy for finite Markov chains. J. Funct. Anal., 261(8):2250–2292, 2011.
[31] R. J. McCann. A convexity principle for interacting gases. Adv. Math., 128(1):153–179, 1997.
[32] A. Moussa. Some variants of the classical Aubin-Lions Lemma. J. Evol. Equ., 16(1):65–93, 2016.
[33] A. Natale and G. Todeschi. TPFA finite volume approximation of Wasserstein gradient flows. In R. Klöfkorn,
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