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Abstract

We propose a markerless performance capture
method that computes a temporally coherent 4D rep-
resentation of an actor deforming over time from
a sparsely sampled sequence of untracked 3D point
clouds. Our method proceeds by latent optimization
with a spatio-temporal motion prior. Recently, task
generic motion priors have been introduced and pro-
pose a coherent representation of human motion based
on a single latent code, with encouraging results with
short sequences and given temporal correspondences.
Eztending these methods to longer sequences without
correspondences is all but straightforward. One latent
code proves inefficient to encode longer term variabil-
ity, and latent space optimization will be very suscepti-
ble to erroneous local minima due to possible inverted
pose fittings. We address both problems by learning
a motion prior that encodes a 4D human motion se-
quence into a sequence of latent primitives instead of
one latent code. We also propose an additional map-
ping encoder which directly projects a sequence of point
clouds into the learned latent space to provide a good
initialization of the latent representation at inference
time. Our temporal decoding from latent space is im-
plicit and continuous in time, providing flexibility with
temporal resolution. We show experimentally that our
method outperforms state-of-the-art motion priors.

1. Introduction

Markerless performance capture has practical appli-
cations in computer vision and graphics, in particular
in the entertainment industry, e.g., for 4D video edit-
ing or to render free-viewpoint video, and has been
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studied during the past decades. The goal is to com-
pute a temporally coherent 4D representation of the
3D shape of a human actor deforming over time from
untracked 2D or 3D input video. Existing studies con-
sider data from different acquisition systems including
multi-camera systems e.g. [29], depth cameras e.g. [3],
and even monocular cameras e.g. [37]. Such capture
output can typically be post-processed to obtain a 3D
point cloud at each time frame. In this work, we con-
sider as input a sequence of untracked 3D point clouds
capturing a human body in motion of flexible duration,
spatial and temporal sampling rate (i.e. input signals
captured at arbitrary frame rate and spatial resolu-
tion), and output a temporally coherent 4D human
motion sequence of arbitrarily dense frame rate that
approximates the sparse input sequence.

Markerless performance capture is an inherently ill-
posed problem that is challenging due to the large-scale
and highly non-rigid deformations of the actor. A com-
mon solution is to rely on prior knowledge, either in
the form of a template of the actor e.g. [37], or by
using data-driven strategies that efficiently learn the
space of human body shapes and poses, or even mo-
tions. Models that learn the configuration of static hu-
man bodies e.g. [23] have successfully been applied to
extract temporally coherent human motion sequences
when 3D point clouds e.g. [13] or 2D images e.g. [16] are
available at every frame of the motion. More recently,
data-driven motion priors for human bodies have been
proposed and successfully applied to complete spatially
or temporally incomplete inputs [36, 18]. These models
learn from motions of fixed duration captured at a fixed
frame rate and lead to impressive results when a good
initialization or a sparse set of tracked markers over
time are available, and with relatively short sequences.



However, it remains challenging to enhance sparsely
sampled signals spatially and temporally, without ini-
tialization or temporally tracked markers, and process
longer sequences.

In this work, we study the markerless performance
capture problem with increasingly sparsely sampled
signals in space and time, thereby addressing a funda-
mental problem related to the robustness to the acqui-
sition process. In particular, we investigate how spatio-
temporal motion priors can help with the processing of
highly degraded input signals. We introduce a new
data-driven spatio-temporal motion prior and demon-
strate its suitability to complete sparsely sampled un-
tracked input sequences. Our representation encodes
a 4D human motion sequence into a sequence of la-
tent primitives. Inspired by the flexibility of sequence-
to-sequence (seq2seq) architectures w.r.t. the sequence
length given as input [33], we learn this representation
using a transformer approach. This allows to general-
ize to inputs of varying duration, different frame rates
and different motions. This part of our model acts as
an encoder, and maps a 4D motion sequence into a
sequence of latent primitives. Sequencing the repre-
sentation helps to generalize better for longer motion
as long motions are often better represented as a suc-
cession of actions rather than as a single element. To
allow for arbitrarily densely sampled outputs in time,
we decode the sequence of latent primitives using a de-
coder that is implicit in time and outputs a parametric
3D human body model [19] for a given time instant.

The training of the encoder builds on a paramet-
ric 3D human body model to reduce the dimension-
ality of the input sequence. However, as paramet-
ric input models are not available during inference,
where the method processes noisy point clouds, we ad-
ditionally learn a mapping function from the space of
sparsely sampled point cloud sequences to the space
of latent primitive sequences. This allows to recon-
struct a parametric 4D human body motion sequence
from untracked inputs sparsely sampled in space and
time during inference, by first mapping the point cloud
sequence to a latent primitive sequence and by subse-
quently decoding parametric 3D human body models
at an arbitrary frame rate. To summarize, our main
contributions are

o A novel motion representation using a sequence of
latent primitives.

e Two encoder training, allowing the method to si-
multaneously build a consistent latent space of
parametric models and a projection to the latent
space from sparse point clouds.

e An implicit representation of the temporal dimen-

sion allowing for flexible temporal resolution.

¢ An ablation and a comparison studies showing sig-
nificant improvement w.r.t. existing motion priors
used in a markerless capture context, against all
sparsification factors in space and time.

2. Related Work

Methods that output a temporally coherent 4D hu-
man motion sequence based on untracked 2D or 3D in-
put have been studied in computer vision and computer
graphics in the past decades, mainly under the name
of markerless performance capture, and sometimes mo-
tion infilling [36], or motion interpolation [18]. As it is
ill-posed, different strategies have been proposed.

Template-based methods. A first line of work de-
forms a subject-specific template over time to fit it
to observations. These methods have been applied to
multi-view e.g. [32, 6, 34, 30], depth camera e.g. [17, 40]
and monocular e.g. [37, 9] inputs in the past 15 years.
As the template may include information on clothing,
many of these methods take into consideration clothing
and some even run in real-time. These methods allow
for impressive results when subject-specific templates
are available as input in addition to 2D or 3D videos.

Static and dynamic priors. Different data-driven
strategies have been proposed to address the perfor-
mance capture problem. They include leveraging sta-
tistical models of the human body, which are fitted to
2D or 3D video e.g. [1, 8, 19, 4, 13] and learning in-
formation on human body configurations [10]. These
works have been extended to include information on
faces and hands [31, 14, 23], clothing [38, 2, 20], dy-
namics [25, 3, 15, 16], and transitions between static
frames [27]. Some methods output fully animatable
avatars in addition to coherent 4D performance cap-
ture e.g. [29, 5]. These methods provide stable and ac-
curate results for input data that is densely sampled in
time. We demonstrate experimentally that our method
outperforms a baseline that fits a state of the art static
model [23] to the input frames and adds frames by in-
terpolating the resulting fitted frames using a skeleton-
based method.

Motion priors. To process data that is sampled
sparsely in time, a recent line of work explores the use
of motion priors where a full motion is represented in
a low-dimensional space. Motion priors based on im-
plicit spatio-temporal representations e.g. [22, 28] offer
the advantage of being very flexible w.r.t. the spatial
and temporal sampling of the input data. These works



have been specialized to human motions [11, 12]. Neu-
ral radiance field strategies have also been extended to
human performance capture [35] and achieve impres-
sive results when one or multiple 2D videos are avail-
able as input. Closer to our work, another strategy
to learn human motion priors using parametric human
body models has emerged [7, 24, 18, 36]. The first two
methods consider different problems but contain ideas
that inspired our method. Ghorbani et al. [7] synthe-
size motion variations, and subdivide long motions into
smaller segments. Petrovich et al. [24] synthesize mo-
tions of a specific given action, and explicitly model
the duration of a motion. Closest to our work, [18, 30]
learn a motion prior from various motions performed
by different actors and leverage them for human perfor-
mance capture. We demonstrate experimentally that
our method achieves higher precision than these works
for markerless motion capture from point clouds.

3. Overview

We reconstruct a coherent 4D representation from
an untracked and sparse sequence of 3D point clouds
with a data-driven approach that learns a 4D human
motion prior. As output and for training, our method
represents coherent 4D motion sequences using a para-
metric human body model.

As our goal is to handle motions of varying dura-
tion and resolution, we learn our latent motion prior
using seq2seq encoders [33], thereby representing a 4D
motion sequence of arbitrary length and framerate by
a sequence of latent motion primitives and an addi-
tional body shape parameter. Using a sequence of la-
tent primitives instead of a single latent vector allows
for better generalization to different motions because
the 4D motion sequence is segmented and different seg-
ments are represented by different latent primitives.
The segmentation is modeled using temporal masks
that are differentiable, which allows to learn the seg-
mentation without supervision.

To generate coherent output motions at arbitrary
temporal resolution, we decode the sequence of latent
primitives in a temporally implicit way to reconstruct
a parametric human body model at any given time in-
stant. This allows to reconstruct densely sampled co-
herent 4D motions from sparsely sampled inputs.

For training, we use a dataset of human motion se-
quences parameterized by a parametric human body
model, for which we also generate corresponding un-
tracked 3D point clouds. To learn the motion prior,
we train a seq2seq encoder and temporally implicit de-
coder as a variational autoencoder (VAE). For training,
we take as input parametric representations of the mo-
tion sequences to leverage the tracked models. This
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Figure 1. Method overview. Architecture consists of two
seq2seq encoders (blue blocks) that map a human motion
sequence into a sequence of latent primitives z1, ..., zm, and
an implicit decoder (grey block) that decodes zi,...,2m
into a parametric human body model. Training first learns
a motion prior of latent primitives by leveraging parametric
body models (top row), and subsequently learns a mapping
Lmapping from untracked point cloud sequences to the re-
sulting latent space (bottom row). At inference time, the
point cloud encoder followed by Liapping and the implicit
decoder allow for robust initialization.

learns a motion prior that automatically segments the
input sequence and represents it using a sequence of la-
tent primitives. As we do not have access to coherent
4D motion sequences at inference time, we train a sec-
ond seq2seq encoder that maps sequences of untracked
3D point clouds to the (already learned) motion prior.

Encoding an untracked sequence of point clouds into
a sequence of latent primitives, and decoding this se-
quence at arbitrary temporal resolution with a mean
body shape allows for good initialization of the perfor-
mance capture without tracked markers at inference
time. This initialization can be further improved by
optimizing for the latent primitives and body shape
parameters such that the decoded meshes are close to
the untracked input point clouds.



4. Method

Our method leverages a set of coherent 4D sequences
for training, which are sampled sparsely in space and
time to generate corresponding sequences of untracked
3D point clouds. This section outlines how coherent
sequences are represented, details the different parts
of our architecture, shown in Figure 1, and provides
details on training and inference.

4.1. Coherent 4D sequence representation

We represent a temporally coherent 4D human mo-
tion sequence in a low-dimensional space with the help
of a static parametric body model provided at every
frame. While any model can be used, we base our
implementation on the SMPL [19] model because the
AMASS dataset [21] readily provides this parameteri-
zation. SMPL parameterizes a static 3D body model
using body shape 3, a skeleton pose 6 and a displace-
ment I'. For skeleton pose, we use a subset of joints of
the SMPL skeleton and to represent the trajectory in
space, we use a 3D displacement vector.

As body shape is fixed over time, this allows to rep-
resent a motion sequence of duration d using 3, 6(t),
and I'(t), where t € [0,d] is the parameter control-
ling time. We call M(t) = SMPL(0(t),T'(t),5) the
function that outputs the SMPL mesh corresponding
to the parametric representation 6(¢t),I'(¢),8. A dis-
cretized motion sequence consisting of n frames is rep-
resented by {0(t;),'(¢;), 8, t: }_, where ¢; are the time
stamps corresponding to the meshes. Furthermore, we
denote a sequence of n untracked 3D point clouds by
{P;,t;}_; in the following. Note that 3D point clouds
corresponding to {6(¢;),T'(t;), 3, t;} can be obtained by
sampling points from M (¢;). In practice, we uniformly
sample 100 points to generate training sequences.

4.2. Transformer encoders

We represent a 4D human motion sequence using
two independent factors: a sequence of m latent prim-
itives {z;}7,, and body shape 5. To allow for flexible
duration and frame rates, we allow an arbitrary num-
ber of input frames per sequence. The latent primitives
are obtained by a transformer encoder that maps an in-
put sequence to a sequence of latent primitives. The
transformer block of the encoder operates on a reduced
representation (embedding) of the input frames and is
similar to the original transformer [33] that was used
for language translation. The difference between lan-
guage translation and our setting is that we do not have
ground truth for the latent primitives. To make learn-
ing this part in an unsupervised way feasible, we fix the
number m of latent primitives. To allow for flexibility,
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Figure 2. Encoder mapping an input sequence into a se-
quence of latent motion primitives z1, ..., z,,. The embed-
ding is one multi layer perceptron for the parametric input
and a PointNet [26] for point cloud input. Time stamps t;
are added as positional encoding. Transformer outputs a
sequence latent distributions p;, o; from which z; are sam-
pled using the reparametrization trick (RT).

the duration d; of each motion primitive is flexible and
learned using a differentiable cost function.

The output sequences of the transformer encoder are
interpreted as a sequence of Gausssian distributions de-
fined by a sequence of means and standard deviations
{pi, i}, from which the latent primitives {z; }1", are
sampled using Gaussian noise € ~ AN(0,1) such that
z; = p; + €0;. This is similar to the interpretation of
latent spaces of VAEs and known to allow for general-
ization.

To enable inference from untracked sequences of 3D
point clouds while taking advantage of temporally co-
herent 4D sequences during training, our method uses
two transformer encoders. The architectures of these
encoders differ in the way the embedding of the input
frames is obtained, and is shown in Figure 2.

Parametric encoder The parametric encoder con-
siders {0(t;),T'(¢;), t: }7, parameterized by SMPL. To
reduce the dimensionality of this representation, for
each frame 6(¢;),'(¢;) are passed through one percep-
tron layer, and ¢; is subsequently concatenated to this
representation. Note that the perceptron applied to all
frames share weights.

Point cloud encoder The point cloud encoder con-
siders untracked point clouds {P;,¢;}" ;. To reduce
the dimensionality in this case, each frame P; is passed
through a PointNet [20], and ¢; is subsequently con-
catenated to this representation. All PointNets share
weights.

4.3. Temporally implicit decoder

Our decoder operates in two stages by first decod-
ing individual latent primitives and by subsequently
combining them. This allows learning a motion prior
on the latent primitives which each characterize a mo-
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Figure 3. Implicit decoder. Given a sequence of latent
primitives z;, a body shape 8 and timestamps ¢;, the de-
coder outputs a sequence of body meshes parameterized by
B8,0,T. z; are decoded independently into segment param-
eters that include duration d; and transformation R;, and
subsequently combined to decode a dense 4D motion.

tion segment, while still enforcing coherence between
neighboring segments. The architecture of the implicit
decoder is shown in Figure 3.

Primitive decoding First, given a body shape £,
the latent primitives are decoded individually using an
implicit primitive decoder D(z;, 8, t) that outputs per-
segment motion parameterized by 0;(t), T';(¢), its dura-
tion d; and a rigid transformation R;. 6;(t) and T';(t)
characterize the global motion on the temporal seg-
ment 7;, 7; + d;, where 7; = Zjd dj. This ensures that
each latent primitive encodes information of a contin-
uous temporal segment of the input motion. For in-
variance w.r.t. the initial orientation and displacement
of a segment, D also outputs a rigid transformation
R; which is used as a transition matrix from segment
space to input space. The architecture of D consists of
two MLPs. The first MLP outputs 6;(¢),[';(¢) as func-
tion of z;, 8 and the segment time ¢ — 7;. The second
MLP outputs the per segment parameters R; and d; as
a function of z; and .

Primitive combination To combine the segment
representations into motion 6(t),T'(¢), a weighted av-
erage of the per-segment representations using tempo-

ral masks is computed. For each primitive, the cor-
7(7'7;+d1‘))
2

t 2
responding Gaussian mask is G;(t) = e_( /2 )
such as:

2 Gi(t)Ri0;(t) 2 Gt RiLi(1)
="van "W Tsan

The temporally implicit nature of D alleviates the
problem of averaging segments that may not be tem-
porally aligned according to a predefined frame rate.
The averaging of rotations is done in 6D representa-
tion space [39]. This qualitatively leads to naturally
combined results.

(t) (1)

4.4. Training

The training is divided into two stages. The first
stage benefits from parametric training data to learn
a motion prior. The second stage learns a mapping
function from sequences of untracked point clouds to
the prior learned in the first phase, thereby allowing
for untracked input at inference time.

Motion prior In the first stage, the parametric en-
coder and the implicit decoder are trained in a self-
supervised manner with a reconstruction loss, a Kull-
back—Leibler (KL) divergence loss to constrain the
prior distribution to a normal distribution, and a reg-
ularization loss on the segment duration for faster con-
vergence and to prevent local minima. The loss during
this first stage is £ = Lyee+ AL LKL+ AregLreq Where,

Crec = Eglobal + Esegmenta
Lrr = 5 25 KLN (1y,05),N(0,1)),
Lreg =255 (dj = 1/m)?. (2)

The reconstruction loss is divided into two terms. The
first term Lgiopa1 acts as a global reconstruction term
between the input and the reconstructed output, in-
cluding both a per vertex distance to capture fine de-
tails and a distance in the parametric representation.

n

Lglobal = %Z

i=1
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The second term Lgegment acts as a per segment re-
construction loss, which guarantees that each segment
represents a realistic motion and allows for realistic re-
constructions where segments are overlapping.

Esegment = % Z Z Gj (t) (R] (0j7 Fj) (tz) 5
ST —(or.Ter) (1)) (4)

Mapping sequences of point clouds In a second
stage, the parametric encoder and the implicit decoder
weights are fixed and the point cloud encoder is trained
as a mapping function from point cloud sequences to
the latent primitives. In this stage, the loss has a sin-
gle term Ly,qpping Which is a distance between the se-
quence of primitives obtained from the point cloud en-
coder, {y},a%}7L,, and the sequence of primitives ob-
tained via the parametric encoder, {u;,0;}7":

1 Zm )
Emapping = E KL('/\/(MJa 0j)7N(Mja Ug)) (5)
j=1



4.5. Inference

At inference time, the input is a possibly sparsely
sampled sequence of point clouds {P;,t;} and our goal
is to find parameters z = {z;}7*,, § that when decoded
represent P; well. Inference proceeds in two steps: a
direct inference used for initialization and an optimiza-
tion to refine the result.

Initialization In a first step, {P;,¢;} is mapped to
a latent representation z*"* using the point cloud en-
coder and we initialize 8" = 0. This allows to have an
initialization of the motion sequence, which can be de-
coded into a coherent representation at arbitrary frame
rate using the implicit decoder.

Optimization To refine the result, we optimize for
latent codes z* and a body shape 8* using the differen-
tiable decoder. The optimal parameters are obtained
by minimizing the average Chamfer distance (CD) be-
tween the reconstructed meshes {M, g(¢;)} and the
ground truth point cloud sequence {P;,t;}. Given a
sequence of n point clouds:

PR argmin(ZCD(Mzﬁ(ti),PO (6)
z,8 7

5. Experimental results

We start by outlining the implementation and data
used to build our model, evaluate the motion prior and
present results of our method. More qualitative results
are provided in supplementary material.

5.1. Implementation and data

Implementation details Our method is imple-
mented using pytorch and the Adam optimizer is used
for optimization. SMPL represents a static body by
22 skeleton joints and 16 body shape parameters. We
discard the foot joints which have constant rotation
in AMASS, which results in 20 skeleton joints. Each
joint is represented in 6D using its relative rotation
to its parent joint [39]. For body shape, we use the
first 8 shape components. While our method is flexi-
ble w.r.t. the number of input frames n, we fix n = 100
for training and train on motions of 3—5s by randomly
sampling subsequences from the training set. During
training, global displacements are normalized to [—1, 1]
for each direction and timestamps are scaled to [0, 1].
Unless stated otherwise, we set m = 8 and each latent
vector has dimension D = 256. Additional details are
given in supplemental material.

Training data For training, we use a subset of
AMASS [21], a collection of different datasets param-
eterized by SMPL that contains a variety of motions
and body shapes. We leave part of this dataset for
validation by removing full datasets.

Training durations
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Figure 4. Generalization to sequence duration outside train-
ing set (for training, duration of 3 — —5s). Blue lines show
evolution of MPJPE (lower is better) of our method for

different sequence duration.

Test data For testing, we use two datasets. The
first one is the left out part of AMASS that is used to
evaluate the motion prior. As all data in AMASS was
created by fitting SMPL to MoCap data, we perform
our comparative evaluations on a different dataset to
avoid overfitting to a specific data creation setup. This
second dataset consists of sequences of 3D point clouds
(approximately 10000 points per frame) captured using
a multi-view camera system at 50 frames per second
and no parametric representation is available, called
multi-view test set in the following. The data con-
sists of 4 subjects (2 males, 2 females) performing dif-
ferent motions including boxing, kicking, sidestepping
and various types of walking and running. In total, 170
motion sequences are used for testing. This test set al-
lows to evaluate the robustness to degraded signals by
progressively downsampling the spatial and temporal
resolution of the input data.

5.2. Evaluation of the motion prior

To evaluate the motion prior, we test the general-
ization of the to sequences of duration outside of the
training set, evaluate the influence of the sequential la-
tent representation, and the segmentation learning. All
of the evaluations use the AMASS test set.

Generalization Our model is learned using se-
quences with duration 3 — —5s and m = 8 latent prim-
itives. We analyze how well this model generalizes to
sequences of different duration by applying it to du-
ration 0.2 — —8s. To process sequences longer than 5s
with our method, they are virtually accelerated by scal-
ing the timestamps to [0, 1]. We encode test sequences
of different duration using the parametric encoder, de-
code them using the implicit decoder and consider the
mean per joint position error (MPJPE) between input
and output joints. This error is averaged over the se-
quence. Figure 4 shows the evolution of MPJPE for dif-
ferent sequence duration. Our model generalizes well to
sequences of different duration, especially for sequences
that are shorter than those used during training.

Sequential latent representation To evaluate
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Figure 5. Value of using sequences of latent primitives and

flexible segmentation. Lines show evolution of MPJPE

(lower is better) of our method for different sequence dura-

tion (3 — 5s sequences used for training). Note that using

latent sequences with flexible segmentation m = 4, D = 256
performs best in training interval and generalizes well.

the value of learning a sequence of latent primitives in-
stead of a single latent vector, we compare our method
to the result when setting m = 1. To compare the
same total number of latent dimensions, we consider
two models in this experiment: one trained with m = 4
where each segment has D = 256 latent dimensions and
one with m = 1 and D = 1024. For evaluation, we con-
sider the same generalization plot to sequences of differ-
ent duration as before. Note that m is reduced in this
setting for practical reasons as training for m = 1 with
high latent dimension is costly. Figure 5 shows that
m = 4,D = 256 leads to significantly lower MPJPE
than m = 1,D = 1024 and generalizes significantly
better to sequences of different duration. This shows
that allowing for sequential latent space primitives bet-
ter represents varying motions and duration.

Segmentation learning To evaluate the influence
of flexible segments duration learned in an unsuper-
vised way, we compare our method to one trained with
fixed segmentation parameters d; = 1/m. As in the
previous experiment, we set m = 4, D = 256 for both
models and consider the same generalization plot to
sequences of different duration. Figure 5 shows that
the differences between the two models are minor. Al-
lowing for flexible segments slightly degrades perfor-
mance for longer sequences; the virtual acceleration
of sequences is more detrimental to the model when
learning the segmentation parameters as they are more
heavily influenced by timestamp variations. However,
flexible segments slightly improve the model perfor-
mance in the training interval.

Influence of optimization The initialization of
the latent motion primitives provided by the point
cloud encoder is not precise enough to directly recon-
struct dense 4D motion. To quantify the influence of
optimization, we take a set of 5s motions from the
AMASS test set and sample 1000 points from each
frame. Using the point cloud encoder, we obtain an

initialization 2™ for each sequence, which in combi-
nation with % = 0, leads to an average per vertex
error of 140mm. By optimizing for z* and §*, the av-
erage error improves significantly to 33mm.

5.3. Comparative evaluation

We now provide comparative evaluations of our
method w.r.t. a strong baseline based on a static para-
metric human body model and recent state of the art
motion priors. As most existing methods cannot pro-
cess sequences of arbitrary duration, our evaluation fo-
cuses on how well the methods perform when the input
signals are degraded, by considering inputs at increas-
ingly sparse spatial and temporal resolutions.

Evaluation protocol To prevent any biases from
having learned on AMASS, all comparative evaluations
are performed on the multi-view test set. For this
dataset, we have sequences at 50 fps where each frame
contains approximately 10000 points. To evaluate the
robustness of the methods w.r.t. degraded input sig-
nals, we downsample the input sequences spatially to
100 and 1000 points per frame, and temporally to 5
and 10 fps. For each experiment, we reconstruct co-
herent 4D sequences at 30 fps which is the proposed
framerate in [30] and [18] and evaluate the error of the
markerless performance capture by the mean Chamfer
distance over all frames of all test sequences. As the
closest state of the art methods consider sequences of
fixed duration (4s and 2s, respectively), we perform
our evaluation of sequences of duration 4s. All com-
parisons are based on code and pre-trained models pro-
vided with the respective publications.

Parametric baseline VPoser4+SLERP The first
baseline relies on the state of the art static pose prior
VPoser [23]. In this approach, a latent pose represen-
tation is output per frame. As the global displacement
is not encoded in VPoser, we optimize additionally a
displacement per input frame. To increase the tempo-
ral resolution, we linearly interpolate between observed
frames for displacement and using spherical linear in-
terpolations (SLERP) for body pose rotations. We call
this baseline VPoser+SLERP in the following.

Motion prior with frequency guidance [36] We
compare to two parametric human motion priors. The
first one uses frequency guidance and was trained for
motions of fixed duration (4s) at 30 fps. This prior does
not encode global displacements, and we optimize them
additionally for input frames and interpolate linearly
for the remaining frames.

Hierarchical motion prior [18] The second para-
metric human motion prior uses a hierarchical ap-
proach to encode motions of fixed duration (2s) at 30
fps. As we consider sequences of 4s in our comparisons,
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Figure 6. Comparison to state of the art on a challenging example. Completion results on a sequence of a person running in
circle; we show frames close to the beginning and the end of the sequence. Our method estimates pose more precisely than
other strategies. Blue meshes approximate input frames, green meshes are interpolated by the motion priors.

we optimize for two segments for this method.

Results and discussion Table 1 reports the results
obtained when completing from 5 and 10fps motion to
a 30fps motion, when considering input sequences in-
creasingly sparsely sampled in space and time. Note
that our method degrades gracefully for decreasing in-
put resolutions. Our method significantly outperforms
state of the art methods. These improvements are due
to the good initialization provided by our point cloud
encoder, which prevents the optimization from getting
stuck in local minima due to the symmetry of the hu-
man body. Additionally, we capture more details than
the other two parametric motion priors due to our se-
quential representation of the motion. Figure 6 shows
an example where other methods fail due to the global
orientation, while our method achieves plausible results
thanks to the initialization by the point cloud encoder.
Xu et al. and VPoser+SLERP do not encode global
displacement and fail to reconstruct the correct orien-

# points per frame 100 1000 10000
Input fps 5 ‘ 10 5 ‘ 10 5 ‘ 10
VPoser+SLERP 27 | 25 || 24 | 20 || 24 | 20
Xu et al. [36] 28 | 26 || 26 | 24 || 26 | 24
Li et al. [18] 83 | 79 || 52 | 48 || 42 | 40
Ours 21 |17 || 17| 13 || 17 | 13

Table 1. Comparison to state of the art using average Cham-
fer distance (mm) (lower is better). Markerless perfor-
mance capture with input sequences of different spatial (#
points) and temporal (fps) resolutions.

tation of the last frames. While Li et al. encode global
displacement, our pose estimation is more plausible for
the first frames.

6. Conclusion

This work presented a spatio-temporal representa-
tion of motion as a sequence of latent primitives for the




task of markerless performance capture from sequences
of untracked 3D point clouds. It showed that using
latent primitives characterizing temporal segments al-
lows for a gain in precision which outweighs the gain of
adding more latent dimensions. We also showed that
using motion priors for markerless performance capture
from untracked data requires a good latent initializa-
tion and proposed a solution by training an additional
point cloud sequence encoder as a mapping function.
We demonstrated that when considering increasingly
sparsely sampled input data, our method maintains
high precision compared to state of the art approaches.
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