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Boundary stabilization of 1D hyperbolic systems

Amaury Hayata

aCERMICS, Ecole des Ponts ParisTech, 6-8 avenue Blaise Pascal, 77420 Champs-sur-Marne, France

Abstract

Hyperbolic systems model the phenomena of propagations at finite speeds. They are present in many fields
of science and, consequently, in many human applications. For these applications, the question of stability
or stabilization of their stationary state is a major issue. In this paper we present state-of-the-art tools
to stabilize 1-D nonlinear hyperbolic systems using boundary controls. We review the power and limits of
energy-like Lyapunov functions; the particular case of density-velocity systems; a method to stabilize shock
steady-states; an extraction method allowing to use the spectral information of the linearized system in
order to stabilize the nonlinear system; and some results on proportional-integral boundary control. We also
review open questions and perspectives for this field, which is still largely open.

Keywords— Boundary feedback controls; hyperbolic systems; partial differential equations; Lyapunov
functions; exponential stability; Input-to-State Stability; shock;
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1. Introduction

Hyperbolic systems are involved everywhere in nature and human application. Mathematically, they are
known to model the propagation phenomena with finite speed, which explains that they are found in hydro-
dynamics, engineering, physics, but also biology or economics. To give only a few notorious examples, one
can cite Maxwell’s equations, Euler isentropic equations, Saint-Venant equations, Klein-Gordon equation,
models for the growth of cells [135], the propagation of epidemics [25], or traffic flows [8], but also many
human-made systems as the telegrapher’s equations, heat exchangers, supply-chains, or the behavior of some
production lines [56, 38, 51]. For these examples, a 1-D approximation is relevant in many situations. A
generic 1-D hyperbolic system can be written as follows:

∂tY + F (Y)∂xY + S(Y, x) = 0. (1.1)

where Y is the state of the system, F (Y) is a diagonalizable matrix with distinct and real eigenvalues –
sometimes called the transport term– and S(Y, x) is the source term. When S(Y, x) ≡ 0, the system is
said to be homogeneous. When the system is considered on a bounded domain [0, L], we need to specify
in addition some boundary conditions that express the fact that some information enters the system and
some information leaves the system (see Section 2). Given their prominence, it is no wonder that hyperbolic
systems have a special place in control theory. In particular, the question of their stabilization –essential for
practical applications– has received a large interest lately.

For this problem, the typical control goal is to stabilize a target state Y∗ that represents an ideal state
or an operating point. For example, in river regulations this represents a state with a desired and fixed
water level supposed to ensure a safe navigation and prevent flooding of riverside cities; or a state that
has a given velocity profile to ensure a good hydroelectric production or a low velocity gradient in order to
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respect biodiversity. In traffic flows, this would be, for instance, a uniform flow on a highway, instead of a
stop-and-go traffic jam that would appear naturally without control. Under reasonable assumptions on the
regularity of F and S and a change of variables (see Section 1), the system (1.1) can be reduced to

∂tu +A(u, x)∂xu +B(u, x) = 0, (1.2)

where u represents the perturbation between the state Y and the target state Y∗. This means that the
target state to stabilize is now u∗ ≡ 0. In other words, the goal –assuming we have a control on the system–
is to find a feedback law such that the perturbations u tend to 0 and, if possible, exponentially quickly. As
we will see in Section 2, when the system is nonlinear it is necessary to state in which norm we would like
to have this exponential stability, as the stabilities in different norms are not equivalent. In most of this
article the control will be supposed to be in the boundary conditions which will have the form(

u+(t, 0)
u−(t, L)

)
= G

(
u+(t, L)
u−(t, 0)

)
, (1.3)

where G is the feedback law. We explain in Section 2 why this condition is quite physical for hyperbolic
systems. This is also the most used boundary conditions for this problem [111, 110, 12]. Having the control
located in the boundary conditions is often a challenge but, unfortunately, it also represents numerous phys-
ical problems where we can only act at the boundaries rather than in the system. For instance, it would
be unrealistic to act on the physical dynamics inside a river, but we can consider using the dams at the
boundary as means of control.

In some applications the target state might not be steady. For instance, in river regulations if the
upstream flow changes during the day, there is no hope to have a steady-state [90]. In such cases, one
would like to stabilize is a target state Y1(t, ·) that is time dependent. To take again the example of river
regulations, this could be a state Y1 = (H1, V1) where the height of the water H1 remains fixed or within
constrained bounds to ensure safety of the navigation, while the velocity V1 might change a lot to take into
account the change of inflow upstream. In this case we can still define the perturbations u and the system
becomes

∂tu +A(t,u, x)∂xu +B(t,u, x) = 0. (1.4)

In this case the system is non-autonomous, which introduces new obstacles in the stabilization (see Section
6 for instance).

In practice the systems could also be subject to unknown disturbances. They could occur for several
reasons: external inputs, quantized measurements, but also imprecisions of the model, etc. In these cases,
the system (1.1), (1.3) would be replaced by:

∂tu +A(u, x)∂xu +B(u, x) + d1(t, x) = 0, (1.5)(
u+(t, 0)
u−(t, L)

)
= G

(
u+(t, L)
u−(t, 0)

)
+ d2(t), (1.6)

where d1(t, ·) are the internal disturbances and d2(t) are the boundary disturbances. In these cases, there is
no steady-state anymore to the system and there is sometimes no hope of stabilizing any target state, given
that the disturbances are unknown. Nevertheless, it could be interesting to look at what is the error we
make because of the disturbances when trying to stabilize a steady-state. In other words: how robust is the
exponential stability with the external disturbances? In such a situation, we would like to show a generic
estimate of the form

‖u(t, ·)‖X ≤ C1e
−γt‖u0‖X + C2 (‖d1‖Xt×X + ‖d2‖Xt) , (1.7)

where ‖·‖X is the norm considered over space, ‖·‖Xt is the norm considered over time on [0, t] and ‖·‖Xt×X
is the norm considered both over time and space. This estimate, as it is, is generic, and we could try to
show different estimates in some particular situations. If such an estimate holds, we say that the system is
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exponentially Input-to-State Stable (ISS) and C1 and C2 are the ISS gains. This is a particular case of a
more general notion of ISS

‖u(t, ·)‖X ≤ σ(‖u0‖X , t) + ‖γ(‖d1(s, ·)‖X + |d2(s)|)‖Xt , (1.8)

where γ belongs to K, the space of strictly increasing functions R+ → R+ such that γ(0) = 0; σ is a function
such that for any t ∈ R+, x → σ(x, t) belongs to K and for any x ∈ R+, t → σ(x, t) is non-increasing
and such that limt→+∞ σ(x, t) = 0. Some discussion about the different notions of ISS for that can be
found in [98, 16] and in Section 3. Of course, if there are no disturbances, i.e. d1 ≡ d2 ≡ 0, the definition
of exponential ISS coincides with the definition of exponential stability. Therefore, ISS can be seen as an
extension of the notion of exponential stability. It is, in fact, a more relevant notion for practical applica-
tions, as there are always uncertainties and disturbances in physical systems. While exponential stability
of hyperbolic systems has been studied for decades, fewer results were known concerning ISS of nonlinear
hyperbolic systems until the very recent years.

In this article we present cutting-edge tools for stabilizing nonlinear 1D hyperbolic systems with boundary
controls and for ensuring their exponential stability, or their ISS in some cases. We will state the results and
only give ideas of the proofs, which can be found in detail in [91] and in [94, 89, 88, 18, 17, 47, 90, 95, 92, 16],
from which the results presented in this article are taken. While some methods presented have existed for
decades, others are only very recent. Some, even, have not been generalized yet and were only applied
to practical examples so far. We also list at the end of each section some open questions and interesting
perspectives for this field, which is still very open.

In Section 2 we present the rigorous framework and some definitions. In Section 3 we show how to
use energy-like Lyapunov functions (also called basic quadratic Lyapunov functions) to design good control
feedbacks, and we also investigate the limits of this method. In Section 4 we will look at an important
physical example among hyperbolic systems: density-velocity systems. They are the systems that consist in
two equations: a mass conservation and a dynamical equation, and are often found in physics. We will see
that they have a particular hidden structure that allows to use energy-like Lyapunov functions, whatever the
length of the domain. In Section 5 we will see how to stabilize a system with a shock-steady-state. Finally,
in Section 6 we will see how to deal with Proportional Integral (PI) controllers for nonlinear hyperbolic
systems, a type of controller particularly interesting for its resilience to constant disturbances.

2. Definitions and framework

2.1. Nonlinear hyperbolic systems

Let us consider a system of the form (1.1) and let us derive the system of perturbations (1.2). Consider
a steady-state Y∗. As F (Y∗) is diagonalizable one can define a matrix P such that

P (x)F (Y∗(x))P−1(x) = Λ(x), (2.1)

where Λ(x) is a diagonal matrix with coefficient (Λi(x))i∈{1,...n}. Note that P and Λ depend on x only if
Y∗ does. Setting u(t, x) = P (x)(Y(t, x)−Y∗(x)) we obtain,

∂tu +A(u, x)∂xu +B(u, x) = 0, (2.2)

where

A(u, x) = P (x)F (Y)P−1(x) = P (x)F (P−1(x)u + Y∗(x))P−1(x),

B(u, x) = P (F (Y)(Y∗x + (P−1)′u) + S(Y, x)),
(2.3)

and in particular A(0, x) = Λ(x), and B(0, x) = 0 since Y∗ is a steady-state. Now, the steady-state to
stabilize in the new variables is u∗ = 0 and, of course, the exponential stability of Y∗ in the original system
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is equivalent to the stability of u∗ = 0. In the following we will assume that the steady-state Y∗ ∈ C2([0, L]),
except in Section 5 where we will study a shock steady-state. The regularity required on A and B will usually
be C1 or C2 depending on the cases, as we will see in the next section.

Let us now look at the boundary conditions. It is known that 1-D hyperbolic systems have some
quantities that propagate forward and some that propagate backward. By assumption, F (Y∗) has non-zero
and distinct eigenvalues for any x, and therefore so do Λ(x). From (2.3), as long as Y∗ and F are continuous,
A is continuous with u. As A(0, x) = Λ(x), this means that if u is small enough in L∞ norm, A(u, x) has
also distinct and non-zero eigenvalues λi(u, x) which have the same sign as Λi(x). Without loss of generality
we can assume that Λi > 0 for i ∈ {1, ...,m} and Λi < 0 for i ∈ {m+ 1, ..., n}, for some m ∈ {1, ..., n}. The
only boundary conditions we can impose are those corresponding to information entering the system (see
[110, 111] for more details). This means that at x = 0 we can impose the quantities that have a positive
propagation speed, and at x = L the quantities that have a negative propagation speed. This is translated
as 

u1(t, 0)
...

um(t, 0)
um+1(t, L)

...
un(t, L)

 = U(t), (2.4)

where U(t) is the control we would like to impose. Of course, the ui are not exactly the quantities propagating
with speed λi(u, x) given that A(u, x) is not diagonal. But, assuming that we are close enough to the steady-
state u∗ = 0, the perturbations are small and one can show that we can still use the boundary condition
(2.4) (see [13]). In the following we will denote without loss of generality u+ = (u1, ..., um)T the vector of
components associated to positive propagation speeds, and u− = (um+1, ..., un)T the vector of components
associated to negative propagation speeds. As a consequence, (2.4) can be written in the compact notation(

u+(t, 0)
u−(t, L)

)
= U(t), (2.5)

Now, we would like the control U(t) to be a feedback law. By definition a feedback law is a control that
depends on some measurements on the state of the system. This brings the question: what do we allow
ourselves to measure? Here we will choose to only measure the information leaving the system at the
boundaries. Namely, our control will be

U(t) = G

(
u+(t, L)
u−(t, 0)

)
, (2.6)

where G is a feedback law (of class C1) to be chosen. This gives the boundary conditions(
u+(0)
u−(L)

)
= G

(
u+(t, L)
u−(t, 0)

)
. (2.7)

This represents that the input information is imposed as a function of the output information. We now
introduce the first order compatibility conditions for an initial condition u0 ∈ C1([0, L]). These conditions
represent the fact that the initial condition is compatible with the boundary conditions (1.3) and are stated
as follows (

u0
+(0)

u0
−(L)

)
= G

(
u0

+(L)
u0
−(t, 0)

)
.(

(A(u0(0), 0)∂xu
0(0) +B(u0(0), 0))+

(A(u0(L), L)∂xu
0(L) +B(u0(L), L))−

)
= G′

(
u0

+(L)
u0
−(0)

)(
(A(u0(L), L)∂xu

0(L) +B(u0(L), L))+

(A(u0(0), 0)∂xu
0(0) +B(u0(0), 0))−

)
.

(2.8)
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One can show that (1.2), (1.3) is well posed in C1 and H2 norm for compatible initial condition satisfying
(2.8) [111, 132, 12].

Theorem 2.1. For all T > 0 there exist C(T ) > 0, η(T ) > 0 such that: for every u0 ∈ C1([0, L];Rn) (resp.
H2((0, L);Rn)) satisfying the compatibility conditions (2.8) and such that

‖u0‖C1 ≤ η(T ), (resp.‖u0‖H2 ≤ η(T )), (2.9)

the system (1.2), (1.3), with A and B of class C1 (resp. C2) and initial condition u0, has a unique solution
u ∈ C1([0, T ]× [0, L]) (resp. C0([0, T ], H2(0, L))). Moreover one has

‖u(t, ·)‖C1 ≤ C(T )‖u(0, ·)‖C1 , ∀t ∈ [0, T ]

(resp. ‖u(t, ·)‖H2 ≤ C(T )‖u(0, ·)‖H2 , ∀t ∈ [0, T ]).
(2.10)

Note that in (2.6) we could have considered a feedback law with a memory. Namely, a feedback law that
also depends on the output information at previous time s ≤ t. This, in fact, is tacitly exploited when using
a proportional-integral (PI) controller (see Section 6).

2.2. Exponential stability and inherent challenges

For a Banach space X with a norm ‖·‖X , referred to as X norm in the following, the exponential stability
is formally defined as follows.

Definition 2.1. The steady-state u∗ = 0 of the system (1.2), (1.3) is exponentially stable for the X norm
if there exist γ > 0, η > 0, and C > 0 such that for every u0 ∈ X satisfying the compatibility conditions1

and ‖u0‖X ≤ η, the Cauchy problem (1.2), (1.3), (u(0, x) = u0) has a unique solution in C0([0,+∞), X)
and

‖u(t, ·)‖X ≤ Ce−γt‖u0‖X , ∀t ∈ [0,+∞). (2.11)

We can remark several features:

• First of all it is a local exponential stability. Indeed, for a nonlinear hyperbolic system even the global
well-posedness is usually impossible to guarantee for regular norms such as the C1 and H2 that will
be studied in the following. However, we will see in Section 3 that under some Lipschitz assumption
on the source term is it possible to ensure a global exponential stability for the L2 norm.

• The norm ‖ · ‖X is specified. Indeed, for nonlinear systems the stabilities in different norms are not
equivalent. In [53] for instance the authors show an example of a simple 2× 2 nonlinear system that
is exponentially stable for the H2 norm, but unstable for the C1 norm.

For linear systems there is an almighty tool to study the exponential stability: the spectral mapping theorems
[127, 133, 116]. A version can be stated as2

Theorem 2.2 ([116]). Let a system of the form (1.2), (1.3) where A does not depend on u, B = M(x)u,
and G(U) = KU, with K a matrix. Let L := −A∂xu −Mu be defined on the domain D(L) := {u ∈
W 1,2((0, L),Cn)|((u(0))+, (u(L))−)T = K((u(L))+, (u(0))−)T }. Then

σ(eLt) \ {0} = eσ(L)t \ {0}, for t ≥ 0, (2.12)

where σ(C) refers to the spectrum of the operator C, and eσ(L)t refers to the closure of eσ(L)t.

1this very formal given that X is not precised. For the Hp or Cp norm this correspond to the p order compatibility condition
given in [12, (4.136) (see also (4.137)-(4.142))]

2Technically the result stated by [116] only deals with local boundary conditions in the sense where the control in 0 only
depends on values measured in 0 and the control in L only depends on values measured in L. Nevertheless, we can always go
back to this case using a doubling of variables as shown in [59].
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This means that it is sufficient to know the spectrum of the operator L = −A∂x − BId on the do-
main D(L) to know the spectrum of the semigroup operator (etL)t>0 at each time t ≥ 0. This al-
lows to conclude on the growth bound of the semigroup operator (see for instance [116]) given by ω0 =
limt→+∞ t−1 log(‖eLt‖L(L2((0,L);Cn))). Using that there exists M > 0 such that, for any u0 ∈ L2((0, L);Cn),

‖u(t, ·)‖L2 = ‖eLtu0‖L2 ≤Meω0t‖u0‖L2 , (2.13)

this allows to conclude on the exponential stability of the system.
Unfortunately, when it comes to nonlinear systems, such a theorem is not helpful: it was shown in [53]

that the exponential stability of the linearized system around a state does not give any information of the
exponential stability of the nonlinear system, even locally. In [53] the authors constructed an example when
the linearized system is exponentially stable but the nonlinear system is unstable for the C1 norm. It is
this uselessness of spectral tools for non-linear systems that makes the problem complicated and makes it
necessary to use other methods. Other inherent challenges include: the non-uniformity of the steady-states
when the system is inhomogeneous, and the possible formation of shocks in some cases. Several methods
exist, among which:

• The characteristic method, which leverages the existence of characteristic curves in 1-D hyperbolic
systems. This is the most natural and historical method. The exponential stability results from a
careful estimation along the characteristics. However, it might become hard to use when the system
gets complicated, in particular for coupled inhomogeneous systems.

• The time-delay approach which was used in [53, 37] and allowed to prove the results when just talked
about, as well as a stability in the W 2,p norm.

• The backstepping approach: this method, very powerful, was introduced in [31, 99, 144] for finite
dimensional systems. It was then adapted in [42] and modified in [9, 28, 136, 103] for parabolic partial
differential equations and used for linear and then non-linear 1-D hyperbolic systems in [102, 146, 6, 5,
96, 97, 50]. It has also been used for other more complicated operator (e.g. [149]). It consists in using
an invertible transform to map the system considered into a system much simpler to study. Then once
a feedback is found for this simpler system, it suffices to use the inverse mapping to find a suitable
feedback for the original system. Originally the invertible transformation was sought in the form of
a Volterra transformation of the second kind. These transforms have a triangular structure recalling
the original backstepping for finite dimensional systems, and are directly invertible. This method give
rise to full-state feedback control whose

In the recent years several studies started to look at other more general linear transforms such as
Fredholm transforms [52, 49, 46, 154, 155, 48, 75, 74]. These transforms are more general, and therefore
potentially more powerful, but they are not always invertible and proving the invertibility of the
candidate transform becomes one of the main difficulties. A good overview of the method when using
a Volterra transform can be found in [103] or [150], and in [48, Section 2.1] for more general transforms.

• The direct Lyapunov approach, which consists in finding a nonnegative functional decreasing along
the trajectories of the system, as we are going to detail it in the following sections.

In this article we focus on results using a direct Lyapunov approach, potentially combined with new
methods such as a method for stabilizing a shock (see Section 5) or the extraction methods (see Section 6).

2.3. Input-to-State Stability for the Cq and Hp norms

Finally, we give a definition of exponential Input-to-State Stability (ISS). When there are some internal
and/or boundary disturbance, the system (1.2), (1.3) become (1.5), (1.6) and we can define:

Definition 2.2. A system of the form (1.5), (1.6) is exponentially ISS with fading memory for the Cq

norm (resp. Hp norm) if there exist positive constants C1 > 0, C2 > 0, γ > 0, and δ > 0 such that, for
any T > 0, for any u0 ∈ Cq([0, L];Rn) (resp. u0 ∈ Hp((0, L);Rn)) satisfying the q-th order (resp. p − 1
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order) compatibility conditions (see [12, 4.5.2]), with ‖u0‖Cq ≤ δ (resp. ‖u0‖Hp ≤ δ) and ‖d2‖Cq([0,T ]) +
‖d1‖Cq([0,T ]×[0,L]) ≤ δ, (resp. ‖d2‖Hp+‖d1‖Hp([0,T ]×[0,L]) ≤ δ), there exists a unique solution u ∈ Cq([0, T ]×
[0, L]), (resp. u ∈ C0([0, T ];Hp(0, L))).

‖u(t, ·)‖Cq ≤ C1e
−γt‖u0‖Cq + C2

(
q∑

k=0

sup
τ∈[0,t]

(
e−γ(t−τ)|d(k)

2 (τ)|
))

+ C3

 sup
(τ,x)∈[0,t]×[0,L]

(
e−γ(t−τ)|∂qt d1(τ, x)|

)
+

∑
k1+k2≤q−1

sup
(τ,x)∈[0,t]×[0,L]

(
e−γ(t−τ)|∂k1

t ∂
k2
x d1(τ, x)|

) ,

(
resp. ‖u(t, ·)‖Hp ≤ C1e

−γt‖u0‖Hp + C2

(
p∑
k=0

‖e−γ(t−τ)d
(k)
2 (τ)‖L2(0,t)

)

+ C3

‖e−γ(t−τ)∂pt d1(τ, x)‖L2((0,t)×(0,L)) +
∑

k1+k2≤p−1

‖e−γ(t−τ)∂k1
t ∂

k2
x d1(τ, x)‖L2((0,t)×(0,L))

).
(2.14)

One can note that this definition is in fact stronger than the exponential ISS estimate (1.7): looking
at the last term we impose a fading memory, meaning that the influence of the past disturbance decays
exponentially with time. We could have chosen other less restrictive fading factors or weaker notions (see
for instance [98, Chapter 7] or [126]).

3. Energy-like Lyapunov functions

Taking physical quantities as Lyapunov functions is a very natural idea. For a pendulum with friction
for example the stability can be seen because the mechanical energy is strictly decreasing and tends to 0,
and is therefore a perfect candidate to be a Lyapunov function [100, 62]. For other closed systems, the strict
increase of the physical entropy (the mathematical entropy is often the opposite) allows one to find a good
Lyapunov function [43, 128]. For a hyperbolic system, these physical quantities would have the form

V =

∫ L

0

f(u(t, x))dx, (3.1)

where f is the local physical quantity per unit length. For the kinetic energy, this would be for instance
ρv2/2 where v is the velocity and ρ the density. Looking at the local behavior around a steady-state u∗(x),
these physical Lyapunov function candidates would become

V (u) = V ∗+

∫ L

0

f(u∗(t, x))+(u(t, x)−u∗(t, x))TQ(x)(u(t, x)−u∗(t, x))+O(|(u(t, x)−u∗(t, x))|3)dx. (3.2)

Note that the first order term of the Taylor expansion has to be 0 otherwise it would jeopardize the local
minimum in u = u∗ of the Lyapunov function candidate. For the same reason, Q should be positive definite
(symmetric) to have a proper Lyapunov function. This form (3.2) thus suggests to look locally at Lyapunov
functions of the form

V (u) =

∫ L

0

(u(t, x)− u∗(t, x))TQ(x)(u(t, x)− u∗(t, x))dx, (3.3)

where Q is a C1 function from [0, L] to the space of positive definite matrix of Rn. Such an energy-like
Lyapunov function was used in many studies (e.g. [43, 66, 11, 73, 148, 92]), and is sometimes called basic
quadratic Lyapunov function [11, 89]. Of course this Lyapunov function candidate is equivalent to the square
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of the L2 norm and, as it is, it can only be used to show the stability in this norm. Naturally, we would like
to extend this to other norms. This definition could be easily extended for the Hp norm for p ∈ N by

V (u) =

∫ L

0

p∑
k=0

∂kx(u(t, x)− u∗(x))TQ(x)∂kx(u(t, x)− u∗(x))dx. (3.4)

But, in fact, for hyperbolic systems of the from (1.2) it happens to be more convenient to rather extend the
definition as follows [12],

V (u) =

∫ L

0

p∑
k=0

(E(u(t, x), x)Dku(t, x))TQ(x)E(u(t, x), x)Dku(t, x)dx. (3.5)

where E(u(t, x), x) is a matrix diagonalizing A(u, x) and Dk is a differential operator defined iteratively as
follows:

D0U = U, D1U = A(U, x)∂xU +B(U, x),

DnU = ∂U(Dn−1U)D1U, ∀ k ≥ 2.
(3.6)

This allows the definition of V given in (3.5) to hold for functions u ∈ Hk(0, L) that only depend on the
space variable and guarantees the equivalence with the (square of the) Hp norm when u is small enough
(see [12, Chapter 6]). The interest of such definition is that, for functions u ∈ C0([0, T ], Hk) solution to
(1.2), the expression of V (u) becomes

V (u) =

∫ L

0

p∑
k=0

(E(u, x)∂kt u(t, x))TQ(x)(E(u(t, x), x)∂kt u(t, x))dx. (3.7)

In fact, it was shown in [11, 12] that if the system is diagonalized (i.e. A(0, x) is diagonal), then Q has
to be a diagonal matrix for V to be a suitable Lyapunov function candidate. Of course this would not hold
in the original physical coordinates Y. Similarly, extensions for the Cp norm were given in [40, 89] as:

V (u) =

p∑
k=0

sup
x∈[0,L]

‖Q(·)E(u, ·)Dku(t, ·)‖2∞, (3.8)

where ‖ · ‖∞ refers to the infinite norm in Rn, i.e. ‖v‖∞ = maxi∈{1,..,n}(vi). Overall we can generalize
this form and define an energy-like Lyapunov function (or basic quadratic Lyapunov function) for the W p,q

norm as

V (u) =

p∑
k=0

‖Q(·)E(u, ·)Dku(t, ·)‖2Lq . (3.9)

In the following we explore what can be done with such Lyapunov functions for the Hp and Cq norms,
which were used in many studies (e.g. [44, 64, 32, 141, 71, 147]).

3.1. Exponential stability for the Cq and Hp norms

As energy-like Lyapunov functions are a very natural tool to study physical systems, the first results
were obtained in particular cases. For instance, using the mechanical energy or the entropy as Lyapunov
functions on systems coming from fluid dynamics [43]. The first general result for hyperbolic systems was
given in [40], where the authors used an energy-like Lyapunov function for the C1 norm to give an alternative
proof to a result that had already been shown with a characteristic approach (see [78, 132, 157, 60]).

Theorem 3.1. If B(u, x) ≡ 0 (i.e. the system is homogeneous) then the system (1.2), (1.3) is exponentially
stable for the C1 norm if

ρ∞(G′(0)) < 1, (3.10)

where
ρ∞(M) = inf(‖∆M∆−1‖∞,∆ ∈ D+

n ), (3.11)

with D+
n the set of diagonal matrix with positive entries.
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This result was shown originally in [78] for a 2×2 system and had been then generalized in [132, 157, 60].
Still using energy-like Lyapunov functions, Coron and Bastin showed later in [41] that the exponential
stability is easier to obtain in the more regular (hence more restrictive) H2 norm. They showed the following

Theorem 3.2. If B(u, x) ≡ 0 then the system (1.2), (1.3) is exponentially stable for the H2 norm if

ρ2(G′(0)) < 1, (3.12)

where
ρ2(M) = inf(‖∆M∆−1‖2,∆ ∈ D+

n ). (3.13)

And it can be shown that ρ∞ ≤ ρ2, hence the condition (3.12) for the stability in H2 norm is less
restrictive than the condition (3.10) for the stability in C1 norm.

For inhomogeneous systems the first general result was in 2011 in [11] for systems of two equations where
the propagation speeds have opposite directions, for instance Λ1 > 0 > Λ2. Let us denote

M(x) = ∂uB(0, x) (3.14)

and introduce

a(x) = M12(x)ϕ(x)

b(x) = M21(x)ϕ−1(x),
(3.15)

where

ϕ = exp

(∫ x

0

M11(s)

Λ1(s)
+
M22(s)

|Λ2(s)|
ds

)
. (3.16)

The result shown in [11] is the following3.

Theorem 3.3. Assume that n = 2, A, B and G are of class C2 and Λ1 > 0 and Λ2 < 0 on [0, L]. There
exists a control (1.3) such that there exists an energy-like function for this system if and and only if there
exists a solution η on [0, L] to

η′(x) =

∣∣∣∣a(x)

Λ1
+
b(x)

|Λ2|
η2

∣∣∣∣ , (3.17)

where a and b are given by (3.14)–(3.15). Moreover, if this condition is satisfied, then for any σ > 0 such
that there exists a solution ησ on [0, L] to

η′σ ≥
∣∣∣∣ aΛ1

+
b

|Λ2|
η2

∣∣∣∣,
ησ(0) = σ,

(3.18)

the system is exponentially stable for the H2 with the choice of control

G′(0) =

(
0 l1
l2 0

)
with l21 < η2

σ(0) and l22 <
ϕ2(L)

η2
σ(L)

. (3.19)

We see here a new phenomenon appearing: not only there is a boundary condition on the control, but
there is also an internal condition, independent of the control and therefore intrinsic to the system. Indeed,
as the differential equation given by (3.17) is nonlinear, the solution with η(0) = 0 could cease to exist in
finite time if L, the length of the domain, is too large. This would happen, for instance, for L > π/2 when
M11 = M22 = 0, M21 = M12 = 1. Consequently, in such cases, there would not be any control (1.3) such that

3In fact the result stated in [11] only look at the linear case but can be extended directly to Theorem 3.3
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this result applies. Worse, this result even guarantees that there would not exist any energy-like Lyapunov
function, whatever the control (1.3) is, showing the limit of this method. In fact, there are even cases where
the control has a form anti-diagonal like in (3.19) with l1 chosen and the system can be shown to be even
unstable whatever the value of l2 [12, Section 5.6] (see also [80]). The question of whether a system could
still be exponentially stable when there does not exist any energy-like Lyapunov function is an open question.

This result was later extended to a generic n× n hyperbolic system in [12]:

Theorem 3.4. If A, B and G are of class C2, the system (1.2), (1.3) is exponentially stable for the H2

norm if there exists a diagonal matrix Q with positive entries such that,

• (internal condition) the matrix

− (QΛ)′(x) +Q(x)M(x) +M(x)TQ(x)T (3.20)

is positive definite for any x ∈ [0, L], where M is given by (3.14),

• (boundary condition) the matrix(
Λ+(L)Q+(L) 0

0 −Λ−(0)Q−(0)

)
−G′(0)T

(
Λ+(0)Q+(0) 0

0 −Λ−(L)Q−(L)

)
G′(0) (3.21)

is semi-definite positive.

Here we denote Λ+ = diag(Λ1, ...,Λm) which correspond to the positive propagation speeds and Λ− =
diag(Λm+1, ...,Λn) and similarly for Q. These notations are used to be coherent with the definition of u+

and u− used in Section 2 and given before (2.5). In this result, the same phenomenon as in Theorem 3.3
appears: first there is an internal condition intrinsic to the system, telling whether the stability of this
system can be guaranteed with an energy-like Lyapunov function; and second a boundary condition telling
which boundary control is suitable to guarantee the exponential stability if the internal condition is satisfied.
However, in contrast to the previous 2 × 2 system and Theorem 3.3, it is not known whether the internal
condition is necessary for the existence of an energy-like Lyapunov function for the system.

In the two previous results, we somehow lost the C1 norm for a more restrictive norm. The reason is that
the H2 norm and the energy-like Lyapunov functions for the H2 norm are easier to handle. Nevertheless,
the C1 norm is the most natural norm for classical solutions of a hyperbolic system. It was shown in [89]
that, in fact, it is possible to have the same type of result for the C1 norm:

Theorem 3.5. If A, B and G are of class C1, the system (1.2), (1.3) is exponentially stable for the C1

norm if the two following properties are satisfied:

• (internal condition) there exists a solution (f1, ...fn) ∈ C1([0, L], (0,+∞))n to the system

Λif
′
i ≤ −2

−Mii(x)fi +

n∑
k=1,k 6=i

|Mik(x)|f
3/2
i√
fk

 , ∀ i ∈ {1, ..., n}, (3.22)

where M is given by (3.14);

• (boundary condition) there exists a matrix ∆ with positive components such that

‖∆G′(0)∆−1‖∞ <
infi

(
fi(di)

∆2
i

)
supi

(
fi(L−di)

∆2
i

) , (3.23)

where di = L if Λi > 0 and di = 0 otherwise.
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We observe again the same phenomenon of internal condition, intrinsic to the system. The main problem
of the C1 norm is that it is hard to differentiate, compared to the H2 norm or other W s,p norm where
(s, p) ∈ N. Therefore, the idea of the proof of [89] is to approximate the C1 norm by the W 1,p norm where
p is large enough; to show an exponential stability estimate with the W 1,p norm where the constants do not
depend on p; and then to let p→ +∞ in a similar way as what was done in [40]. In this case, the condition
(3.22) is sharp for the existence of an energy-like Lyapunov function for the C1 norm.

Theorem 3.6. Assume that A,B and G are of class C3. There exists an energy-like Lyapunov function for
the C1 norm to the system (1.2), (1.3) if and only if there exists a solution (f1, ...fn) ∈ C1([0, L], (0,+∞))n

to the system

Λif
′
i ≤ −2

−Mii(x)fi +

n∑
k=1,k 6=i

|Mik(x)|f
3/2
i√
fk

 , ∀ i ∈ {1, ..., n}, (3.24)

where M(x) = ∂uB(0, x) and Λ(x) = A(0, x).

We can also note that if B(u, x) ≡ 0 (i.e. the system is homogeneous) then the two conditions of Theorem
3.5 simplify and we recover exactly the previous Theorem 3.1 shown by Bastin and Coron.

It is easy to see that both the internal and the boundary conditions of Theorem 3.4 and 3.5 are quite
different. It would therefore be interesting to compare them. While no comparison result exists yet for n×n
systems, some have been shown for systems of two equations. These systems are interesting not only because
they are the simplest systems showing some coupling, but also (and especially) because they correspond
to many physical examples: rivers dynamics, gas transport, signal transmission on an electric line, traffic
flow, etc. (see Section 4). We denote again A(0, x) = diag(Λ1,Λ2) and, in the rest of this subsection, we
assume that n = 2 unless specified otherwise. When Λ1 and Λ2 have the same sign, there always exists an
energy-like Lyapunov function both for the C1 norm and the H2 norm, as shown in [88],

Theorem 3.7. Assume that A, B and G are of class C2 and Λ1Λ2 > 0 and let M(x) = ∂uB(0, x). There
always exists a control of the form (1.3) such that the system (1.2), (1.3) has energy-like Lyapunov functions
for the C1 norm and for the H2 norm and is exponentially stable for the C1 norm and the H2 norm. In
particular, a suitable choice for the control (1.3) is

G′(0) =

(
k1 0
0 k2

)
, where

k2
1 < exp

(∫ L

0

2
M11(s)

|Λ1|
− 2 max

(∣∣∣∣a(s)

Λ1

∣∣∣∣ , ∣∣∣∣b(s)Λ2

∣∣∣∣) ds
)
,

k2
2 < exp

(∫ L

0

2
M22(s)

|Λ2|
− 2 max

(∣∣∣∣a(s)

Λ1

∣∣∣∣ , ∣∣∣∣b(s)Λ2

∣∣∣∣) ds
)
.

(3.25)

When Λ1 and Λ2 have opposite signs, meaning that the propagation speeds have opposite directions, the
situation is more interesting. Without loss of generality we can assume that Λ1 > 0 and Λ2 < 0. In this
case it is possible to show that Theorem 3.5 can take a simpler form and that we have

Theorem 3.8. Assume that A, B, G are of class C3 and Λ1Λ2 < 0, and let M(x) = ∂uB(0, x). There
exists a control of the form (1.3) such that the system (1.2), (1.3) has an energy-like Lyapunov function for
the C1 norm if and only if

d′1 =
|a(x)|

Λ1
d2,

d′2 = −|b(x)|
|Λ2|

d1,

(3.26)
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has a solution (d1, d2) ∈ C1([0, L], (0,+∞))2, or equivalently

η′ =

∣∣∣∣ aΛ1

∣∣∣∣+

∣∣∣∣ bΛ2

∣∣∣∣ η2,

η(0) = 0,

(3.27)

has a solution on [0, L], where a and b are given in (3.15).

In addition, if one of the conditions above is satisfied, then a suitable control is

G′(0) =

(
0 k1

k2 0

)
with k2

2 < ϕ(L)2

(
d2(L)

d1(L)

)2

and k2
1 <

(
d1(0)

d2(0)

)2

. (3.28)

The internal conditions (3.26) and (3.27) are now much simpler than the original condition (3.22): instead
of having to look at two nonlinear differential inequalities, one has the choice between looking at a system
of two linear ODE or a single nonlinear ODE to conclude. Interestingly, this implies that the existence of
solutions to the differential inequalities (3.22) is equivalent to the existence of solutions to the associated
differential equations for 2 × 2 systems, while this may not be true for n × n system. In addition, we can
see a strong similarity between the condition (3.27) and the condition (3.17) of Theorem 3.3 dealing with
the H2 norm. This enables the following comparison result [88]

Corollary. Assume that A, B, G are of class C3 and Λ1Λ2 < 0 and let M = ∂uB(0, ·).

• If the system (1.2), (1.3) has an energy-like Lyapunov function for the C1 norm, then there exists a
control (1.3) such that the system (1.2), (1.3) has an energy-like Lyapunov function for the H2 norm.

• If in addition M12(x)M21(x) ≥ 0 on [0, L], then the converse is true.

In this corollary, the controls (1.3) that are used to obtain an energy-like Lyapunov function (and hence
exponential stability) for the C1 norm and the H2 norm are not necessarily the same. However, it is possible
to use the same control for both as shown in this proposition

Proposition 3.9. Assume that A, B, G are of class C3, Λ1Λ2 < 0 and let M = ∂uB(0, ·). If there exists
an energy-like Lyapunov function for the C1 norm and if G has the form

G′(0) =

(
0 k1

k2 0

)
with k2

2 < ϕ(L)2

(
d2(L)

d1(L)

)2

and k2
1 <

(
d1(0)

d2(0)

)2

, (3.29)

where (d1, d2) ∈ C1([0, L], (0,+∞))2 is a solution of (3.26), then there also exists an energy-like Lyapunov
function for the H2 norm. In particular the system is exponentially stable both for the C1 and H2 norm.

Conversely, if in addition M12(·)M21(·) ≥ 0 on [0, L] and the system has an energy-like Lyapunov function
for the H2 norm with G such that

G′(0) =

(
0 k1

k2 0

)
with k2

2 <

(
ϕ(L)

η(L)

)2

and k2
1 < η(0)2, (3.30)

where η is a positive solution to (3.18) for some σ > 0, then the system also has an energy-like Lyapunov
function for the C1 norm. In particular the system is exponentially stable both for the C1 and H2 norm.

In practice one might want to construct a Lyapunov function for the H2 norm from the one for the C1

norm and vice versa (when possible). To do so we introduce the following notations

ϕ1 = exp

(∫ x

0

M11(s)

Λ1
ds

)
, ϕ2 = exp

(
−
∫ x

0

M22(s)

|Λ2|
ds

)
, (3.31)

such that ϕ given by (3.16) becomes ϕ = ϕ1/ϕ2. The construction is given by the following theorem.
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Theorem 3.10. Assume A, B, G are of class Cp ∩ Cq+2, where p ≥ 2 and q ≥ 1 and Λ1Λ2 < 0 and let
M = ∂uB(0, ·).. Assume in addition that there exists an energy-like Lyapunov function of the form (3.8)
for the Cq norm and such that Q = diag(g1, g2).

Then for all 0 < ε < min[0,L](
√
g1/g2)/Lϕ where ϕ is given by (3.16), there exists a boundary control of

the form (1.3) such that there exists an energy-like Lyapunov function of the form (3.5) for the Hp norm
with

Q =

 1
Λ1

(√
g1

g2
ϕ1ϕ2 − ϕ2

1εId
)

0

0 1
|Λ2|

√
g2

g1
ϕ1ϕ2

 , (3.32)

and where ϕ1 and ϕ2 are given by (3.31) and Id refers to the identity.

Conversely if there exists an energy-like Lyapunov function of the form (3.5) for the Hp norm with
Q = diag(q1, q2), and if M12M21 ≥ 0, then for any ε > 0 there is a boundary control of the form (1.3) such
that there exists an energy-like Lyapunov function for the Cq norm of the form (3.8) where

Q = exp

(
2

∫ x

0

M11(·)
Λ1

− |M12(·)|
Λ1

√
|Λ1|q1

|Λ2|q2
ds− εx

)(
1 0

0 |Λ2|q2
Λ1q1

)
(3.33)

Corollary 3.1 tells us that the existence of an energy-like Lyapunov function for the H2 norm implies the
existence of an energy-like Lyapunov function for the C1 norm. It also gives a condition under which the
converse is true. Looking at the internal condition (3.27) for the C1 norm and the internal condition (3.17)
for the H2 norm, we see that it is easy to design a counter-example when this condition M11M22 ≥ 0 is not
satisfied: simply take Λ1 = |Λ2| = 1, b = −1 and a = 1, in this case one can find an energy-like Lyapunov
function for the H2 norm for any length L of the domain (with the appropriate control) while no energy-
like Lyapunov function for the C1 norm exists for L > π/2. One might think that such counterexamples
would be purely artificial. Yet, surprisingly, very physical counterexamples do exist. Let us consider the
Saint-Venant equations modelling flows under shallow water approximation such as navigable rivers or the
atmosphere:

∂tH + ∂x(HV ) = 0,

∂tV + ∂x

(
V 2

2
+ gH

)
+

(
kV 2

H
− C

)
= 0,

(3.34)

These equations will be introduced more properly in Section 4, but (3.34) correspond to a rectangular
channel with a constant slope C and a friction coefficient k. We denote by (H∗, V ∗) the steady-state we
want to stabilize and we introduce the following boundary control

(H(t, 0)−H∗(0)) = b1(V (t, 0)− V ∗(0)),

(H(t, L)−H∗(L)) = b2(V (t, L)− V ∗(L)),
(3.35)

where b1 and b2 are control parameters that can be chosen, corresponding for instance to hydraulic instal-
lations at the boundaries. Even though H and V are not the propagating quantities of this system, one
can show that this boundary control is in fact equivalent to a boundary control of the form (1.3) after a
change of variable to diagonalize the system [12, 94]. It can also be shown (see Section 4) that, with suitable
boundary conditions, this system always have an energy-like Lyapunov function for the H2 norm, whatever
the domain length. On the other hand, when the influence of the slope is higher than the influence of the
friction, there can never be a Lyapunov function for the C1 norm above a certain domain length, as shown
in [88].

Theorem 3.11. Let (H∗, V ∗) be a steady-state on [0, L] of (3.34) and kV ∗2(0)/H∗(0) < C. Then :
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1. There exists L1 > 0 such that for any L < L1, there exists a control of the from (3.35) such that the
system (3.34), (3.35) has an energy-like Lyapunov function for the C1 norm.

2. There exists L2 > 0 such that if L > L2, then for any control of the form (3.35) the system (3.34),
(3.35) does not have an energy-like Lyapunov function for the C1 norm.

Higher norms. Finally, all the previous results for 2× 2 and n× n systems can be extended at no cost and
with the same conditions to the Hp and Cq norm for p ≥ 2 and q ≥ 1, provided that A, B and G are regular
enough.

Particular case of semilinear systems. Let us consider again a n × n system of the form (1.2), (1.3) with
n ∈ N \ {0}. When the system is semilinear, i.e. A(u, x) = A(0, x) = Λ(x), then the nonlinearity is much
less of a problem and the results can be further extended: Theorem 3.3–3.10 even hold true for the H1 and
C0 norm instead of the H2 norm and the C1 norm.

If, in addition, the source term B is Lipschitz in the following sense:

‖B(u, ·)−B(v, ·)‖L2 ≤ CB‖u− v‖L2 , ∀ (u,v) ∈ L2(0, L)2, (3.36)

and G is also Lipschitz, i.e. there exists a matrix K such that for any i ∈ {1, ..., n},∣∣∣∣Gi(u+(t, L)
u−(t, 0)

)∣∣∣∣ ≤ m∑
j=1

Kij |uj(t, L)|+
n∑

j=m+1

Kij |uj(t, 0)|, (3.37)

then it is possible to show a stronger result: a global exponential stabilization for the L2 norm (which extend
to the Hp norm for p ≥ 0).

Theorem 3.12. Assume that Λ ∈ C1([0, L]), B and G are Lipschitz with respect to u in the sense of (3.36)
and (3.37). If the following conditions are satisfied

1. (Interior condition) there exists a diagonal matrix J ∈ Mn(R) with positive coefficients and a matrix
M ∈Mn(R) such that one of the two following holds

Cg <
λm

maxi,x(J2
i )
, or Cg < µm

maxi,x(Ji)

infi,x(Ji)
, (3.38)

where Cg is the Lipschitz constant of B −M and λm denotes the smallest eigenvalue of

− (ΛJ2)′ + J2M +MTJ2 (3.39)

and µm denotes the smallest eigenvalue of

− J−1(ΛJ2)′J−1 + JMJ−1 + J−1MTJ, (3.40)

2. (Boundary condition) the matrix(
J2

+(L)Λ+(L) 0
0 J2

−(0)|Λ−(0)|

)
−KT

(
J2

+(0)Λ+(0) 0
0 J2

−(L)|Λ−(L)|

)
K (3.41)

is positive semidefinite, where K is given by (3.37),

then the system is globally exponentially stable for the L2 norm. Moreover the gain4 of the exponential
stability estimate is ‖J−1‖L∞‖J‖L∞ .

4The gain of an exponential stability estimate is defined as the constant C > 0 such that ‖u(t, ·)‖X ≤ Ce−γt‖u(0, ·)‖X .
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Even though the conditions are more complicated to write than the conditions of Theorem 3.4, we see
that there are still two conditions: an internal condition intrinsic to the system, and a boundary condition on
the control. Of course, it would be possible to derive a much simpler sufficient condition by taking M = 0.
However, such condition is would be much more conservative. This result, shown in [92], is striking in that
it allows to deal with the L2 norm, and in that it is global. It also has another interesting specificity: it
still holds even if the source term B is nonlocal. In this case, the source term B is defined as a continuous
function on L2(0, L) with value in L2(0, L) such that B(0, ·) = 0. This could be useful as nonlocal source
terms are found in several phenomena such as material sciences, traffic flow, flocking, population dynamics
etc. [24, 139, 20].

3.2. Input-to-State Stability

In recent years, there was an interest to know whether these energy-like Lyapunov functions could also
bring ISS estimates and, if so, whether it could improve the ISS estimates that were known so far. The
answer turned out to be yes to both.

The notion of ISS was first introduced for finite dimensional systems by Sontag in [138]. It was later
extended to time-delay systems, then to PDEs [98, Chapter 1]. Several results were then derived in many
different cases [130, 57, 123, 58, 124, 125] (see [125] for a more detailed overview). However, until recently
no generic result existed for hyperbolic systems, and the best known result was the shown by Karafyllis and
Krstic in [98, Section 9.4] for 2× 2 systems using a small-gain analysis (see Theorem 3.16 below).

It turns out that the exponential stability results presented in the previous subsection and obtained with
energy-like Lyapunov functions generalize to ISS. In [16] it was shown the following

Theorem 3.13. Assume that A, B and G are of class Cq with q ∈ N \ {0} and let M = ∂uB(0, ·). The
system (1.5), (1.6) is ISS for the Cq norm if the two following properties are satisfied:

• (internal condition) there exists a solution (f1, ...fn) ∈ C1([0, L], (0,+∞))n to the system

Λif
′
i ≤ −2

−Mii(x)fi +

n∑
k=1,k 6=i

|Mik(x)|f
3/2
i√
fk

 , ∀ i ∈ {1, ..., n}, (3.42)

• (boundary condition) there exists a matrix ∆ with positive components such that

‖∆G′(0)∆−1‖∞ <
infi

(
fi(di)

∆2
i

)
supi

(
fi(L−di)

∆2
i

) , (3.43)

where di = L if Λi > 0 and di = 0 otherwise.

Surprisingly, in this framework one is unable to obtain the usual differential inequality of standard
Lyapunov theory, which would be in this case

dV (u(t, ·))
dt

≤ −CV (u(t, ·)) + γ(

q∑
k=0

sup
τ∈[0,t]

|d(k)(τ)|), (3.44)

where V denotes the Lyapunov function, C is a positive constant and γ is a class K function. But, never-
theless, Theorem 3.13 still holds.

Remark 3.1 (Semilinear systems). As previously, this extends under the same condition to the ISS for the
C0 norm when the system is semi-linear, i.e. A(u, x) = A(0, x) = Λ(x).
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The ISS in the H2 norm using the same basic quadratic Lyapunov function as [12] was studied in [148]
where they show the following, as expected5.

Theorem 3.14. Assume that A, B and G are of class Cp and let M = ∂uB(0, ·). The system (1.5), (1.6)
is ISS for the Hp norm if there exists a diagonal matrix Q with positive entries such that

• (internal condition) the matrix

− (QΛ)′(x) +Q(x)M(x) +M(x)TQ(x)T (3.45)

is positive definite for any x ∈ [0, L],

• (boundary condition) the matrix(
Λ+(L)Q+(L) 0

0 −Λ−(0)Q−(0)

)
−G′(0)T

(
Λ+(0)Q+(0) 0

0 −Λ−(L)Q−(L)

)
G′(0) (3.46)

is semi-definite positive.

This case is simpler than the ISS in Cp norm as, in this case, it is possible to obtain a differential
inequality similar to (3.44). Once again, if the system is semilinear the ISS holds in the H2 norm, and in
the L2 norm if the system is linear. The linear case was treated shown in [73] where they also provide an
optimization approach to minimize the ISS gain. Finally, ISS can also be shown in the L2 norm when the
system is semilinear with a (potentially nonlocal) Lipschitz source term and Lipschitz boundary conditions,
as shown in [92].

Theorem 3.15. Let a system of the form (1.5), (1.6) where Λ ∈ C1([0, L]), d1 ∈ L2((0, T ) × (0, L)),
d2 ∈ H1([0, T ]), B and G are Lipschitz with respect to u in the sense of (3.36), (3.37). If the condition
(3.38) is satisfied and the matrix defined by (3.41) is positive definite, then the system is globally ISS for the
L2 norm.

As expected, in this case the ISS is even global.

Coming back to the ISS in sup norms (i.e. Cq norms), it is possible to compare the conditions of Theorem
3.13 with the previous existing conditions from [98] for linear 2 × 2 systems with boundary disturbances,
which are,

Theorem 3.16 (Karafyllis, Krstic, 2019). Assume that n = 2, d1 ≡ 0, A(u, x) = Λ with Λ1 > 0 > Λ2,
B(u, x) = M(x)u, G(U) = KU where

M(x) =

(
0 a(x)
b(x) 0

)
,K =

(
0 k1

k2 0

)
, (3.47)

and assume that6 L = 1. The system (1.5), (1.6) is ISS for the C0 norm if there exists K > 0 such that

(|k1|+ |k2|) exp(−K) < 1,(√
exp(2K)− expK

|Λ2|K
B +

√
|k2|

)√1− exp(−K)

Λ1K
A+

√
|k1|

 < 1,

where A := max
0≤z≤1

|a(z) exp(2Kz)| and B := max
0≤z≤1

|b(z) exp(−2Kz)| .

(3.48)

In [16] is shown the following:

5In fact they only show it for the linear case and the L2 norm but this can be directly extended to the nonlinear system
and the H2 as in [41] for instance.

6this last assumption can be made without loss of generality by a rescaling.
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Proposition 3.17. Consider the setting of Theorem 3.16 and assume in addition that a and b are constant.
Suppose there exists K > 0 such that (3.48) holds, then the two conditions (3.42), (3.43) of Theorem 3.13,
are satisfied.

Interestingly, this is a strict implication and the converse is false in general. However, the comparison
of the Theorems 3.16 and 3.13 in general when a and b are not constant remains an open question that
it would be interesting to look at, to see how complementary the small-gain analysis and the energy-like
Lyapunov functions are.

3.3. Perspectives

In view of the previous results, many open questions remain. Among them, we can list the following

• Is it possible to find a result similar to Theorems 3.4 and 3.5 for other norms such as the W 2,p norms
for p ∈ N? On the one hand, the energy-like Lyapunov function would be easier to handle than the
energy-like Lyapunov function for the C1 norm. But, on the other hand, the internal condition would
require dealing with a p order polynomial which is different to what was done for the H2 or C1 norm
in [12] and [89].

• Is it possible to find a condition similar to (3.17), maybe with two equations, for systems of higher
degree, namely 3× 3 systems?

• Comparing the result obtained using a small gain analysis (Theorem 3.16) and using an energy-like
Lyapunov function (Theorem 3.13) in the general case, i.e. when a and b are not constants.

• Is it possible to find a system such that there exists no energy-like Lyapunov function for the H2 (resp.
C1 norm) but that is still exponentially stable? For the linearized system this is very likely to be true,
using spectral tools as shown in [12, Section 5.6] (see also [80, 72])

• What happens for 2D systems? Is it possible to find a result similar to Theorems 3.4 and 3.5, at least
when the system in 2× 2 and when the two transport terms (in x and y) are co-diagonalizable? If so,
what happens if the two transport terms are not co-diagonalizable?

• More generally, are energy-like Lyapunov functions as adapted for 2D systems as they are for 1D
systems? And otherwise, what new tools could be developed?. The same question arises for the
backstepping method, where the Volterra transform commonly used is fundamentally 1D.

• Is it possible to adapt other promising methods such as the frequency Lyapunov method introduced
in [151] to the hyperbolic case?

4. Density-velocity systems

Density-velocity systems are an important example of hyperbolic systems. They consist in two equations:
a mass conservation and a momentum equation. They owe their name to the two variables they involve: a
density ρ and a velocity V .

∂t%+ ∂x(%V ) = 0,

∂tV + V ∂xV + ∂x(P (%, x)) + S(%, V, x) = 0,
(4.1)

The first equation is the mass conservation. In the second equation V ∂xV is a kinetic term, ∂x(P (A, x))
is the variation of potential energy and represents the conservative forces, while S(A, V, x) represents the
non-conservative forces. When ∂%P (%, x)% < V 2, the system has two propagation speeds with same sign,
which means that it can be treated with the results of Section 3. Therefore, in the following we assume that

∂%P (%, x)% > V 2, (4.2)
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which means that the system has two propagation speeds with opposite signs. This is usually called subcrit-
ical regime. We also assume that S and P are of class C2, and in the following we will consider steady-state
where %∗ ≥ 0 and V ∗ > 0, to be physically acceptable. The case V ∗ = 0 is discussed at the end of this section.

There are many important examples of density-velocity systems in physics and mechanics. For instance
the Saint-Venant equations [10]

∂tA+ ∂x(AV ) = 0,

∂t(AV ) + ∂x(AV 2) + gA(∂xH − Sb(x) + Sf (A, V, x)) = 0,
(4.3)

where A is the wet section, V is the (vertically averaged) velocity of the water, g is the gravity acceleration,
Sb is the slope and Sf the friction; The isentropic Euler equations [87, 36]

∂t%+∂x(%V ) = 0,

∂tV+V ∂xV +
∂x(P(%))

%
+

1

2
θV |V |+ g sinα(x) = 0,

(4.4)

where % is the fluid density, θ is a friction coefficient, sin(α) is the slope. The water in a rigid pipe [12,
Section 1.6]

∂t

(
exp

(
gH
c2

))
+ ∂x

(
V exp

(
gH
c2

))
= 0,

∂tV + V ∂xV + ∂x(gH) + Sf (V, x) = 0,

(4.5)

where H is called the piezometric head, while c is the sound velocity in water, and Sf is the friction term;
Some traffic flow models [112, 95]

∂t%+ ∂x(%v) = 0,

∂tv + v∂xv + %(∂%v̄(%))2∂x% =
v̄(%)− v

τ
.

(4.6)

This is a non exhaustive list, density-velocity systems also represent several other systems such as the
Savage-Hutter equations [27, 85], the flow under osmosis [120], etc.

We consider the following boundary conditions

V (t, 0)− V ∗(0) = G1(%(t, 0)− %∗(0)),

V (t, L)− V ∗(L) = G2(%(t, L)− %∗(L)),
(4.7)

where G1 and G2 are the boundary controls to be chosen and (%∗, V ∗) is the steady-state considered. Our
goal is to use an energy-like Lyapunov function for the H2 norm to stabilize the steady-state (%∗, V ∗). This
problem was considered in many articles for different particular cases. The first result on the nonlinear
homogeneous Saint-Venant equations goes back to [43] in 1999. The approach needs a LaSalle invariance
principle to conclude and was later improved in [44] that works for any homogeneous density-velocity system.
In [69, 131] the authors looked again at Saint-Venant equations but this time with a source term, although
with a bound on this source term in C1 norm depending on the length L. This bound can also be seen as a
bound on the length L instead, and the proof used a careful analysis of the characteristics. Other estimates
when the source term is small and the solutions are W 1,∞ were given in [85]. The linear inhomogeneous
Saint-Venant equations were then studied in [15] in the particular case where the steady-state is constant.
In [67], the authors managed to stabilize the isentropic Euler equations for the H1 norm when the system is
semi-linear and adding an isothermal assumption, i.e. assuming that the pressure P is proportional to the
density %. These equations with the isothermal assumption were also studied when there are uncertainties
on the boundary condition in [86] and in the case of a network in [66, 79, 81, 65]. In [82], the authors dealt
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with these equations in the case of a slowly moving gas with a kind of Neumann feedback law. In [84], the
authors managed to stabilize the isentropic Euler equations for the H2 norm but only if the length L of the
domain satisfies some bound. In this article they give in addition an estimation on the maximal decay rate.
The case of the flow in a rigid pipe was studied in [12]. In [13] the authors managed to stabilize a generic
density-velocity systems in the H2 norm in the case where the source term is purely dissipative and applied
it to two examples: the Euler isentropic equations and the Saint-Venant equations without slope. Finally,
in [94, 95] were found some results that allowed to deal with density-velocity systems in general, without
the previous assumptions or particular cases. This is what we present now.

Our goal is to find an energy-like Lyapunov function for the H2 norm. From the result of [11] recalled
in Section 3 (Theorem 3.3), we know that finding such a Lyapunov function amounts to show that there is
a solution to the equation

η′(x) =

∣∣∣∣ a(x)

λ1(x)
+

b(x)

λ2(x)
η2(x)

∣∣∣∣ ,
η(0) > 0,

(4.8)

where

λ1(x) =
√
∂%P (%∗, x)%∗(x) + V ∗, λ2 =

√
∂%P (%∗, x)%∗(x) + V ∗ (4.9)

and where a and b are given by (3.15) as in Section 3. Here a and b have the rather complicated expression:

a(x) = ϕ(x)δ1(x),

b(x) = ϕ(x)−1γ2(x),
(4.10)

where

ϕ(x) = exp

(∫ x

0

γ1(s)

λ1(s)
+
δ2(s)

λ2(s)
ds

)
(4.11)

and

γ1 =
1

4

(
2SV ∗ + 2S%∗

√
%∗

∂%P (%∗, x)
+ 3λ2

%∗x
%∗
− λ1

∂2
%xP (%∗, x)

∂%P (%∗, x)
+ λ2

∂2
%%P (%∗, x)%∗x
∂%P (%∗, x)

)
,

γ2 =
1

4

(
2SV ∗ + 2S%∗

√
%∗

∂%P (%∗, x)
− λ1

%∗x
%∗
− λ2

∂2
%xP (%∗, x)

∂%P (%∗, x)
+ λ1

∂2
%%P (%∗, x)%∗x
∂%P (%∗, x)

)
,

δ1 =
1

4

(
2SV ∗ − 2S%∗

√
%∗

∂%P (%∗, x)
+ λ2

%∗x
%∗

+ λ1

∂2
%xP (%∗, x)

∂%P (%∗, x)
− λ2

∂2
%%P (%∗, x)%∗x
∂%P (%∗, x)

)
,

δ2 =
1

4

(
2SV ∗ − 2S%∗

√
%∗

∂%P (%∗, x)
− 3λ1

%∗x
%∗

+ λ2

∂2
%xP (%∗, x)

∂%P (%∗, x)
− λ1

∂2
%%P (%∗, x)%∗x
∂%P (%∗, x)

)
.

(4.12)

Looking at (4.8), or recalling Section 3, we see that this equation is quadratic and might a priori explode
in finite length. Therefore, we understand why most articles on density-velocity systems assume that the
source term is not too large or that the length of the system is not too large. We can also understand why,
in [13], the authors managed to show that the exponential stability can be guaranteed without bounds on
the length of the domain when the source term is purely dissipative: intuitively the source term should only
help; moreover the length of the domain cannot be too long anyway since the steady-state cease to exists
in finite time (see [12, 94]). The only way to go beyond this would be that the special structure of the
density-velocity systems allows to have a solution to (4.8) in any cases. Remarkably, this turns out to be
true. And this is what is shown in [94, 95]. The key lemma is the following
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Lemma 4.1. The function x→ λ2φ(x)/λ1(x) is a solution to (4.8), if

∂V S(H∗, V ∗, ·)− V ∗ ∂HS(H∗, V ∗, ·)
∂HP (H∗, ·)

≥ 0, ∀x ∈ [0, L]. (4.13)

Note that the condition (4.13) is automatically satisfied for a friction term, as friction is non-decreasing
with speed. It is also automatically satisfied for a slope or any external force. Surprisingly, for the traffic flow
model (4.6) this condition (4.13) corresponds exactly the condition (4.2) of subcritical regime (also known
as subsonic flows [81, 83] in fluid mechanics, or congested regime for traffic flow models). This condition
(4.13) might have a general physical meaning that we did not see. Overall it is satisfied for all the examples
of density-velocity systems mentioned earlier.

With this lemma, it becomes possible to show the following result

Theorem 4.1. The steady-state (H∗, V ∗) of the system (4.1), (4.7) is exponentially stable for the H2 norm
if the boundary conditions satisfy:

G′1(%∗(0)) ∈
[
−∂%P (%∗(0), 0)

V ∗(0)
,−V

∗(0)

%∗(0)

]
, (4.14)

G′2(%∗(L)) ∈ R \
[
−∂%P (%∗(L), L)

V ∗(L)
,−V

∗(L)

%∗(L)

]
(4.15)

Note that there is another remarkable thing about this theorem: the conditions (4.14), (4.15) do not
depend directly on the source term. This means that the system can be stabilized even with only a partial
knowledge of the model itself. This is very interesting as one never really knows what is S in practice. For
Saint-Venant equations, for instance, there is often a debate about which model to choose for the friction
[35, Section 4.5]. What Theorem 4.1 says is that this does not matter for stabilizing the system.

This result is in some sense optimal when using energy-like Lyapunov function. Indeed, if one wants
to preserve the validity for any length of domain and any source term, provided that a steady-state exists,
then it is essentially not possible to derive better boundary conditions, as illustrated from the two following
theorems [95]. We have in any case

Theorem 4.2. Let L > 0. There exists G′2(%∗(L)) satisfying (4.15) such that, if there exists a basic quadratic
Lyapunov function for the H2 norm, then

G′1(%∗(0)) ∈
[
−∂%P (%∗(0), 0)

V ∗(0)
,−V

∗(0)

%∗(0)

]
. (4.16)

And, when the steady-state (H∗, V ∗) exists on (0,+∞), we have

Theorem 4.3. For any ε > 0, there exists L > 0 such that, if there exists a basic quadratic Lyapunov
function for the H2 norm, then

G′2(H∗(L)) ∈ R \
[
ε− ∂%P (%∗(L), L)

V ∗(L)
,−ε− V ∗(L)

%∗(L)

]
. (4.17)

What is more, Lemma 4.1 also allows to stabilize the system with only a single control. For instance,
if the boundary condition downstream remains a control but the upstream boundary condition is imposed,
we have at the boundaries

%(t, 0)V (t, 0) = Q0,

V (t, L)− V ∗(L) = G2(%(t, L)− %∗(L)),
(4.18)

where Q0 is the constant imposed inflow and G2 is the single control. In this case, the following theorem
holds
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Theorem 4.4. The steady-state (H∗, V ∗) is exponentially stable for the H2 norm if the boundary control
satisfies

G′2(%∗(L)) ∈ R \
[
−∂%P (%∗(L), L)

V ∗(L)
,−V

∗(L)

%∗(L)

]
. (4.19)

In this case the optimality condition is clearer

Theorem 4.5. If there exists a basic quadratic Lyapunov function for the H2 norm for system (4.1), (4.18),
then

B′2(%∗(L)) ∈ R \
[
−∂%P (%∗(L), L)

V ∗(L)
,−V

∗(L)

%∗(L)

]
. (4.20)

Note that this theorem holds independently of (4.13).

Particular case V ∗ ≡ 0.. Theorem 4.1–4.5 also hold in the particular case where V ∗ ≡ 0. In such a case,
−∂%P (%∗, ·)/V ∗ is replaced by −∞ in the conditions (4.14), (4.15), (4.16), (4.17), (4.19), (4.20).

4.1. Perspective

While the Lyapunov function obtained from Lemma 4.1 and used in Theorem 4.1 opens many doors,
there are still many open questions

• Is there a physical meaning behind the condition (4.13)? Are there density-velocity systems in me-
chanics and physics such that the condition (4.13) is not satisfied?

• Is it possible to consider more complicated geometries such as networks? In particular, would it be still
possible to control or stabilize a density-velocity system with less control than the number of vertices
in the network? This would represent for instance a junction of rivers where we can only control one
end of the rivers, or a traffic network where we can only control one red light.

• Would the results be preserved if a small viscosity was added to the density-velocity systems? The
nature of the system would change, but this is an interesting question as a small viscosity is likely to
occur in many areas.

• What about 2D density-velocity systems, where there are two space variables x and y? Is it still possible
in this framework to find a Lyapunov function that allows to stabilize density-velocity systems for any
length?

• The basic quadratic Lyapunov function we use has the form (3.5) and could be seen as the linearization
of a more complicated function (see Section 3). In the particular case of density-velocity systems, is
there such a Lyapunov function that would enable a global stabilization? In other words, is it possible
that the Lyapunov function we found is only the local approximation of a more powerful Lyapunov
function? The question is worth asking since the system has a global entropy when the system is
homogeneous.

• What can be done with these energy-like Lyapunov functions for coupled hyperbolic - parabolic sys-
tems, that typically represent interactions between fluid and nonrigid structure ? Several results exist
(e.g. [156, 7, 98]), but, to our knowledge, no generic result exist when the system is nonlinear and
inhomogeneous, even in 1D.
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5. Stabilizing shock steady-states

Nonlinear hyperbolic systems have an important feature: they can make discontinuities appear naturally
even when the initial condition is smooth [104, 105, 29]. These discontinuities, called shocks, play an
important role in their behaviors and are the source of many difficulties in their analysis [55]. These shocks
also correspond to some physically significant phenomena such as the hydraulic jump in rivers, the morning
glory cloud in the atmosphere [39], or stop-and-go waves in traffic flows [134].

Shocks can prove complicated to handle to a point where even showing the well-posedness of a hyperbolic
system requires involved tools and relatively long proofs [1, 30] (see also [114, 115, 93, 76]). No wonder that
stabilizing a system with shocks is a challenge. In the past, several works have considered this problem. In
[101, 137], for instance, the authors consider regular solutions and regular steady-states but whose profiles
are close to a shock. Other works have addressed systems with potentially discontinuous solutions. In
[30], the authors study the controllability of a hyperbolic homogeneous system for BV class solutions (i.e.
functions with bounded variations), which is usually the most general class of functions with shocks for
hyperbolic systems [77, 34] (see also [45] for a proper definition). In [33], the authors looked at the optimal
control problem for the Burgers’ equation. The stabilization of a scalar equation is treated in [26, 129]. The
stabilization of a homogeneous hyperbolic system is studied in [30, 45]. But, in these articles, the steady-
state to stabilize is regular (and even constant). Ideally, one would like to be able to stabilize a steady-state
with a shock, such as for example a hydraulic jump. In this section we present a method to stabilize such a
steady-state when there is a single shock. Subsection 5.1 illustrate this method on a scalar equation (such
as Burgers’ equation) and Subsection 5.2 present the results when applied to an example of system, namely
Saint-Venant equations.

5.1. Method on a scalar equation

To illustrate this method we first start with Burgers’ equation. The system we consider is the following

∂ty + ∂x

(
y2

2

)
= 0 (5.1)

with the boundary controls

y(t, 0+) = u0(t)

y(t, L−) = uL(t).
(5.2)

As announced, we are interested with states y that have a single shock. If we denote its location by xs the
Rankine-Hugoniot conditions impose the following [105, 55]

ẋs(t) =
y(t, xs(t)

+) + y(t, xs(t)
−)

2
. (5.3)

For such a hyperbolic system we usually require an additional entropy condition for the system to be well-
posed (see [105, Section 3] for more details). In the simple case (5.1), this condition is given by

y(t, xs(t)
−) ≤ y(t, xs(t)

+). (5.4)

Our goal is to stabilize an entropic steady-state with a shock (see Definition 5.1 below). Without loss of
generality, we can assume that this steady-state is

y∗(x) =

{
1, x ∈ [0, x0),

−1, x ∈ (x0, L],

x∗s = x0.

(5.5)
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Clearly, if we only want to stabilize the amplitude y before and after the shock, we could choose the
constant controls u0(t) = −uL(t) = 1. The main difficulty is to stabilize completely the steady-state: both
the amplitude of y, and the shock location xs. To do so we choose the feedback

u0(t) = 1 + k1(y(t, xs(t)
−)− 1) + b1(x0 − xs(t)),

uL(t) = −1 + k2(y(t, xs(t)
+) + 1) + b2(x0 − xs(t)),

(5.6)

where k1, k2, b1, b2 are design parameters that can be chosen. Note that this is likely to be the simplest
possible control for such a task: assume that the system is close to the steady-state, then from (5.1), (5.5)
the propagation speed is positive before the shock and negative after the shock, so no information goes
through the shock. This means that, to stabilize both sides, we need to measure the state at least at one
point on each side, and this is what is used by the first feedback term of (5.6). On the other hand, since we
want to stabilize the location of the shock using a feedback, we need at least to know its location7 xs. This
is what is used by the second feedback term of (5.5).

As shown in [18, Appendix] by a (somehow lengthy) characteristic method, the system is well-posed
when starting with a single shock. More importantly, it keeps only a single shock.

Theorem 5.1. For all T > 0, there exists δ(T ) > 0 such that, for every initial condition xs,0 ∈ (0, L) and
y0 ∈ H2((0, xs0);R) ∩ H2((xs0, L);R) satisfying the first-order compatibility conditions associated to (5.1)
with

‖y0 − 1‖H2((0,xs0);R) + ‖y0 + 1‖H2((xs0,L);R) ≤ δ,
|xs0 − x0| ≤ δ,

(5.7)

the system (5.1)–(5.3), (5.6) has a unique piecewise continuously differentiable entropy solution y ∈ C0([0, T ];H2((0, xs(t));R))∩
H2((xs(t), L);R)) satisfying (5.4) with xs ∈ C1([0, T ];R) its single shock. Moreover, there exists C(T ) such
that the following estimate holds for all t ∈ [0, T ]

‖y(t, ·)− 1‖H2((0,xs(t));R) + ‖y(t, ·) + 1‖H2((xs(t),L);R) + |xs(t)− x0|
≤ C(T )

(
‖y0 − 1‖H2((0,xs,0);R) + ‖y0 + 1‖H2((xs,0,L);R) + |xs,0 − x0|

)
. (5.8)

This allows to give the following definition for the exponential stability we would like to achieve:

Definition 5.1. The steady-state (y∗, x0) ∈ (H2((0, x0);R)∩H2((x0, L);R))×(0, L) is exponentially stable
for the H2 norm with decay rate γ, if there exists δ > 0 and C > 0 such that, for any T > 0, any initial
condition y0 ∈ H2((0, xs0);R) ∩H2((xs0, L);R), and any initial shock location xs,0 ∈ (0, L) satisfying

‖y0 − y∗1(0, ·)‖H2((0,xs,0);R) + ‖y0 − y∗2(0, ·)‖H2((xs,0,L);R) ≤ δ,
|xs,0 − x0| ≤ δ,

(5.9)

and the first order compatibility conditions associated to (5.1), the system (5.1), (5.3), (5.2) has a unique
solution (y, xs) ∈ C0([0, T ];H2((0, xs(t));R) ∩H2((xs(t), L);R))× C1([0, T ];R) and

‖y(t, ·)− y∗1(t, ·)‖H2((0,xs(t));R) + ‖y(t, ·)− y∗2(t, ·)‖H2((xs(t),L);R) + |xs(t)− x0|
≤ Ce−γt

(
‖y0 − y∗1(0, ·)‖H2((0,xs,0);R) + ‖y0 − y∗2(0, ·)‖H2((xs,0,L);R) + |xs,0 − x0|

)
, ∀t ∈ [0, T ). (5.10)

where

y∗1(t, x) = y∗
(
x
x0

xs(t)

)
,

y∗2(t, x) = y∗
(

(x− L)x0

xs(t)− L

)
,

(5.11)

7In fact, we could also have indirect measurements, in this case the system would also be coupled with another quantity.
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This definition might seem a little complicated but it says exactly what we would expect intuitively: the
solution has to converge exponentially to the steady-state value before and after the shock and the shock
location has to converge exponentially to the shock location of the steady-state. In the following we will
still refer to this as “exponential stability for the H2 norm”, given that the solutions are H2 except at the
shock. The main difficulties in showing such a stability are:

• The solutions are not regular.

• We have a direct control on the amplitude of y at each boundary, but we have no direct control on
the shock location xs whose dynamic is imposed by the Rankine-Hugoniot condition (5.3).

We describe now how to tackle these difficulties. Since at any time there is only one shock to deal with, we
can divide the problem in two: before and after the shock. We set

ξ1(t, x) = y(t, x)− 1 on [0, xs(t)), ξ2(t, x) = y(t, x) + 1 on (xs(t), L]. (5.12)

extended with ξ1(t, xs(t)) = limx−s (t) y(t, ·) and ξ2(t, xs(t)) = limx+
s (t) y(t, ·). Now ξ1(t, x) and ξ(t, x) are

regular functions but defined on different moving domains whose dynamics is given by Rankine-Hugoniot
conditions (5.3). To remedy this, we rescale the system and define now

z(t, x) =

(
ξ1(t, xsxx0

)

ξ2(t, L+ xxs−Lx0
)

)
=

(
y(t, xsxx0

)− 1

y(t, L+ xxs−Lx0
) + 1

)
, for x ∈ [0, x0]. (5.13)

Now, z1 still represent the system before the shock and z2 the system after the shock, but they are defined
on the same fixed domain. Of course, they are still coupled with xs and (5.3), and the system is now

∂tz1 +

(
1 + z1 − x

ẋs
x0

)
∂xz1

x0

xs
= 0,

∂tz2 +

(
1− z2 + x

ẋs
x0

)
∂xz2

x0

L− xs
= 0,

ẋs(t) =
z1(t, x0) + z2(t, x0)

2
,

(5.14)

with the boundary feedback laws

z1(t, 0) = k1z1(t, x0) + b1(x0 − xs(t)),
z2(t, 0) = k2z2(t, x0) + b2(x0 − xs(t)).

(5.15)

This system is now more complicated than the original system, but, at least, it is regular. We still have
the problem of having no direct control on xs. Indeed the feedback laws (5.15) only act on z1 and z2 at
x = 0. Instead, we have a coupling between a system of two PDEs and an ODE. Therefore, we need to use
the coupling between the state of the system and the shock location to stabilize the latter, and this should
reflect in the Lyapunov function. Such a Lyapunov function is defined in [18] and for a solution of (5.14),
(5.15) it reduces to

V (z, xs) = V1(z) + V2(z, xs) + V3(z, xs) + V4(z, xs) + V5(z, xs) + V6(z, xs) (5.16)

where the components V1, V2, V3, V4, V5, V6 are defined by

V1(z) =

∫ x0

0

p1e
−µx
η1 z2

1 + p2e
−µx
η2 z2

2dx,

V2(z, xs) =

∫ x0

0

p1e
−µx
η1 (∂tz1)2 + p2e

−µx
η2 (∂tz2)2dx,

V3(z, xs) =

∫ x0

0

p1e
−µx
η1 (∂2

ttz1)2 + p2e
−µx
η2 (∂2

ttz2)2dx,

(5.17)
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V4(z, xs) =

∫ x0

0

p̄1e
−µx
η1 z1(xs − x0) dx+

∫ x0

0

p̄2e
−µx
η2 z2(xs − x0) dx+ κ(xs − x0)2,

V5(z, xs) =

∫ x0

0

p̄1e
−µx
η1 ∂tz1ẋs dx+

∫ x0

0

p̄2e
−µx
η2 ∂tz2ẋs dx+ κ(ẋs)

2,

V6(z, xs) =

∫ x0

0

p̄1e
−µx
η1 ∂2

ttz1ẍs dx+

∫ x0

0

p̄2e
−µx
η2 ∂2

ttz2ẍs dx+ κ(ẍs)
2.

(5.18)

where κ > 1, p1, p2, p̄1, p̄2 and µ are positives constants, and we denoted

η1 = 1, η2 =
x0

L− x0
. (5.19)

Designing carefully κ, p1, p2, p̄1, p̄2 and µ leads to the following theorem [18]

Theorem 5.2. For any γ > 0, if the following conditions are satisfied :

b1 ∈
(
γe−γx0 ,

γe−γx0

1− e−γx0

)
, b2 ∈

(
γe−γ(L−x0),

γe−γ(L−x0)

1− e−γ(L−x0)

)
, (5.20a)

k2
1 < e−γx0

(
1− b1

γ

(
b1

1− e−γx0

γe−γx0
+ b2

1− e−γ(L−x0)

γe−γ(L−x0)

))
, (5.20b)

k2
2 < e−γ(L−x0)

(
1− b2

γ

(
b1

1− e−γx0

γe−γx0
+ b2

1− e−γ(L−x0)

γe−γ(L−x0)

))
, (5.20c)

then the steady-state (y∗, x0) is exponentially stable for the H2 norm with a decay rate γ/4.

This is a rapid stabilization result: it holds for any decay rate γ > 0. The conditions of this theorem
might seem complicated, but recall that we are using on purpose the simplest possible feedback laws and
we also explicit the dependency in γ. Also, it can be shown that for any γ > 0 there exist parameters k1,
k2, b1, b2 such that the condition (5.20) hold [18].

We can make an interesting remark on the conditions given by (5.20): it may seem counter intuitive
that b1 and b2 should tend to 0 when γ goes to +∞. Indeed, if b1 = b2 = 0, then there is no more
feedback on the location of the shock and one cannot stabilize the location of the shock. In other words,
for all γ > 0 the feedback law we define with (5.20) works and the decay rate increase with γ, but the
limit feedback law we would get by making γ tend to +∞ does not even ensure the asymptotic stability
of the system. In fact, the explanation behind this apparent paradox is that when γ goes to infinity, the
Lyapunov function (5.16)-(5.18) is no longer equivalent to the norm of the solution. Therefore, it can no
longer guarantee its exponential decay. More details are given in [18] where this remark was originally made.

Finally this result can in fact be extended exactly similarly to any scalar conservation law of the form

∂ty + ∂x(f(y)) = 0, (5.21)

where f is convex of class C3 and such that f(1) = f(−1) and

min(f ′(1), |f ′(−1)|) ≥ 1. (5.22)

We see that Burgers equation is in fact a critical case for (5.22). The question of whether the same type of
result could be shown with f convex without the requirement (5.22) is an open question.
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5.2. Saint-Venant equations and hydraulic jump

Can the previous method be applied to a more complicated system, such as the homogeneous Saint-
Venant equations? The answer is essentially yes, even though there are some new difficulties [17].

The system we consider is the following

∂tH + ∂xQ = 0,

∂tQ+ ∂x

(
gH2

2
+
Q2

H

)
= 0,

(5.23)

where Q = HV is the flow. Note that the second equation is a balance of momentum rather than a balance
of energy. The two would be equivalent when there is no shock, but they differ when a shock occurs and
this is logical: an entropic shock is likely to dissipate energy (see [55] for more details). In this framework
a steady-state (H∗, Q∗) with a single entropic shock should satisfy [17]:

1. Q∗ is a positive constant and

H∗ = H∗1 > 0, for x ∈ [0, x∗s), H∗2 > 0, for x ∈ (x∗s, L]. (5.24)

2. Supercritical regime before the shock and subcritical after the shock (entropy condition) :

Q∗

H∗1
−
√
gH∗1 > 0,

Q∗

H∗2
−
√
gH∗2 < 0. (5.25)

3. Condition at the interface (dynamics of the shock)

H∗2
H∗1

=
−1 +

√
1 + 8 (Q∗)2

g(H∗1 )3

2
. (5.26)

The third condition is called Bélanger equation [35] and is a consequence of the Rankine-Hugoniot condition,
while the second condition is a consequence of the entropy condition in this case.

We can now understand the new difficulty: there are two positive propagation speeds before the shock
and one positive and one negative propagation speed after the shock. This means that there are only three
boundary conditions that can be imposed to the system: two in x = 0 and one in x = L. Therefore, if we
divide again the system in two: before and after the shock, we will have a 4× 4 system with only 3 controls,
whereas with Burgers’ equation we had 2 controls for 2 equations. This comes from the fact that only one
propagation speed changes sign. As a consequence there are even more quantities which are not directly
controlled. This is illustrated in Fig. 1

Nevertheless, the method still works: we select a steady-state (H∗, Q∗, x∗s) such that (H∗, Q∗) satisfies
(5.24)–(5.26). We define

λ1 =
Q∗

H∗1
−
√
gH∗1 , λ2 =

Q∗

H∗1
+
√
gH∗1

λ3 = −
(
Q∗

H∗2
−
√
gH∗2

)
, λ4 =

Q∗

H∗2
+
√
gH∗2 .

(5.27)

And we set the boundary control as

H(t, 0)−H∗1
Q(t, 0)−Q∗
Q(t, L)−Q∗

 = G


Q(t, x−s )−Q∗
Q(t, x+

s )−Q∗
H(t, x−s )−H∗1

xs − x∗s

−
 0

0
G4(H(t, L)−H∗2 )

 , (5.28)
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Figure 1: Change of variables to transform the problem into a regular system.a) Burgers equation. b) Saint-Venant equations.
In red, the component corresponding to the propagation speed which does not change sign and on which we have no boundary
control.

where G = (G1, G2, G3)T : R4 → R3 and G4 : R→ R are of class C2 and satisfy

G(0) = 0, G4(0) = 0, G′4(0) = −λ4. (5.29)

Defining

D(x, γ) = diag

(
si(1− si λiλ4

)

bi
e

γ
xiλi

(x∗s−x)
, i ∈ {1, 2, 3}

)
,

D̃(γ) = diag

 3∑
j=1

e
γx∗s
xiλi
− γx∗s
xjλj

(1− si
λi
λ4

)2

, i ∈ {1, 2, 3}

 ,

K =


λ2λ1

λ2−λ1
− λ1

λ2−λ1
0

λ2λ1

λ1−λ2
− λ2

λ1−λ2
0

0 0 λ3

λ3+λ4

G′(0)


1 1 0

λ1

λ4

λ2

λ4
1 + λ3

λ4

1
λ1

1
λ2

0

0 0 0

 ,

b1b2
b3

 =


λ2λ1

λ2−λ1
− λ1

λ2−λ1
0

λ2λ1

λ1−λ2
− λ2

λ1−λ2
0

0 0 λ3

λ3+λ4

G′(0)


0
0
0
1

 ,

(5.30)

where s1 = s2 = 1, s3 = −1, x1 = x2 = 1, x3 = x∗s/(L− x∗s), x4 = x∗s/(x
∗
s −L), the following theorem holds

Theorem 5.3. For any γ > 0, if, for i = 1, 2, 3,

bi ∈

 −γe−
γ

xiλi
x∗s (H∗1 −H∗2 )

3si

(
1− si λiλ4

)
(1− e−

γ
xiλi

x∗s )
,
−γe−

γ
xiλi

x∗s (H∗1 −H∗2 )

3si

(
1− si λiλ4

)
 , if si

(
1− si

λi
λ4

)
< 0,

bi ∈

−γe− γ
xiλi

x∗s (H∗1 −H∗2 )

3si

(
1− si λiλ4

) ,
−γxie−

γ
xiλi

x∗s (H∗1 −H∗2 )

3si

(
1− si λiλ4

)
(1− e−

γ
xiλi

x∗s )

 , if si

(
1− si

λi
λ4

)
> 0,

(5.31)

and if the matrix

D(x∗s, γ)−KTD(0, γ)K −

(
3∑
k=1

2

γ2(H∗1 −H∗2 )2
bksk(1− sk

λk
λ4

)(e
γx∗s
xkλk − 1)

)
D̃(γ) (5.32)
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is positive definite, then the steady-state ((H∗, Q∗), x∗s) is exponentially stable for the H2 norm with decay
rate γ/4.

Once again, this is a rapid stabilization result and, for any γ > 0, there exists G satisfying (5.31)–(5.32)
[17].

5.3. Perspective

Stabilizing shock steady-states –or more generally solutions with shocks– is a problem only recently
addressed. There are thus many open questions, which are all the more interesting as the solutions with
shocks are natural solutions of hyperbolic systems. Without being exhaustive, we can list the following:

• Is it possible to prove a result similar to Theorem 5.20 without the requirement (5.22)?

• Concerning scalar equations, is it possible to obtain a global stabilization ? Some encouraging results
about controllability were given in [68].

• Could this method works for generic n× n system (at least for homogeneous systems)?

• Could this be adapted to BV functions instead of (only) piecewise H2 functions?

• Could Theorem 5.3 still hold, maybe with different conditions, for inhomogeneous equations, starting
with the Saint-Venant equations?

• If we aim at stabilizing a regular steady-state, is it possible to adapt the methods and results of Section
3 to the BV norm ? Some results exist in this direction [45, 70] but, so far, they only deal with the
case where the propagation speeds have the same sign and the system is homogeneous.

6. PI-controllers

This section starts by a question: in the results presented in Section 3–4, what would happen if we
made a small error on the control? As seen in Section 3, in general when a disturbance occurs we cannot
ensure exponential stability anymore, and we have to look at ISS instead. However, when the disturbance
is constant, there is a way to recover exponential stability using a tool called Proportional-Integral (or PI)
controllers. The general principle is the following: if a unknown constant disturbance δ is added at the
boundary control used in Section 4 and defined in (4.7), we obtain

V (t, L)− V ∗(L) = G1(%(t, L)− %∗(L)) + δ. (6.1)

Then the exponential stability will not hold anymore, simply because, if it could, the left-hand side would
be equal to 0 and, using G(0) = 0, we would deduce that δ = 0 which means that there would be in fact no
disturbance at all. However, if one manages to show exponential stability with a control of the form

V (t, L)− V ∗(L) = G1(%(t, L)− %∗(L)) + kII

İ = G1(%(t, L)− %∗(L)),
(6.2)

where kI is a design parameter and I is only defined up to a constant, then adding a small constant
disturbance δ would simply reduce to redefining I + δ as I, and the exponential stability would still hold,
thanks to this integral term added to the original proportional control. PI control is an old tool, its first
apparition seems to date back to the Perier brothers [61, Pages 50-51 and figure 231, Plate 26] (see also
[23]). Then Jenkins’ regulator working on the same principle was studied by Maxwell in his celebrated article
“On governors” [121]. PI controls were then truly mathematized at the beginning of the XXth century by
Minorski [122]. They are used today as one of the main controller around the world [63]. To give just one
example among many others, the navigable rivers are usually regulated using PI controls [119], [12, Chapitre
8]. Consequently, there exist many results for finite dimensional systems (see for instance [2, 4, 3]). For
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linear infinite dimensional systems there exist some results thanks to spectral tools like the spectral mapping
theorems. For instance, for Saint-Venant equations –which will be studied in Subsection 6.2– necessary and
sufficient conditions for the linearized homogeneous equations were found in [19]. Other results on these
linearized equations using a spectral approach can be found in [118, 117, 152, 153]. Other results also exist,
for instance, on parabolic equations [109, 106, 107].

For nonlinear infinite dimensional systems, however, very few results exist. This can be explained by
the loss of spectral tools together with the difficulty of handling PI controllers. However, being able to deal
directly with nonlinear systems has its importance: the stability of the linearized equations does not a priori
guarantee anything about the “real” non-linear system8 [53].

Among the nonlinear results one can refer to [142], in the case where the system without PI controller
generate an exponentially stable semigroup, [12, 2.2.4.2] where the authors derive sufficient conditions for
homogeneous 2×2 systems, [12, 5.4.4,5.5] where the authors find sufficient conditions for the nonlinear Saint-
Venant equations in the special case where the steady-state is constant and [14] where the steady-state does
not have to be constant, but the source term has to be dissipative. One can also cite [108] which looked at
semilinear wave equations. In this section, we first present a new tool called the extraction method, which
allows us to give necessary and sufficient conditions for scalar systems. Then we investigate the Saint-Venant
equations and give a general result without any restriction on the steady-state, the source term or the length
of the domain. We also show that it is possible to ensure the exponential stabilization of non-steady target
states using a feedforward approach, and to achieve ISS when there are constant disturbances. This second
part follows what was done in Section 4 using energy-like Lyapunov functions.

6.1. The extraction method

In order to illustrate this method, we look at the simplest nonlinear hyperbolic system, namely the
nonlinear transport equation. And we use the simplest possible PI control that features this robustness
behavior, namely the integral control:

∂tu+ λ(u)∂xu = 0, (6.3)

u(0, t) = −kII(t), (6.4)

İ = u(L, t), (6.5)

where λ is a C1 function such that λ(0) > 0 and kI is the control coefficient to be designed. This system,
in appearance quite simple, is already very rich. When the system is linear (i.e. λ(u) = λ(0) = λ0) the
stability can be found using the spectral mapping theorem. The eigenvalues satisfy

kI + %e
%L
λ0 = 0. (6.6)

and one can show the following [143] (see also [22]):

• Solutions are conjugate: if ρ is a solution to (6.6) then ρ̄ is too

• If k0 < 0 there always exists a solution ρ ∈ R≥0

• If k0 ∈
(
0, 2kπλ0

L + πλ0

2L

)
there exist exactly 2k solutions ρ ∈ C such that Re(ρ) ≥ 0.

From this we can deduce the following stability result [143]

Proposition 6.1. The linear system (6.3)–(6.5) with λ ≡ λ0 is exponentially stable if and only if

kI ∈
(

0,
πλ0

2L

)
. (6.7)

8The fact that the “real” physical system was seldom studied while this control is used in practice can seem surprising.
However, this can in part be explained because many applicative studies prefer to approximate the Saint-Venant system by a
finite dimensional system, see for instance [145].
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While this result is quickly derived, the nonlinear system is harder, precisely because the spectral mapping
theorem cannot be used. As surprising as it may seem, the first stability result concerning this simple
nonlinear system is very recent [143]:

Theorem 6.2 (Trinh, Andrieu, Xu, 2016). If kI ∈ (0, λ(0)Π(2 −
√

2)/2L), then the nonlinear system
(6.3)–(6.5) is exponentially stable for the H2 norm, where

Π(x) =
√
x(2− x)e−x/2. (6.8)

Here the exponential stability in H2 norm is meant in the following sense

Definition 6.1. The system (6.3)–(6.5) is said exponentially stable if there exist η > 0, C > 0 and γ > 0
such that for any T > 0 and initial condition (u0, I0) satisfying the first order compatibility condition
associated to (6.3) and such that

‖u0‖H2 + |I0| ≤ η, (6.9)

the system has a unique solution (u, I) ∈ C0([0, T ];H2(0, L))× C1([0, T ]) and

(‖u(t, ·)‖H2 + |I(t)|) ≤ Ce−γt
(
‖u0‖H2 + |I0|

)
. (6.10)

Theorem 6.2 is a sufficient condition, meaning that it could be too conservative and that the system could
be exponentially stable for value of kI larger than Π(2−

√
2)λ(0)/2L. On the other hand, for kI > πλ(0)/2L

it is likely that the system is not exponentially stable since even the linearized system is not9. Naturally,
it is therefore very tempting to investigate what happens between Π(2 −

√
2)λ(0)/2L ≈ 0.34λ(0)/L and

πλ(0)/2L. And, more generally, it is very tempting to see if we can get a necessary and sufficient condition.
This is the goal of the extraction method introduced in [47] and that we present now.

Our approach starts by finding a good, but possibly conservative, Lyapunov function. Our Lyapunov
function will be slightly different from the one used in [143] but the method may also work with their
Lyapunov function if we push the extraction far enough (this will become clearer later). We use

V (u, I) = V0(u(t, ·), I(t)) + V0(∂tu(t, ·), u(t, L)) + V0(∂2
t u, ∂tu(t, L)), (6.11)

where V0 is given by

V0(U, I) :=

∫ L

0

f(x)e
−µ
λ(0)

xU2(x)dx+

(∫ L

0

αU(x)dx+ βI

)2

, (6.12)

where f(x) = f(0) + (f(L)− f(0))x/L and f(0) > f(L) > 0 are two positive constants to be chosen. As in
the beginning of Section 3, the definition of this Lyapunov function can be extended to (U, I) ∈ H2(0, L)×R
thanks to (6.3). One can show that there exists C > 0 such that for any (u, I) ∈ H2(0, L)× R

1

C

(
‖u‖2H2 + ‖I‖2

)
≤ V (u, I) ≤ C

(
‖u‖2H2 + ‖I‖2

)
. (6.13)

With this Lyapunov function one can show the following result [47]

Proposition 6.3. If kI ∈
(

0, λ(0)
L

)
, then the system (6.3)–(6.5) is exponentially stable for the H2 norm.

9Of course, this is not obvious as counterexamples exist where the linearized system is not stable but the nonlinear system
is [54, 140, 21].

30



This is closer, but not quite enough to conclude. Thus, we look again at the eigenvalue equation (6.6).
Recall that, if kI ∈ (πλ0/2L,

2πλ0

L + πλ0/2L), there exist exactly two eigenvalues that have a non-negative
real part and they are conjugate. Therefore we can denote them by ρ1 and ρ̄1. This means that, in the
linear system, if we could extract from the solution the part that correspond to ρ1 and ρ̄1 then the solution
would be exponentially stable for kI ∈ (0, 2πλ0/L + πλ0/2L). Therefore, even if our Lyapunov function V
is conservative, there is a hope it might still allow us to show the exponential stability for kI ∈ (0, πλ0/2L)
because this is a much smaller interval than (0, 2πλ0/L+ πλ0/2L). So, if we could define a projector p on
the eigenspace Eρ1,ρ̄1

associated to ρ1 and ρ̄1, we could separate any solution (u, I) in two parts:

• The part p(u, I), which belongs to a finite dimensional space. Therefore we might be able to find a
good Lyapunov function and to show its exponential stability for kI ∈ (0, πλ0/2L).

• The part (u, I) − p(u, I), which still belongs to an infinite dimensional space. This part is stable for
kI ∈ (0, 2πλ0/L + πλ0/2L) and therefore even our conservative Lyapunov function V might be able
to show the exponential stability for kI ∈ (0, πλ0/2L).

Overall, if our hopes are fulfilled, we are able to show the stability on kI ∈ (0, πλ0/2L) for the linear system
using a basic quadratic Lyapunov function of the form (6.11)–(6.12). And, as this proof relies only on a
basic quadratic Lyapunov function, there is a hope that it would also work for the nonlinear system. As
shown in [47], it turns out to be true. There are several difficulties to show this:

• Finding the projector p. In this example, finding the form of a potential projector p is not very hard,
but showing that it is a projector is more challenging. The expression of the projector is given by:

p :=

(
p1

p2

)
, (6.14)

with

p1

(
φ
I

)
:=

%1

(%1L+ λ0)

(∫ L

0

φ(x)e
%1
λ0
xdx+ λ0e

%1
λ0
LI

)
e−

%1
λ0
x

+
%̄1

(%̄1L+ λ0)

(∫ L

0

φ(x)e
%̄1
λ0
xdx+ λ0e

%̄1
λ0
LI

)
e−

%̄1
λ0
x,

(6.15)

p2

(
φ
I

)
:=

1

(%1L+ λ0)

(∫ L

0

φ(x)e
%1
λ0
xdx+ λ0e

%1
λ0
LI

)
e−

%1
λ0
L

+
1

(%̄1L+ λ0)

(∫ L

0

φ(x)e
%̄1
λ0
xdx+ λ0e

%̄1
λ0
LI

)
e−

%̄1
λ0
L,

(6.16)

where z̄ refers for the conjugate of z.

• When using V on (u, I)−p(u, I), we need to find a way to exploit the fact that (u2, I2 := (u, I)−p(u, I)

is orthogonal to Eρ1,ρ̄1 . To do this, we find a function θ such that
∫ L

0
θ(x)u2(t, x)dx = 0 and we can

then add κ
∫ L

0
θ(x)u2(t, x)dx to the expression of dV (u(t, ·), I(t))/dt for a κ that can be chosen and

optimized (see [47] for more details).

• When looking at the nonlinear system, (u1, I1) := p(u, I) and (u2, I2) are coupled and have to be
studied together.

Summary. We give here the different steps of the extraction method:

1. Find a good Lyapunov function candidate

2. Isolate the eigenvalues that limit the stability. These eigenvalues do not need to be explicit.
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Figure 2: Illustration of the strategy of the extraction method. In red, the stability domain that can be obtained using directly
a Lyapunov function. In blue, the total domain of stability for the linear system (obtained with spectral tools). Values are
normalized such that λ0/L = 1.

3. Find a projector p on the eigenspace generated by these eigenvalues.
4. Find a function θ such that ∫ L

0

θ(x)u2(t, x)dx = 0 (6.17)

where (u2, I2) := (u, I)− p(u, I).
5. Find an optimal Lyapunov function for the finite dimensional quantity (u1, I1) := p(u, I).
6. Use (6.17) in the expression of dV (u(t, ·), I(t))/dt to improve the range of stability for the parameters.

If this is not enough, then we can go deeper in the extraction and extract not only the first eigenvalues that
limit the stability but also the following ones. The method is illustrated in Figure 2.

Using this method, one can show [47]:

Theorem 6.4. The system (6.3)–(6.5) is exponentially stable for the H2 norm if

kI ∈
(

0,
πλ(0)

2L

)
. (6.18)

And, as expected, the result is optimal

Proposition 6.5. There exists k1 >
πλ(0)

2L such that for any πλ(0)
2L < kI < k1, the system (6.3)–(6.5) is

instable for the H2 norm.

We introduced this method on a simple system (6.3). In fact, this example is more general as it may
seem: every scalar quasilinear hyperbolic system can be reduced to this case. Indeed, let us consider:

∂ty + λ(y, x)∂xy + g(y, x) = 0,

y(t, 0) = y∗(0)− kII,
İ = (y(t, L)− y∗(L)),

(6.19)

where y∗ is the steady-state to be stabilized and λ(y∗(·), ·) > 0. Then we have [91]

Theorem 6.6. The steady-state y∗ is exponentially stable for the H2 norm if

kI ∈

0,
π exp

(∫ L
0

∂yg(y
∗,s)+y∗x∂yλ(y∗,s)
λ(y∗,s) ds

)
2l−1(L)

 , (6.20)

where l−1 is the inverse of the strictly increasing function given by

l(x) =

∫ x

0

λ(y∗(s), s)ds. (6.21)
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and

Proposition 6.7. There exists k1 > kc := π exp
(∫ L

0
(∂yg(y∗, s) + y∗x∂yλ(y∗, s))/λ(y∗, s)ds

)
/2l−1(L), such

that for any kI ∈ (kc, k1) the steady-state y∗ of the nonlinear system (6.19) is unstable for the H2 norm.

6.2. Saint-Venant equations and regulation of navigable rivers

In Section 4, we have seen several results about the boundary stabilization of density-systems, which
include Saint-Venant equations. However, in real applications the Saint-Venant equations are actually
stabilized with PI controllers for robustness purpose. We deal with this system in this subsection. If we
consider a rectangular channel with a given friction model, the Saint-Venant system is

∂tH + ∂x(HV ) = 0,

∂tV + V ∂xV + g∂xH +

(
kV 2

H
− C(x)

)
= 0.

(6.22)

where k is the friction coefficient, C is the influence of the slope. When stabilizing a steady-state (H∗, V ∗),
the PI control is given by

H(t, L)V (t, L)−H(L)∗V (L)∗ =kp(H(t, L)−H∗(L))− kII,
İ =H(t, L)−H∗(L),

(6.23)

while the other boundary condition is given by the upstream flow Q0 which is usually an unknown constant,

H(t, 0)V (t, 0) = Q0. (6.24)

Until the results of [90], the most advanced results on this nonlinear system was the given in [14]

Theorem 6.8 (Bastin, Coron, 2018). If C = 0 (i.e. there is no slope), for any steady-state (H∗, V ∗) ∈
H2([0, L],R2) of (6.22)–(6.24), if the following conditions are satisfied

kp > 1, kI > 0, (6.25)

then the system is exponentially stable for the H2 norm.

Surprisingly, the condition do not depend on the steady-state to stabilize. Looking at (6.23), (6.25), this
means that one does not need to know the entire steady-state to be able to stabilize the system, but only
its values at x = L. The first result of [90] is to show that, in fact, the following holds

Theorem 6.9. For any steady-state (H∗, V ∗) ∈ H2([0, L],R2) of (6.22)–(6.24), if the following conditions
are satisfied,

kp > 0 kI > 0,

or kp < −
gH∗(L)− V ∗2(L)

V ∗(L)
, kI < 0,

(6.26)

then the system is exponentially stable for the H2 norm.

In addition to improving the conditions given in Theorem 6.8, this theorem also removes the restriction
on the slope. Note here that the second set of conditions in (6.26) are quite counter-intuitive. Suppose that
H(t, L) is too large compared to the target value H∗(L). The second set of conditions imply that it can
be a good strategy to reduce even further the flow leaving the system at x = L, although intuitively we
would expect this to increase even more H(t, L). Note also that when the system is homogeneous, the con-
ditions (6.26) are optimal [19]. This result is shown using an energy-like Lyapunov function, like in Section 4.
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In fact, the results in [90] go further and allow to stabilize also a slowly time-varying target state by
adding a feedforward component to the PI controller. This is important in practice as the inflow Q0 often
changes a lot during the day, but slowly. In this case, the goal is to keep a constant height at x = L, namely

H(t, L) = Hc, (6.27)

where Hc is the target height. The first step is to define this slowly time-varying target state that satisfies
(6.27). We choose this target state as the solution to

∂tH1 + ∂x(H1V1) = 0,

∂tV1 + V1∂xV1 + g∂xH1 +

(
kV 2

1

H1
− C(x)

)
= 0,

H1(t, 0)V1(t, 0) = Q0(t),

H1(t, L) = Hc,

(6.28)

with H1(0, ·) = H∗0 and V1(0, ·) = V ∗0 , where (H∗0 , V
∗
0 ) is what would be the steady-state of the system if

Q0 was a constant equal to Q0(0). Under the assumption that ‖Q0‖L∞ < +∞, it is possible to show the
existence of (H1, V1) by studying an intermediary family of functions: the family of functions (H∗t , V

∗
t )t≥0

which, for each t fixed, would be the steady-state of the system if Q0 was a constant equal to Q0(t). More
details can be found in [90, Proposition 1.1]. From this point we can define the new controller

H(t, L)V (t, L) = H1V1(t, L) + kp(H(t, L)−Hc) + kII,

İ = H(t, L)−Hc,
(6.29)

where H1V1(t, L) is the additional feedforward components. And the following theorem holds

Theorem 6.10. There exists δ > 0 such that if ‖∂tQ0‖C3([0,+∞)) ≤ δ, and

kp > 0 kI > 0,

or kp < −
gH∗(L)− V ∗2(L)

V ∗(L)
, kI < 0,

(6.30)

then the target state (H1, V1) of the system (6.22), (6.24), (6.29) is exponentially stable for the H2 norm.

Since the target state in time-dependent, the definition of exponential stability in this theorem has to
change slightly to ensure that it does not depend on the initial time.

Definition 6.2 (Exponential stability). Let (H1, V1) ∈ C0([0, T ], H2(0, L))∩C1([0, T ], H1(0, L)) be a target
state of the system (6.22), (6.24), (6.29). This state is said to be exponentially stable for the H2 norm if there
exist C > 0, η > 0 and γ > 0 such that for any T > 0, t0 ≥ 0 and any ((H0, V 0), I0) ∈ H2((0, L);R2) × R
with

‖H0 −H1(t0, ·)‖H2 + ‖V 0 − V1(t0, ·)‖H2 + |I0| < η, (6.31)

the system (6.22), (6.24), (6.29) with initial condition ((H0, V 0), I0) at t0 has a unique solution ((H,V ), I) ∈
C0([t0, t0 + T ], H2(0, L))× C1([t0, t0 + T ]) and

‖H(t, ·)−H1(t0, ·)‖H2 + ‖V (t, ·)− V1(t0, ·)‖H2 + |I(t)|
≤ Ce−γ(t−t0)

(
‖H0 −H1(t0, ·)‖H2 + ‖V 0 − V1(t0, ·)‖H2 + |I0|

)
, ∀t ∈ [t0, t0 + T ].

(6.32)

Finally it would be interesting to know what can happen if we have no knowledge of the inflow Q0(t).
In this case, it is not possible to compute H1 and V1 and to apply the control (6.29). However, it is still
possible to treat ∂tQ0 as a boundary disturbance and to get an ISS estimate
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Theorem 6.11. There exist δ > 0, C > 0 η > 0, and γ > 0 such that if ‖∂tQ0‖C2([0,+∞)) ≤ δ, then for any
T > 0 and ((H0, V 0), I0) ∈ (H2(0, L);R2)× R such that

‖H0 −H∗‖H2 + ‖V 0 −H∗‖H2 + |I0| < η, (6.33)

the system (6.22)–(6.23) with initial condition ((H0, V 0), I0) has a unique solution ((H,V ), I) ∈ C0([0, T ], H2(0, L))×
C1([0, T ]) which satisfies the following ISS inequality

‖H(t, ·)−H0(t, ·)‖H2(0,L) + ‖V (t, ·)− V0(t, ·)‖H2(0,L) + |I(t)|

≤ Ce−γt
(
‖H0 −H∗‖H2 + ‖V 0 − V ∗‖H2 + I0 +

∫ t

0

(|∂tQ0(s)|+ |∂2
ttQ0(s)|+ |∂3

tttQ0(s)|)eγsds
)
.

(6.34)

6.3. Perspective

This section brings several perspectives and open questions:

• Can the extraction method be successfully applied on a 2× 2 system? And on an n× n system?

• The extraction method works well for a system where the difficulty comes from the PI control. Would
it be possible to apply it to the framework of Section 3 with a control of the form (1.3), assuming that
necessary and sufficient stability conditions for the linearized system are known? For instance, would
it be possible to deal with the example given in [12, Section 5.6]? The difficulty would be to find a
way to exploit the information one has on the solution once the limiting part is extracted, in other
words to adapt what is done in [47, (61)-(63)] without a PI control.

• Are the sufficient boundary conditions (6.26) for the stabilization of the Saint-Venant equations with
PI controller optimal?

• If not, could we get other better conditions on the control parameters kp and kI using the extraction
method or another method? And what would be some necessary conditions on kI and kp?

• Could other methods like the sliding mode be applied in this case (see for instance the promising work
of [113])?

7. Conclusion

In this paper we presented cutting-edge tools to stabilize nonlinear 1D hyperbolic systems with boundary
controls. We presented how the energy-like Lyapunov functions (or basic quadratic Lyapunov functions)
allow us to prove several generic results, and we investigated their limits. We presented how an important
class of physical equations –the density-velocity systems– have a particular structure that allows one to
always have an energy-like Lyapunov function. We presented a method to stabilize steady-states with a
shock in scalar equations and in 2 × 2 systems on the particular example of Saint-Venant equations. We
presented an extraction method applied to scalar systems with a PI control, which allows us to use the
spectral information of the linearized system in order to stabilize the nonlinear system. This is motivated
by the fact that the stability of the linearized system does not give any information on the stability of
the nonlinear system in general, but in many cases both still coincide. Finally, we presented a practical
result concerning the stabilization of Saint-Venant equations by PI controls. This framework has been
used in practice for the stabilization of navigable rivers and has been studied for many years. This result
allows stabilization of the Saint-Venant equations without restriction and works with minimal knowledge
of the river. Surprisingly, the only information required is the targeted height of the water. Despite the
growing number of results in the last decade, stabilization of nonlinear hyperbolic systems is still a very
open field. Even only in one space dimension, many problems still remain unsolved. The absence –so far– of
a generic link between the stability of a linearized system and the nonlinear system associated; the wide use
in practice of mathematically complicated controllers such as PI controllers; and the natural appearance of
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shocks in solutions of hyperbolic systems, are three reasons that make these systems both challenging and
very interesting to study. Systems in higher space dimensions, i.e. 2 − D or N − D systems, remain for
the most part inaccessible at present –with a few rare exceptions– but there is good hope that in the future
they will be within the reach of the tools and methods of the mathematical theory.
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[2] Karl Johan Åström and Tore Hägglund. PID controllers: theory, design, and tuning, volume 2. Instrument society of
America Research Triangle Park, NC, 1995.
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[86] Martin Gugat and Rüdiger Schultz. Boundary feedback stabilization of the isothermal Euler equations with uncertain

boundary data. SIAM J. Control Optim., 56(2):1491–1507, 2018.
[87] Martin Gugat and Stefan Ulbrich. The isothermal Euler equations for ideal gas with source term: product solutions,

flow reversal and no blow up. J. Math. Anal. Appl., 454(1):439–452, 2017.
[88] Amaury Hayat. On boundary stability of inhomogeneous 2× 2 1-D hyperbolic systems for the C1 norm. Preprint, 2017.

38



[89] Amaury Hayat. Boundary stability of 1-D nonlinear inhomogeneous hyperbolic systems for the C1 norm. SIAM J.
Control Optim., 57(6):3603–3638, 2019.

[90] Amaury Hayat. PI controllers for the general Saint-Venant equations. Preprint, January 2019. working paper or preprint.
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