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Humanmovements support communication, and can be used to imitate actions or physical phenomenons. Observing gestural imitations
of short sounds, we found that such gestures can be categorized by their frequency content. To analyse such movements, we propose
an analysis method based on wavelet analysis for clustering or recognizing movement characteristics. Our technique draws upon
the continuous wavelet transform to derive a time-frequency representation of movement information. We propose several global
descriptors based on statistical descriptors, frequency tracking, or non-negative matrix factorization, that can be used for recognition
or clustering to highlight relevant movement qualities. Additionally, we propose a real-time implementation of the continuous wavelet
transform based on a set of approximations, that enables its use in interactive applications. Our method is evaluated on a database of
gestures co-executed with vocal imitations of recorded sounds.
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1 INTRODUCTION

The capture and description of human movements has an intertwined history between Sciences and Arts. The early
endeavours of pioneers such as Étienne-JulesMarey, physiologist and physician, and EadweardMuybridge, photographer,
is exemplary of the different disciplines that were initially involved for studying human movements. Later, the possibility
of quantifying human movement parameters opened the development of mathematical and computational modelling.

Movement analysis can be performed at different levels [6], from low-level features related to kinematics to high-level
movement and gesture representations linked to semantic, affective or expressive qualities [5]. High-level qualitative
representations have also been investigated in various fields, and in particular in non-verbal communication [22]
and artistic practices such as dance and music. Nevertheless, important work remains to be performed to establish
quantitative mid- and high-level movement representations. For example, while dance and somatic practitioners have
developed powerful concepts to analyze how movements are performed, generally denoted asmovement qualities [3, 35],
it remain difficult to translate such concepts in general computational models [10].

In this paper, we investigate the use of time-frequency representations for computational movement analysis from
wearable sensor data. Considering that movement qualities are often related to movement dynamics and rhythmic
patterns, we hypothesize that such representations would be helpful for deriving features in a variety of tasks including
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the recognition and clustering of gestures or movement qualities. While the windowed Fourier transform has been
applied to movement analysis [23, 32] and human activity recognition [13], we argue for the use of the Continuous
Wavelet Transform (CWT), for it provides a more accurate time-frequency representation with optimal localization
both in time and frequency. This means that the frequency resolution is higher in low frequencies, and that temporal
resolution is higher in high frequencies. Despite its potential the CWT has been marginally applied to movement
analysis, gesture recognition, and unsupervised learning of movement qualities [7, 36].

Our contributions are twofold. First, we propose a method for the analysis of human movement based on the CWT,
illustrated with examples. We contribute an online approximation of the CWT for interactive applications, with various
optimization schemes for performance. Second, we present applications of the method to the analysis of movement
qualities on a dataset of gestural imitations of sounds. We propose three higher-level descriptions of the scalogram,
based on simple statistics, target tracking and non-negative matrix factorization respectively. We report results for
these methods on both clustering and recognition tasks, and we discuss how these methods help us analyse particular
movement qualities and their relation to sounds in gestural imitations.

The remainder of this article is structured as follows. We review related work in Section 2. Then, we motivate and
describe in Section 3 how the CWT can be used for movement analysis. In Section 4 we propose an online approximation
for interactive applications. The method is then applied to movement analysis in Section 5, with both clustering and
recognition tasks. The potential of the method for movement analysis is finally discussed in Section 6.

2 RELATEDWORK

Computational movement analysis is a central research focus of the MOCO community. In this section, we review related
research on movement representations, covering feature extraction frameworks and methods as well as time-frequency
representations for movement analysis.

2.1 Computational Movement Analysis: from Trajectories toQualities

Developing operational representations of movements is key to success in movement analysis and interaction design.
Such representations build upon features that characterize some of the aspects of movement that researchers, engineers
or designers aim to capture. These movement characteristics can cover low-level parameters such as trajectories, or
higher-level aspects that relate to movement’s expressive, affective or emotional qualities. Camurri et al. [6] proposed
a multi-layered computational framework for movement analysis with a focus on extracting movement qualities.
Their framework includes several successive layers of analysis, from signal-level to gesture-level and semantics-level
descriptors.

Low-level movement representations build upon the raw data originating from either motion capture systems or
wearable sensors. Common preprocessing operations include resampling, scaling, filtering, quantization, coordinate
change, and numeric derivatives. In this paper, we focus on the use of Inertial Measurement Units (IMUs). For a single IMU,
there are typically 6 or 9 dimensions from a 3D accelerometer, a 3D gyroscope and optionally a 3D magnetometer. Using
several IMUs on the body scales the number of inputs. Cameras provide an even larger dimensionality considering pixels
as raw data. Manymid-level features have been proposed within the field of movement computing to represent positional
motion capture data, including curvature [12], Kinetic Energy [12], the contraction index [35], the silhouette [35], or
the quantity of motion [35]. Other approaches focus on a geometrical description of postures, with features such as
bounding space [16], center of mass [14], directness [35], or Müller’s Full Body Relational Features [24].
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Such mid-level features can be used to derive representations capturing higher-level concepts such as emotion and
movement qualities [5, 9, 10]. Movement qualities are widely used in dance practice and choreography, and consider
“how” a movement is performed (with what intention, expression or emotion). Laban Movement Analysis (LMA),
developed by Rudolf Laban in the early twentieth century and pursued by theorists such as Bartenieff, is the most
widespread theoretical model of movement that has been used for computational modeling. In particular, its “Effort”
category is used to describe movement qualities through four dimensions of Space, Weight, Time and Flow [10]. In early
research, affinities between such efforts and spatial representations have been proposed [35]. A number of methods
based on machine learning have also been developed to recognize such movement qualities from sensor data [27, 33]. A
second approach is to work with movement qualities defined by choreographers themselves, and modeled through
physical modeling techniques, as proposed by Alaoui et al. [2].

2.2 Time-Frequency Representations for Movement Analysis

We are interested in exploring movement qualities through the perspective of movement dynamics. Gestures can be
performed with different expression by altering their temporal dynamics to convey intent [9, 10]. We now review
computational methods capturing temporal and/or spectral characteristics of human movement.

2.2.1 Fourier Transforms. The Fourier transform has been successfully used in the analysis of human movement and
applied to gesture analysis and recognition. Usually, the Windowed Fourier Transform (WFT) is applied on segments
of movement data, and computed using the Fast Fourier Transform (FFT). Shiqi Yu et al. [32] used the normalized
power FFT on a set of points of the silhouette contour. The authors argue that the use of normalization allows for
scale invariance, which improves the recognition of gait patterns. Makihara et al. [20] combined auto-correlation with
spectral analysis of gait movements. They propose to evaluate the gait period from auto-correlation, and subsequently
apply a WFT on each gait cycle to extract spectral features. The Fourier transform has also been applied to measure
movement smoothness. Melendez-Calderon et al. [23] report a systematic evaluation of smoothness measures from
IMUs relying on the spectral arc length. They show that thee method is valid when applied on velocity data or on
rotational velocity data. Finally, the Fourier transform has been used in conjunction with convolutional neural networks
for sensor-based activity recognition [13].

2.2.2 Wavelet Transforms. The Continuous Wavelet Transform (CWT) has been marginally applied to the analysis
of human movement. Côté-Allard et al. [7] used the CWT together with Convolutional Neural Networks (CNNs) and
transfer learning for gesture recognition from electromyography (EMG). However, EMG data has different statistical
properties compared to IMUs. Recently, Nedorubova et al. [26] proposed to use the CWT for activity recognition. The
CWT is used to extract time-frequency representations of activities captured with IMUs. The resulting images are
fed to a CNN for the recognition of daily activities. The CWT has been previously applied to multimodal discourse
analysis [36]. Xiong and Quek proposed to use the CWTwith a Morlet Basis to compute a time-frequency representation
of speech-related gestures. From the extraction of frequency ridges, the authors propose a method for analyzing the
relationship between oscillatory gestures and speech content.

3 MOVEMENT ANALYSIS WITH THE CONTINUOUSWAVELET TRANSFORM

The Continuous Wavelet Transform (CWT) is a time-frequency analysis method allowing for optimal time-frequency
localization [1, 21]. In this section, we consider how the wavelet transform can be used for characterizing dynamic
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behaviors in hand gestures. For more extensive tutorials on wavelet analysis, we refer the reader to the dedicated
literature [1, 21, 34].

3.1 Motivation

In Fourier analysis, the spectrum of a signal is estimated by convoluting the signal with a set of harmonic plane waves.
The Windowed Fourier Transform (WFT) — or Short-term Fourier Transform (STFT) — computes a time-frequency
representation of signals by performing a Discrete Fourier Transform on a sliding window along the signal. As all
digital signals are finite, in practice the plane waves — or equivalently, the signals, — are multiplied by a window
function to avoid artifacts due to border effects. The WFT therefore assumes a fixed window size, which determines the
bandwidth of each frequency band in the time-frequency representation. One of the main limitation of the WFT is the
inaccuracy resulting from the imposition of a scale or ‘response interval’ into the analysis [34]. Indeed, the WFT aliases
all frequency components that do not fall within the frequency range of the window.

On the contrary, instead of assuming a fixed window size, the wavelet transform both translates and dilates a wavelet
function with short-term influence. The dilation of the wavelet implies that the analysis window is expanded as the
carrier frequency of the wavelet decreases. As a result of the Heisenberg’s inequality, time-frequency resolution varies:
the temporal window is short in high frequencies while the bandwidth is narrower in low frequencies.

A rapid analysis of typical setups for capturing and representing movements further motivates the use of multi-
resolution analysis. Typically, motion capture systems such as inertial sensors or low-cost motion capture devices
have framerates of about 50 to 500 Hz. Human movements are typically in the range of a few hertz, from 0.2 − 0.5 Hz
to 10 − 15 Hz for smooth and periodic movements, and up to 50 Hz for impacts. If one considers that the frequency
resolution necessary to derive an accurate analysis around 1 Hz should be at most of order 0.1 Hz, then the minimal
window size required with the WFT is 10 s. In this case, any transient high-frequency phenomenon (of duration typically
inferior to a second) will be blurred by the size of the analysis window. On the contrary, imposing a window size of 1 s
to guarantee an acceptable time localization restricts the resolution in the frequency domain to a bandwidth of 1 Hz,
which is insufficient for capturing low-frequency phenomena. The multiresolution analysis solution provided by the
wavelet transform allows us to derive an arbitrary high localization both in time and frequency [1].

3.2 Formulation of the Continuous Wavelet Transform

The Continuous Wavelet Transform (CWT) of a discrete sequence 𝒙1:𝑁 = {𝑥1 · · · 𝑥𝑁 } sampled at period 𝛿𝑡 for a wavelet
function Ψ0 is defined as the convolution of the sequence with a scaled and dilated version of the base wavelet [34]:

𝑊𝑛 (𝑠) =
𝑁∑︁
𝑛′=0

𝑥𝑛′Ψ
∗
[
(𝑛′ − 𝑛)𝛿𝑡

𝑠

]
, ∀𝑛 = 1 · · ·𝑁 (1)

where Ψ∗ is the complex conjugate of the normalized wavelet Ψ:

Ψ

(
(𝑛′ − 𝑛)𝛿𝑡

𝑠

)
=

(
𝛿𝑡

𝑠

)1/2
Ψ0

(
(𝑛′ − 𝑛)𝛿𝑡

𝑠

)
(2)

and 𝑠 is the scale parameter. The time-frequency representation can be constructed by translating the wavelet along the
time axis (varying 𝑛) and dilating the wavelet with the scale parameter 𝑠 . By analogy with the term ‘spectrogram’ for
the WFT, the ‘scalogram’ can be computed by taking the power representation of spectral information in the scale
domain |𝑊𝑛 (𝑠) |2.
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For most wavelets, there exist an analytical formulation of their Fourier Transform, which reduces the computational
cost to a single inverse FFT per frequency band that simultaneously estimates the scalogram at all time steps.

3.2.1 Wavelet Functions. While the WFT imposes windowed plane waves as set of base functions, wavelet analysis
offers flexibility in the choice of the base functions for analysis. To be admissible as a wavelet, a function must meet three
conditions: the must have zero-mean, finite energy, and their Fourier transform must be real and vanish in negative
frequencies [1]. Several factors are to be considered in the choice of a wavelet basis, including orthogonality, real vs
complex wavelets, width and shape [34].

In this research, we mostly experimented with the Complex Morlet wavelet — sometimes called Gabor Wavelet, —
which has the property of optimal localization in time and frequency. It is defined as a plane wave modulated by a
Gaussian window1:

Ψ0 (𝜂) = 𝜋−1/4
(
𝑒𝑖𝜔0𝜂 − 𝑒−𝜔

2
0/2

)
𝑒−𝜂

2/2 (3)

where 𝜔0 is the carrier frequency of the Wavelet. The spectrum of the Morlet wavelet is a unit Gaussian centered
around its carrier frequency.

3.2.2 Choice of scales. In comparison with the WFT, the CWT offer a great flexibility in the choice of the analysis
domain. In particular, while the WFT restricts the analysis domain to the set of harmonic bands, one can choose a subset
of arbitrary scales for wavelet analysis. We follow a convention to distribute the scales as fractional powers of two:

𝑠 𝑗 = 𝑠02𝑗/𝑏 , 𝑗 = 𝐽𝑚𝑖𝑛, 𝐽𝑚𝑖𝑛 + 1, · · · , 𝐽𝑚𝑎𝑥 (4)

where 𝑏 is the number of bands per octave and 𝐽𝑚𝑖𝑛 and 𝐽𝑚𝑎𝑥 can be specified from a target frequency range. The
smallest resolvable scale 𝑠0 can be estimated from the equivalent Fourier frequency according to the Nyquist frequency
1/2𝛿𝑡 . This representation is convenient for selecting the analysis domain, whose specification is therefore reduced to a
frequency range and a number of bands per octave.

3.3 Example

In this section, we report an illustrative example comparing the proposed method with theWindowed Fourier Transform.
We consider movements captured using inertial sensors. Our approach to multidimensional analysis using the wavelet
transform is based on a late fusion of the scalograms. When analyzing dynamic movements with an IMU sensor fixed on
the wrist, our goal is to derive a representation of the spectral behavior that is invariant to the movement’s direction and
amplitude. In this case, we compute the scalogram for each axis of the accelerometer independently, and we represent
gestures by the sum of the scalograms on each axis. This approach provides a representation that is independent from
the movement direction, and that can take into account different sensors (accelerometers and gyroscopes). However, it
is possible to consider scalograms independently on each axis in order to preserve the spatial information.

Figure 1 shows a comparison of the CWT with the WFT on human movement captured with IMUs. We observe that
oscillatory behaviors appear with a higher contrast in the scalogram (CWT) than in the spectrogram (WFT). Moreover,
the low frequency component is also better defined in the scalogram.

1We report here the ‘complete’ for of the Morlet Wavelet. As discussed by Addison et al. [1], considering that the correction term is negligible for𝜔0 > 5.,
most articles in the literature use a truncated form for the Morlet wavelet: Ψ0 (𝜂) = 𝜋−1/4𝑒𝑖𝜔0𝜂𝑒−𝜂

2/2 . However, in some cases it can be interesting to
use smaller values of 𝜔0 in order to get a high temporal localization
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Fig. 1. Time-frequency power spectrum of an acceleration signal (i.e. raw signal from a 3D accelerometer in arbitrary units) using the
CWT and WFT. We used a window size of 1s and 2s for the WFT, and 8 bands per octave on frequency range [0.2; 50] Hz for the CWT.

4 IMPLEMENTATION

The computation of CWT can be performed either offline or online. Both are described below, with more attention to
the online implementation which might necessitate different approximations. Before describing these two cases, we
describe the important notion of cone of influence.

4.1 Cone of Influence

As for the WFT, the CWT is subject to edge effects resulting from the use of finite signals. While this problem can
be partially resolved by padding with the edge values before performing the analysis, this process still introduces
discontinuities at endpoints. The cone of influence is defined as the region where the edge effects become important,
and can be defined in terms of e-folding time. According to Torrence and Compo [34] “This e-folding time is chosen
so that the wavelet power for a discontinuity at the edge drops by a factor 𝑒−2 and ensures that the edge effects are
negligible beyond this point”.
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The e-folding time for scale 𝑠 with the Morlet wavelet is
√

2𝑠 , and the relationship between the scale and the equivalent
Fourier frequency can be computed as

𝑓 =
𝜔0 +

√︃
2 + 𝜔2

0

4𝜋𝑠
(5)

In the remainder of this study, we consider a sufficient padding of the signals so that the scalogram can be estimated
without edge effects at all scales. We also use the e-folding time as criterion for the online approximation of the CWT
(section 4.3).

4.2 Offline Computation

For offline estimation, the CWT can be efficiently computed using the Fast Fourier Transform to evaluate the convolution
as a product in the spectral domain:

𝑊𝑛 (𝑠) =
∑𝑁−1
𝑘=0 𝑥𝑘 Ψ̂

∗ (𝑠𝜔𝑘 )𝑒𝑖𝜔𝑘𝑛𝛿𝑡

with angular frequencies 𝜔𝑘 =

{
2𝜋𝑘
𝑁𝛿𝑡

if 𝑘 ≤ 𝑁 /2
− 2𝜋𝑘
𝑁𝛿𝑡

if 𝑘 > 𝑁 /2
(6)

4.3 An Online Approximation of the CWT

The CWT is typically computed offline, when the entire signal is available. In order to use in interactive applications,
we propose an online approximation of the CWT. Our implementation is based on a finite-length approximation of
the wavelet depending on the cone of influence in each frequency band. We propose to use a computation window as
small as possible at each scale to get a good approximation of the scalogram with a minimal delay in each frequency
band. Additionally, we propose two optimization schemes based on a multi-rate representation of the wavelet and of
the incoming signal.

4.3.1 Formulation. We consider a finite-length windowing method where the window size is specified for each
frequency band depending on the wavelet’s energy decrease. The CWT is implemented as a filter bank with minimal
delay per frequency band, and the computations are done in the temporal domain. At each new frame of the signal, we
estimate only the central value of the scalogram on a sliding window with minimal size with regards to the e-folding
time. This process is illustrated in Figure 2.

For each scale 𝑠 , the value of the scalogram with delay 𝑁𝑠/2 is estimated from a new observation value as

𝑊𝑠 [𝑡 − 𝑁𝑠/2] =
𝑁𝑠∑︁
𝑘=0

𝑥 [𝑡 − 𝑁𝑠 + 𝑘] · Ψ∗
[
(𝑘 − 𝑁𝑠/2)𝛿𝑡

𝑠

]
(7)

where the window size 𝑁𝑠 can be estimated from the wavelet’s e-folding time 𝜏𝑠 as 𝑁𝑠 = 𝜆𝜏𝑠/𝛿𝑡 with 𝜆 a constant
determined experimentally we call the windowing factor. For a Morlet wavelet with carrier frequency 𝜔0, the window
size can be estimated at a given scale from the equivalent Fourier frequency 𝑓 as

𝑁𝑠 = 𝜆
√

2 ·
𝜔0 +

√︃
2 + 𝜔2

0

4𝜋 𝑓 𝛿𝑡
(8)
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Fig. 2. Illustration of the online implementation of the Continuous Wavelet Transform.

The complexity per frequency band is therefore 𝑁𝑠 multiplications and 𝑁𝑠 − 1 additions. For the Morlet wavelet with
scales distributed in powers of two, the total complexity is exponential in the number of bands and can be estimated as

𝐶 = 2
𝐽𝑚𝑎𝑥∑︁
𝑗=𝐽𝑚𝑖𝑛

𝜆
√

2𝑠02𝑗/𝑏 − 1 = 2
√

2𝜆𝑠0

(
(21/𝑏 ) 𝐽𝑚𝑎𝑥 − (21/𝑏 ) 𝐽𝑚𝑖𝑛

21/𝑏 − 1

)
(9)

where 𝑏 is the number of bands per octave and 𝑠0 =
𝜔0+

√︃
2+𝜔2

0
4𝜋 ·2𝛿𝑡 is the highest resolvable scale.

4.3.2 Optimization by Multi-rate Approximation. Computing the online CWT can be intensive at high framerates as
the number of bands per octave increases, and as the analysis requires low-frequency components involving large
window sizes. To alleviate this issue, we propose two optimization schemes of the online transform based on a multi-rate
representation of the wavelets and of the signal.

Standard Optimization: The number of computations per frequency band can be reduced by considering that
low-frequency components can be approximated by a downsampled version of the wavelet. We propose to
downsample the wavelets by an integer factor depending on the ratio of their equivalent Fourier frequency with
the Nyquist frequency. As a result, we guarantee that the wavelet’s samplerate is sufficient to avoid aliasing the
corresponding frequencies, while reducing the number of computation by an integer factor. Note that in this
case, the incoming signal is not decimated and we still evaluate the CWT at each frame for all frequency bands.
To avoid aliasing in low frequencies, the signal is passed to a bank of low-pass filters for each decimation factor.

Aggressive Optimization Further optimization can be achieved by decimating not only the wavelet, but also the
incoming signal. In this case, instead of evaluating the CWT at each frame for all frequency bands, we apply a

8
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Table 1. Normalized Mean Squared Error of the online approximation of the scalogram compared with the standard estimate. Results
are averaged over all imitations from all participants on the Abstract sound family of the ANON dataset (see Section 5. The results are
displayed according to the size of the approximation window relative to the wavelet’s e-folding time in each frequency band.

Win. Factor NMSE (%) Comp. Time (10−3 ms/loop)
1 54.676228 1.867
2 21.404965 3.687
3 4.632857 5.502
4 1.293430 7.362
6 0.008430 11.035

similar decimation of the signal. The wavelet power spectrum is therefore evaluated at a lower framerate for
low-frequency components, which provides a sparser representation of the scalogram.

As the standard optimization scheme keeps a frame-based computation of the scalogram, the estimation of the
wavelet power spectrum remains smooth, which is particularly suited to interactive applications. On the contrary,
aggressive optimization involves a severe downsampling of the incoming signal and the wavelet spectrum for low-
frequency components is evaluated at larger time steps. This latter optimization scheme can be interesting when a
sparse representation of the scalogram is desired.

In our experiments, standard and aggressive optimization techniques lead to a gain of a factor 20 and 80 in computation
time, respectively. Note that the gain with standard optimization is made at the cost of an increased memory footprint,
as it is required to store several versions of the incoming signal with different lowpass filtering. In both cases, the major
drawback of the optimization methods is the introduction of an additional delay due to the low-pass filtering of the
signal.

Figure 3 shows an example of the online approximation of the continuous wavelet transform computed over an
acceleration signal. The same plot with the realigned scalograms is showed in Figure 4, where the delay introduced by
the online approximation is compensated in each frequency band, for comparison with the online estimate. While the
online approximation without optimization introduces a delay, that increases as the scale increases, it can be seen that
the distortion of the scalogram is relatively small compared with the offline estimate.

We evaluated the quality of the approximation of the scalogram using the online implementation of the CWT. Table 1
reports the Normalized Mean Squared Error (NMSE) or the online approximation of the scalogram as a function of the
windowing factor. Each error is estimated with respect to the offline estimation of the scalogram, and is averaged over
the gestures from all participants from the dataset presented in Section 5. For comparison with the true estimate, the
estimation delay of the power spectrum was compensated in each frequency band.

A relative window size of 3 — with respect to the e-folding of the wavelet in each frequency band, — provides a
NMSE inferior to 5%. This approximation is sufficient in most interactive applications, as the approximation of the
scalogram is not distorted.

4.3.3 Software. We implemented the online CWT as a freely available external for Cycling’74 Max within the MuBu
package2 [31]. It is implemented as PiPo module that can used for real-time processing or off-line processing of data
buffers. An experimental JavaScript implementation is also available within the CODA live-coding environment3 [11].
Two modes are possible for the real-time analysis of movement data within Max.

2https://forum.ircam.fr/projects/detail/mubu/
3https://github.com/julesFrancoise/coda
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Fig. 3. Example of online approximation of the continuous wavelet transform computed over an acceleration signal (i.e. from an
accelerometer) from a dataset of gestural imitations of sounds. The approximation was computed with carrier frequency 𝜔0 = 5 and
windowing factor 𝜆 = 3. The x-axis unit the sample number, using sampling rate of 200 Hz. The y-axis unit of the acceleration signal is
in 𝑔

In the first mode, the values of the wavelet power spectrum are outputted with a minimal delay in each frequency
band. In this case, each band of the filterbank is evaluated with a different delay. While this approach does not guarantee
a correct alignment of the different frequency bands, it provides a high reactivity in high frequencies, which can be
interesting for interactive applications where impulsive gestures should be identified with low-latency while low-
frequency components are longer to establish. In the second mode, the wavelet spectrum is outputted with the same
delay in all frequency bands, guaranteeing a correct alignment of the various components. However, this implies that
the delay must be aligned on the largest delay corresponding to the lowest frequency component.

5 APPLICATION TO MOVEMENT QUALITIES MODELING

In this section, we present the application of the method to movement analysis. We used the CWT for both recognizing
or clustering movement qualities on a dataset of gestural imitations of sounds.
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Fig. 4. Example of online approximation of the continuous wavelet transform computed over an acceleration signal from from a
dataset of gestural imitations of sounds. The delays in each frequency band are compensated for comparison with the offline estimate.
The approximation was computed with carrier frequency 𝜔0 = 5 and windowing factor 𝜆 = 3. The x-axis unit the sample number,
using sampling rate of 200 Hz. The y-axis unit of the acceleration signal is in 𝑔

5.1 Data and Method

5.1.1 The Imitation Dataset. The SkAT-VG Imitation Dataset4 is a publicly available dataset of vocal and gestural
imitation of sounds [18]. The dataset contains audio, video, and motion capture recordings of participants performing
vocal imitations and gestures of recorded sounds belonging to three broad families: Abstract sounds, Interaction sounds
andMachine sounds. The protocol used to constitute the dataset is summarized hereafter, and it is fully described in [18].
The experiment was divided in two blocks where participants were instructed to jointly perform a vocal and gestural
imitation of the referent sound. We only used the second block where participants’ hand movements are recorded, using
two inertial measurements units attached to wrists, measuring 3D accelerometer data at a sampling rate of 200 Hz.

The choice of the wavelet movement analysis method on the SkAT-VG imitation dataset was driven by the insights
gathered through qualitative studies on participants’ strategies [18]. In particular, considering the case of abstract sound
where no identifiable pitch could be perceived, participants did not favor any specific direction in the movement. The

4See https://www.ircam.fr/projects/blog/multimodal-database-of-vocal-and-gestural-imitations-elicited-by-sounds/. This dataset was built during the
Skat-VG project (https://cordis.europa.eu/project/rcn/110562/factsheet/en)

11

https://www.ircam.fr/projects/blog/multimodal-database-of-vocal-and-gestural-imitations-elicited-by-sounds/
https://cordis.europa.eu/project/rcn/110562/factsheet/en)


MOCO’22, June 22–24, 2022, Chicago, IL, USA Jules Françoise, Gabriel Meseguer-brocal, and Frédéric Bevilacqua

use of specific rhythmic behaviors for different sounds proved to be the most salient feature in the sense that it is shared
across most participants.

5.1.2 Manual Annotation of the Dataset. While the dataset was initally annotated with sound categories, observations
of the participants’ gestures highlighted the importance of temporal and rhythmic patterns. Therefore, we reframed the
analysis problem as the extraction of “movement qualities”, independent from spatial directions but characterized by
their frequency content, instead of the recognition of sound categories from gestures. Importantly, we define these
“movement qualities” for our specific evaluation, and their validity is restricted to the specific dataset we use.

First, gestures were segmented into three phases of Preparation, Stroke and Recovery — inspired by similar represen-
tations proposed in the literature [15]:

Preparation refers to the phase that leads from the relaxed position to the stroke.
Stroke is where the actual expression of the gesture is accomplished.
Recovery covers the phase from the stroke to the final relaxed state.

Then, we defined six categories to characterize the Stroke:

Steady gestures are postures that remain constant over time. They include completely still postures and gestures
that evolve very slowly.

Smooth movements are fluid and include gradual changes in posture.
Dynamic gestures involve abrupt, energetic and rapid actions.
Impulse describe single and sudden gestures.
Periodic gestures refer to movements exhibiting periodicity
Shaky is a specific class for the dataset that involves the hand shaking.

The dataset was manually annotated by two researchers, using a dedicated interface created with Max/MSP, where
video recordings and signals were displayed to facilitate annotation. We evaluated the inter-rater agreement between
annotators using Cohen’s kappa coefficient. We obtained a value of 0.67 for this coefficient, that indicates a substantial
conformity. To understand where disagreement occur, we analyzed a confusion matrix between the two annotators. It
revealed that most disagreements occur between the dynamic and smooth categories. This is due to the fact that the
threshold to consider a gesture as fluid or energetic depends on the annotator’s judgment.

5.2 Statistical Gesture Descriptors for Recognition

In this section, we describe two approaches to the representation of gestures based on gesture-level descriptors derived
from wavelet analysis. The first approach is based on a description of the scalogram by its normalizedmoments (centroid,
variance, skewness, kurtosis) in the wavelet spectrum domain and in the temporal domain. The second approach draws
upon the multi-target tracking of the frequency ridges.

5.2.1 Spectral and Temporal Moments. We propose to describe the scalogram at a high level from the distribution of
the wavelet power spectrum and of the energy envelope. The global wavelet power spectrum for an entire gesture can
be obtained through the time-averaged scalogram (Figure 5, right):

𝑃 (𝑠) =
𝑁−1∑︁
𝑛=0

|𝑊𝑛 (𝑠) |2 , ∀𝑠 ∈ {𝑠𝑚𝑖𝑛, · · · , 𝑠𝑚𝑎𝑥 } (10)
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Similarly, the energy envelope of the gesture can be obtained from the scale-averaged scalogram (Figure 5, bottom):

𝐸𝑛 =

𝑠𝑚𝑎𝑥∑︁
𝑠=𝑠𝑚𝑖𝑛

|𝑊𝑛 (𝑠) |2 , ∀𝑛 ∈ {0, · · · , 𝑁 − 1} (11)
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Fig. 5. Description of a gesture through its scalogram’s energy envelope and power spectrum. Global descriptors can be extracted
using the moments of these distributions (centroid, variance, skewness, kurtosis).

We further abstract the temporal and spectral information by taking the normalized moments of each distribution,
raising 8 parameters for the description of a single gesture: Spectral Centroid, Spectral Variance, Spectral Skewness,
Spectral Kurtosis, Temporal Centroid, Temporal Variance, Temporal Skewness, Temporal Kurtosis. While this description
remains simple, it is invariant to the scale of the movement data. This invariance is essential to the consistency of the
analysis, considering that participants’ energy in the gesture performance is extremely variable in the database.

5.2.2 Average Ridge Descriptors. A similar description can be derived from features obtained through the tracking
of frequency ridges. The wavelet spectrum representation of movement data provides rich information about the
frequential content of dynamic gestures. In particular, periodic and impulsive gestures result in clear ridges in the
scalogram centered around the fundamental frequency of the movement. We developed a method for tracking frequency
ridges in the scalogram, drawing upon methods from multi-target tracking in computer vision and radar applications.
Our method is described in detail in Appendix A.

As result of the tracking process, several target ridges are identified and their amplitude 𝐴, frequency 𝐹 , and variance

�̄� are continuously estimated along the gesture. This allows to separate more clearly the contribution of concurrent
frequential modes in the gesture. As before, we can consider time-averaged ridge descriptors as the basis for high-level
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description of gestures. In particular, for a set of 𝐾 ridges, we can compute 3𝐾 parameters per ridge as:

𝐹 (𝑘) =
∑𝑁1
𝑛=0 𝐹

(𝑘)
𝑛 ∀𝑘 ∈ {1, · · · , 𝐾}

𝐴(𝑘) =
∑𝑁1
𝑛=0𝐴

(𝑘)
𝑛 ∀𝑘 ∈ {1, · · · , 𝐾}

�̄� (𝑘) =
∑𝑁1
𝑛=0𝑊

(𝑘)
𝑛 ∀𝑘 ∈ {1, · · · , 𝐾}

(12)

The description of the temporal envelope can be obtained independently for each ridge from the estimated ridge
amplitude 𝐴(𝑘)

1:𝑁−1.

5.2.3 Recognition of Movement Qualities. We evaluated whether our method could be used as a mean to automatically
recognize the movement qualities defined manually. For this we followed a standard 5-fold cross-validation method
where the 35 participants used in the experiment are randomly assigned to 5 groups. This guarantees that the gestures
of a same participant cannot be found both in the training and test sets. The classification was performed using Gaussian
Mixture Models (GMMs) [25]. We used 5 full-covariance Gaussian components per GMM, with variance regularization.

As baseline, we computed the accuracy score between the annotation of the two human annotators. Once again, the
inter-annotator accuracy of 0.67 emphasizes a relative agreement of the annotators, with disagreements regarding the
smooth and dynamic categories.

We compare several gesture-level features, derived either from the spectral and temporal moments of the scalogram,
or from the ridge tracking algorithm. For the moments representation, we use the first two moments of the scalogram
averaged either in time or scale, raising four descriptors per gesture: the temporal and wavelet spectral centroid and
variance. Gesture-level descriptors derived from the ridge tracking algorithm have a similar form, with simplified
temporal modeling. The best scores were obtained by using only the duration information of each gesture with the
average frequency of each ridge — amplitude and spread did not significantly improve the classification accuracy. For
consistency, in multi-target tracking, the ridges are ordered in descending intensity.

Table 2 reports the classification accuracy with regards to each annotator’s reference labels. With a 2s window size,
the WFT gives significantly lower accuracy scores than the description based on the continuous wavelet transform.
The results obtained using continuous ridge tracking are superior to the accuracy obtained using the moment-based
description. This might indicate that ridge tracking is more robust to noise than the moments. However, no significant
difference in accuracy is found between 1, 2 and 3 ridges for the recognition of gesture primitives on the Abstract
categories, which might indicate that all gestures are sufficiently represented using a single frequential mode.

Descriptor Annotator 1 Annotator 2
CWT WFT CWT WFT

moments 0,63 0,58 0,57 0,54
1 ridge 0,68 0,42 0,62 0,43
2 ridges 0,67 0,25 0,59 0,24
3 ridges 0,66 0,59

Table 2. Classification accuracy of movement qualities from gesture-level descriptors. The classification was performed using GMMs
with 5 full-covariance Gaussian components. Each accuracy score was computed on 5-fold cross-validation on the imitations of
Abstract sounds from 35 participants, where participants from the test set are absent from the training set.

While the recognition might appear low, the confusion matrix provide us with a more general view of the results.
Figure 6 depicts the confusion matrix associated with ridge-based classification. First, it shows that the some movement
qualities are better recognised than others (impulse is recognized at approximately 90%), and that the relatively low
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Fig. 6. Confusion Matrix of the recognition of gesture primitives. The classification was performed using GMMs with 5 full-covariance
Gaussian components from the gesture-level descriptors derived from ridge tracking with 2 target frequencies.

recognition rate is due to specific confusions. Specifically, we found that most of the recognition errors occur between
the periodic and shaky categories. This suggest that both categories could be merged, which is supported by further
qualitative analysis: some gestures are visually associated to the shaky categories, due to apparent ‘random’ motion
of the hand and finger movements, but the wrist movements, which are actually the ones measured, remain globally
periodic. Merging the periodic and shaky categories led to an improvement of the accuracy using all descriptors, that
reaches about 80% using ridge tracking descriptors. The other sources of inaccuracy arise from the definition of the
boundary between smooth and dynamic gestures. Once again, smooth and dynamic categories are defined using a
threshold that is subjective to the annotator, while their union forms a continuous space with varying frequency and
intensity.

5.3 Representation Learning using Non-negative Matrix Factorization

The task of recognition of human-defined movement qualities is known to be difficult, as seen in the previous section.
Another approach is to use data to derive "movement qualities" using a non-supervised task. We refer this as represen-
tation learning. Thus, we investigated whether scalograms can represent first basic gestures primitives, then leading to
define movement qualities by using clustering techniques . As previously reported, one possibility is to simply apply
statistics to the scalogram to extract a global representation. In order to better characterize specific patterns appearing
in the scalogram, we introduce an unsupervised method based on Non-negative Matrix Factorization (NMF) [17]. NMF
is similar to Principal Component Analysis (PCA), but working strictly with non-negative matrices. The idea is to find a
limited set of components (i.e. primitives) from a dataset of scalograms stored in a non-negative matrix𝑉 (the scalogram
is non-negative by definition). The components, represented by a non-negative matrix 𝐻 , allow for expressing any
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scalogram from the dataset (and by extension other scalogram) as a weighted sum of the components. The weights are
also represented as a non-negative matrix. The mathematical description of the method is available in Appendix B.

The amplitude of each scalogram was normalized between 0 and 255 (treated as an image of float values, with a
fixed size of 64 scale bands × 500 normalized time steps. Since both time is resampled to 500 points and amplitude is
normalized to 255, both the average time and amplitude information are ignored (for this step, but these parameters
will be reintroduced in the clustering operation, see next section) Then, the 𝑉 matrix is obtained by concatenating
scalogram, flattened to vectors of size 32000 (64 × 500). Finally, using equations 19 and 20, the first 𝑘 = 25 components
are computed. They are reported in Figure 7.

Fig. 7. The 25 basic components of the dataset. Each one represents a gesture primitive spatially localized (time and amplitude) in
our gesture scalogram dataset. The components are represented as images of 64 scale bands × 500 normalized time steps.

5.3.1 Clustering. Each gesture is represented by a vector containing the weights of the primitives, along with the
average time and energy (total energy of the original scalogram). In order to discover significant gestures primitives, the
27 dimensions5 feature space previously described is clustered. In order to apply the clustering algorithm, we transform

5the 25 basic vectors of the NMF + average time and energy.
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the initial descriptors distribution, which are close to an exponential distribution, to a distribution that is close to a
normal distribution, by applying the function 𝑙𝑛(𝑥 + 1). Finally, the dataset is standardized by centering and scaling
each feature independently (zero mean and unit variance distribution).

The clustering is performed using a K-Means algorithm on all gestures in the dataset. The cluster number was set to
six to compare the automatic clustering to the six primitives defined manually. The six primitives are reported in Fig. 8
as reconstructed scalograms. It appears that most clusters occupy specific time-frequency regions of the scalograms.
While clusters 1 and 3 (left column of Figure 8 occupy similar time-frequency regions, they are distinct in term of
average time and energy.

Fig. 8. Each primitive can be represented as a scalograms reconstructed from the NMF descriptors, and average Time and Energy
descriptors. Top: primitives 1, 2, and 3 Bottom: primitives 4, 5 and 6. Average times and energy are (respectively for primitives 1 to 6):
Time 0.86, 5.87, 0.67,4.70, 4.09,2.93 [s], and Energy & 1.86𝑒 + 09, 1.18𝑒 + 09, 1.00𝑒 + 09, 8.33𝑒 + 09, 6.01𝑒 + 09, 1.73𝑒 + 09

.

These primitives extracted using unsupervised learning can be compared to the movement qualities defined manually
using a confusion matrix, as displayed in Figure 9. Overall, all the manual movement qualities can be expressed as
a combination of our manually defined primitives. Specifically, we found that the primitive 1 (see Figure 7) can be
considered mainly as the combination of impulse and dynamic gestures, primitive 2 as steady gestures, primitive 3
being equivalent to impulse, primitive 4 is the combination of periodic and dynamic, primitive 5 is periodic and shaky,
primitive 6 is a combination of smooth and dynamic. This confirms that this unsupervised approach seems to be a
valuable method to discover and quantify movement qualities from data. In particular, the association of data-driven
primitives and manually defined movement qualities is consistent with the confusion matrix obtained on a recognition
task in the previous section.
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Fig. 9. Comparison of the unsupervised movement qualities using NMF with the manual qualities.

6 DISCUSSION AND CONCLUSION

We presented in this paper an approach to movement analysis based on the Continuous Wavelet Transform. While
using such a well established signal processing technique is not novel per se, we believe that we provided researchers
and artists in the MOCO community with several key elements to facilitate experimentation with this approach. We
summarize below the main contributions and provide elements of discussion.

First, in contrast to fields such as audio processing that have well established several low level analysis methods
for sound, the movement and computing community cannot currently rely on widely shared methods. Towards such
a goal, we first recall why the Continuous Wavelet Transform presents several advantages in comparison with the
Windowed Fourier Transform when working with movement and gesture data. The CWT provides an elegant solution
to guarantee workable resolution from low to high frequencies. An important difference of movement data compared
with audio signals relies in the importance of low frequency components (< 1 Hz) that make the WFT difficult to use in
practice. The CWT indeed offers a better compromise to characterize movement data that includes smooth movements
with important low frequency content, and more impulsive gestures presenting time-localized high frequency content.
Our results on the recognition of manually annotated movement qualities confirm that the CWT outperforms the WFT.

Overall, we believe that the CWT offers a promising low-level representation that forms the base for descriptors of
particular temporal and spectral movement patterns. We proposed several approaches using either a simple statistical
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description of the scalogram, frequency tracking, or unsupervised learning of particular patterns through Non-negative
Matrix Factorization. We believe that the prospect of using the CWT to derive high-level movement properties using
non-supervised approaches is particularly promising. Interestingly, the various representations can be computed in a
way that fuses information from the sensor’s different dimensions, effectively making the representation invariant
to orientation or sensor placement. The proposed approach still has a number of limitations. First, the fusion of
scalograms across sensor channels makes for a representation that is somehow invariant to orientation. However, many
applications involve gestures where spatial content is meaningful, in this case the CWT would need to be combined with
other descriptors characterizing trajectories and spatial aspects of movement. Second, even with the proposed online
approximation, the computational complexity of the continuous wavelet transform remains high, and its application to
embedded systems with low computing power might be difficult. Finally, while the proposed methods represent a first
step in exploiting the potential of the CWT, more elaborate approaches building could be developed, in particular by
including phase information to complement the scalogram. Yet, the CWT seems particularly appropriate for movement
presenting some level of periodicity, and further research would be necessary to understand its potential for more
transient gestures.

We also elaborated on practical issues regarding the implementation of the CWT either offline or online for movement
analysis. We provide open-source code as well as a Max external to facilitate its use in interactive application. Our
online implementation can be used in real-time through a set of approximations and optimization methods. It has been
used in several interactive applications, notably for tracking the fundamental frequency of walking or breathing [28],
and in an interactive system for music conducting dedicated to a young public6, where the average tempo is estimated
from gestures, and used to control the speed of an orchestra recording. One characteristics of our implementation
is that we use a minimal delay in each frequency band. While this distorts the spectral representation because the
frequency bands are not aligned temporally, in our experience this characteristics can be interesting in interactive
scenarios. Indeed, while latency is not essential in low-frequency movements, having low latency in higher-frequency
movement enables the design of interactions that are reactive with impulsive gestures.

To conclude, we believe that the CWT holds promise as a low-level representation that could be used to build
higher-level movement descriptors, in particular for modeling movement qualities. We hope that the work reported in
this article can foster further investigations of the method in the movement and computing community.
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A FREQUENCY RIDGE EXTRACTION USING TARGET TRACKING

In this section, we describe the implementation of a multi-target tracker for characterizing multiple frequency modes in
dynamic gestures.

A.1 Multi-target Track-before-detect in the Wavelet Domain

Our approach follows recent developments in multi-target tracking in Radar tracking and computer vision systems. In
particular, we consider track-before-detect (TBD) approaches to multiple object tracking where the target detection and
tracking is performed jointly [4, 8, 29, 30]. Such approaches differ from standard detect-before-track methods where a
set of potential targets are first detected — e.g. from image segmentation in the case of object tracking, — and then
filtered using dynamic system modeling.

In TBD, the decision is made at the end of the processing chain, and therefore integrates all information over time.
As a result, the tracking is less sensitive to errors in the detection step. Moreover, recursive approaches to TBD avoid
the classical problem of data association between tracked targets and detected candidates: no thresholding is necessary,
which removes the need for explicit association. Finally, it makes it possible to estimate additional parameters about the
target, such as its intensity or size.

A.1.1 Problem Definition. We aim at simultaneously tracking a maximum number 𝐾 of frequency components of the
movement — thereafter called ‘targets’, — from measurements of the wavelet power spectrum computed from one or
several sensors. We assume that each target 𝑘 ∈ {1, · · · , 𝐾}, if present, is specified by a time-varying position 𝑥 (𝑘) in
the wavelet scale domain — which is associated with the movement’s fundamental frequency, — and a time-varying
amplitude 𝑎 (𝑘) . We assume that each frequential component is projected over the wavelet spectrum as a Gaussian,
centered around 𝑥 (𝑘) and spread on the wavelet space with width Σ(𝑘) . Our goal is to estimate, from measurements of
wavelet power spectrum, the number of components present at the current time step as well as their characteristic

parameters
{
𝑓 (𝑘) , 𝑎 (𝑘) , Σ(𝑘)

}𝐾
𝑘=1

.

A.1.2 System Dynamics. We assume that the position of each target evolves according to linear dynamics. We further
assume a constant velocity model, meaning that, on a short time scale, each ridge evolves linearly in the wavelet
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domain.7 For each target 𝑘 ∈ {1, · · · , 𝐾}, we assume the following time-invariant state equation:

𝒔𝑡+1 = 𝒇 (𝒔𝑡 ) + 𝒈(𝒔𝑡 )𝒘𝑡 (13)

where the process noise 𝒘𝑡 is assumed to be standard Gaussian white noise. The hidden state 𝒔𝑡 at time step 𝑡 for a
given target is composed by the target’s position, velocity, amplitude, and spread:

𝒔𝑡 =


𝑥𝑡

𝑣𝑡

𝑎𝑡

Σ𝑡


(14)

The system dynamics function 𝒇 and process noise input model 𝒈 can be defined under a time-invariance assumption as

𝑓 (𝒔𝑡 ) =
©«

1 𝛿𝑡 0 0
0 1 0 0
0 0 1 0
0 0 0 1

ª®®®®®¬
𝒔𝑡 , 𝑔(𝒔𝑡 ) =

©«
𝜎𝑥𝛿𝑡

3/3 𝜎𝑥𝛿𝑡
2/2 0 0

𝜎𝑥𝛿𝑡
2/2 𝜎𝑥𝛿𝑡 0 0

0 0 𝜎𝑎𝛿𝑡 0
0 0 0 𝜎Σ𝛿𝑡

ª®®®®®¬
(15)

where 𝛿𝑡 is the sampling period and 𝜎𝑥 , 𝜎𝑎 and 𝜎Σ are the expected maximum acceleration of the target, maximum
change in amplitude, and maximum change in spread.

A.1.3 Measurement Model. By analogy with radar sensors or optical system, we consider the measured power as
reflected on a unidimensional observation space in the wavelet domain. A measurement 𝒛𝑡 therefore consists of 𝑁
power measurements 𝑧𝑖𝑡 in the scale domain, where 𝑁 is the number of bands of the CWT. In a multi-target setting, we
hypothesize that the power measurements in the wavelet spectrum result from the superposition of the power emitted
by each target, if present, yielding the following form:

𝒛𝑡 =
𝐾∑︁
𝑘=1

𝛿𝑘𝒉
(
𝒔 (𝑘)𝑡

)
+ 𝒏𝑡 (16)

where 𝛿𝑘 is a binary indicator variable specifying if target 𝑘 is present, and 𝒉
(
𝒔 (𝑘)𝑡

)
is the reflected power of the 𝑘th

target in the wavelet space, assumed to be Gaussian:

ℎ𝑖
(
𝒔 (𝑘)𝑡

)
=

𝑎
(𝑘)
𝑡√︃

2𝜋Σ(𝑘)
𝑡

exp

−
(
𝑥
(𝑘)
𝑡 − 𝑖

)2

2Σ(𝑘)
𝑡

 , ∀𝑖 ∈ {0, · · · , 𝑁 − 1} (17)

A.1.4 Track Birth and Death. We propose to model the possibility of birth and death of the frequency ridges using a
jump Markov process, as often proposed in multi-target tracking systems [4, 8]. Instead of using a single mode state
variable, as proposed by Boers et al. [4], we keep a vector of binary indicator variable 𝜹 = [𝛿1, · · · , 𝛿𝐾 ]⊤. We assume
that track birth and death are ruled a first-order Markov process where the probability of switching between different
modes — i.e. configurations of the targets present at a given time steps — only depends on the mode at the previous
time step. Constraints on track birth and death are then specified through a transition matrix that allows the birth of
a new track with probability 𝑝birth and the death of a new track with probability 𝑝death. Additionally, it prevents the

7We assume that the scales are distributed as fractional powers of 2, meaning that the associated distribution in the Fourier domain is logarithmic in
frequency.
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simultaneous birth and death of two tracks as well as the simultaneous birth of several tracks, in order to avoid target
switching.

A.2 Particle Filter Implementation

We derived a a Bayesian solution to the estimation problem introduced in the previous section. While the state dynamics
are linear and could be optimally solved analytically, the non-linear nature of the observation model makes exact
inference intractable. The track-before-detect can be solved using Sequential Monte Carlo estimation — also called
particle filtering. Our particle filter implementation follows a standard Particle Filter implementation, as described
in [4]. An example of ridge tracking from the scalogram is shown in Figure 10.

0 1 2 3 4 5

0

10

20

30

40

50

b
a
n
d

Scalogram

0 1 2 3 4 5

0

10

20

30

40

50

R
id

g
e
 P

o
si

ti
o
n

Ridge Frequency and associated Spread

0 1 2 3 4 5
Time (s)

0.0
0.2
0.4
0.6
0.8
1.0
1.2

In
te

n
si

ty

Ridge intensity

Fig. 10. Example of Ridge tracking from the scalogram. The top plot represents the scalogram computed from the 3D acceleration of
an example gesture from a dataset of gestural imitations of sounds. The middle and bottom plots respectively represent the tracked
ridge frequency and intensity. We used a single target with 100 particles.

B NON-NEGATIVE MATRIX FACTORIZATION

Mathematically, NMF allows for decomposing the non-negative matrix 𝑉 as a product of two non-negative matrices𝑊
and 𝐻 :

𝑉𝑓 ,𝑡 ≈ (𝑊 × 𝐻 )𝑓 ,𝑡 =
𝑘∑︁
𝑖=1

𝑊𝑓 ,𝑘𝐻𝑘,𝑡 . (18)

where k is a number of basis components. 𝑉 ∈ R𝑓 ×𝑡 is the original non-negative data,𝑊 ∈ R𝑓 ×𝑘 the basis vector
decomposition and 𝐻 ∈ R𝑘×𝑡 the weight matrix. Each column of V represents the whole dataset. Here, each matrix row
represents one scalogram. In W, each column is referred to as a basis vector, representing the k components. Rows of H
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stand for the gain of corresponding basis vector. k is chosen so that (𝑓 + 𝑡) × 𝑘 < (𝑓 × 𝑡). The product𝑊 × 𝐻 presents
a compressed form of the original data V.

Technically,W and H are calculated resolving the equation:

min
𝑊,𝐻

𝑓 (𝑊,𝐻 ) ≡ 1
2

𝑛∑︁
𝑖=1

𝑚∑︁
𝑗=1

(𝑉𝑖, 𝑗 − (𝑊𝐻 )𝑖, 𝑗 )2

subject to𝑊𝑖,𝑎 ≥ 0, 𝐻𝑏,𝑗 ≥ 0,∀𝑖, 𝑎, 𝑏, 𝑗 .
(19)

There are several approaches to solve (19). In this paper, we used the Alternating Nonnegative Least Squares
Matrix Factorization Using Projected Gradient or LSNMF as described in [19]. It converges fast and provides small
approximation errors.

Then, each gesture scalogram 𝑏 (new or already known) is described as a linear combination of the k basis vectors,
where x is the weight of each component to be calculated by resolving:

arg min
𝑥

= ∥𝐴𝑥 − 𝑏∥2 for 𝑥 >= 0 (20)

where A the vector of components W. Only additive combinations are allowed. Any given scalogram does not have
to use all the available components.
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