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A B S T R A C T

The aim of this work is to investigate and predict ductile failure in forming processes. Experimental results
of deep drawing and corrugation processing on aluminum alloys suggest that in some cases failure can
be due to shear-dominated loadings. In order to simulate numerically failure during forming, we use the
micromechanical Madou–Leblond model, which permits to account for void shape effects that are important
under shear loadings. In the case of deep drawing, the model is able to reproduce failure either due to bottom
or shear cracks, depending on the processing conditions. In the case of corrugation processing, the model
reproduces accurately the occurrence of failure as well as the crack shape. Comparisons with the GTN model
show the importance of void shape effects upon failure.
1. Introduction

The accurate simulation of metal forming processes is of paramount
importance to increase industrial performances either by reducing the
manufacturing time or improving the quality of the products. The
simulation of forming, alternatively called virtual metal forming, has
known important successes due to the use of advanced material laws
and the development of the finite element method with geometric
nonlinearity (Banabic, 2010; Ablat and Qattawi, 2017). Among the
emaining challenges, the numerical simulation of damage, caused by
arge plastic strains during metal forming processing, is important to
rovide defect-free specimens (Saanouni, 2006; Tekkaya et al., 2020).

The ductile failure of metals is generally due to the successive nucle-
tion, growth and coalescence of micro-voids (Benzerga and Leblond,
010; Benzerga et al., 2016; Pineau et al., 2016). It is now commonly
ccepted that void nucleation can occur by decohesion at second-
hase particles–matrix interface or by particle cracking. Once voids are
ucleated, plastic flow will promote the growth of these voids, which
s accelerated by the stress triaxiality. Then important void growth
s usually followed by void coalescence which can take place in a
ariety of modes, the most dominant one being coalescence by internal
ecking (Benzerga, 2002). Recent experimental works have shown that
uctile failure can also occur under combined tension and shear, and
otably with shear-dominated loadings (Barsoum and Faleskog, 2007;

Dunand and Mohr, 2011b,a; Ghahremaninezhad and Ravi-Chandar,
2013; Haltom et al., 2013; Roth et al., 2018; Grolleau et al., 2022).
In such cases, void growth is limited and the macroscopic softening is
attributed to changes of the void shape and orientation, notably the
flattening of voids subjected to shear.

The modeling of ductile damage is based on either uncoupled
fracture criteria, such as the Hosford–Coulomb fracture model (see
e.g. Gorji and Mohr (2018), Nahrmann and Matzenmiller (2021) and
Zhang et al. (2022)), or coupled damage models. In the first approach,
the damage parameter does not affect the material behavior, whereas
in the second approach damage is coupled with elastic and/or plastic
properties (Tekkaya et al., 2020). In the coupled damage approach,
which is generally referred to as the local approach of fracture, the
modeling of ductile failure is essentially based on a detailed and
physically-based description of the local rupture process zone (Besson,
2010). Within this framework, two main approaches permit to describe
ductile damage evolution:

(1) Continuum damage mechanics (CDM) models are based on a ther-
modynamical framework following Lemaitre (1985)’s pioneering
work. In this approach, damage is taken into account through
a phenomenological internal damage state variable (which can
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be scalar or tensorial), which affects both the elastic behav-
ior and the plastic flow. This class of models is referred to
as phenomenological as their development is essentially based
on macroscopic considerations. The evolution of the damage
variable is driven by the elastic energy release rate, in which
the effect of triaxiality is accounted for. The thermodynami-
cal consistency of CDM models together with their numerous
extensions (such as damage anisotropy, plastic compressibility,
kinematic hardening, strain rate effects, etc.) make this approach
attractive, from a numerical point of view, for the simulation of
ductile damage (Bonora, 1997; Saanouni et al., 2000).

(2) Micromechanical type models are based on a local description
of the physical mechanisms of ductile failure, following mainly
(Gurson, 1977)’s seminal work.1 Gurson’s model is based on the
limit-analysis of a hollow sphere (with a rigid-plastic matrix)
subjected to conditions of homogeneous boundary strain rate.
This model is composed of a macroscopic yield criterion and
flow rule which accounts for the presence of voids through
the porosity. It is supplemented by an evolution equation for
the porosity, which acts as a damage parameter in this model
(although it can decrease in compression). Since it is limited to
the description of void growth in isotropic solids, numerous ex-
tensions have permitted to account for more realistic situations
including plastic anisotropy (Benzerga and Besson, 2001), void
shape effects (Madou and Leblond, 2012a), kinematic harden-
ing (Morin et al., 2017b), coalescence (Benzerga and Leblond,
2014), shear damage (Nahshon and Hutchinson, 2008), etc. This
approach has met, in both its original and improved forms,
considerable success in the reproduction of experimental tests of
failure of ductile materials (Benzerga et al., 2016; Pineau et al.,
2016).

In terms of numerical simulation of damage evolution during sheet
metal forming, most of the works have considered continuum damage
mechanics (see e.g. Saanouni et al. (2000), Teixeira et al. (2006), Saa-
nouni (2008), Soyarslan and Tekkaya (2010), Saxena and Dixit (2011),
Badreddine et al. (2016) and Zhang et al. (2021)). The advantages of
this class of thermodynamically-consistent models are that they can
easily account for initial and induced anisotropies, cyclic effects, mixed
hardening, through the use of advanced yield functions and plastic
potentials. However, due to the intrinsic phenomenological nature of
this approach, it is not guaranteed that the calibration of a set of
parameters for a given loading path would lead to accurate predictions
for other types of loading, since the damage parameter is not based on
a physical mechanism. On the other hand, several works have made use
of micromechanical Gurson-type models to predict failure during sheet
metal forming (Uthaisangsuk et al., 2008; Kami et al., 2015; Ying et al.,
2018; Bong et al., 2021). Overall, this class of models provides good
predictions when the triaxiality is high since in that case damage is
mainly driven by void growth. However Gurson’s model underestimates
damage occurrence in presence of shear, and in that case it requires
refinements to account for damage in shear, such as the incorporation
of ‘shear damage’ as done by Ying et al. (2018) in the simulation of
punch tests, using Nahshon and Hutchinson (2008)’s phenomenological
modification of Gurson’s model. However, Nahshon and Hutchinson
(2008)’s model predicts an increase of the porosity in pure shear which
is in contradiction with micromechanical cell calculations (Morin et al.,
2016). Therefore, the accurate simulation of sheet metal forming using
a micromechanical model which incorporates void growth and shear
effects remains a challenge.

An alternative approach for the simulation of damage under com-
plex strain paths during sheet metal forming is followed in this work. It

1 It must be noted that Gurson’s model is also thermodynamically consistent
s it belongs to the class of generalized standard materials if the porosity is
iscretized with a time-explicit scheme (Enakoutsa et al., 2007).
is based on a micromechanical description of the effect of void growth
together with void rotation and elongation. Indeed, it has been shown re-
cently that ductile failure under shear-dominated loadings is essentially
due to important changes of the shape of the voids (Nielsen et al., 2012;
Morin et al., 2016). The Madou–Leblond model of plastic porous solids
incorporating void shape effects (Madou and Leblond, 2012a,b, 2013;
Madou et al., 2013), in which the voids’ semi-axes and orientation
can evolve, is considered to simulate shear-dominated failure involved
in forming processes. It has permitted to reproduce micromechanical
cell calculations in shear-dominated loadings as well as experiments
on butterfly specimens with shear (Morin et al., 2016, 2017a) using
a heuristic coalescence modeling. A specific mention has to be made
to the work of Torki and Benzerga (2018), who considered a Gurson-
type model together with a micromechanical model of coalescence for
spheroidal voids. They succeeded in simulating the complete loss of
stress carrying in a material point in shear (due to void shape changes)
with a parameter-free model accounting for void rotation and void
shape change. However, their work is limited to spheroidal void shapes
which can be in general unrealistic for arbitrary (multi-axial) loading
states. Therefore, the aim of this paper is to investigate the predictions
of the Madou–Leblond model for general ellipsoidal voids in several
sheet forming processes in which important shear effects are observed.
We will focus on the macroscopic features of failure in the simulation
of the following experiments:

• We consider the results of the deep drawing experiments per-
formed by Gorji and Mohr (2018) on aluminum alloy 6016-T4.
Those experiments are interesting because two different modes of
failure has been observed experimentally, according to the blank
size. For large blanks, a (standard) bottom crack is observed while
for small blanks, a shear crack is observed.

• We perform new experiments of corrugation processing on alu-
minum alloy 7075-T6 following the experimental set-up of Eze-
quiel et al. (2020) (see also Elizalde et al. (2020)). When repeated,
this process belongs to severe plastic deformation processing and
thus it is meant to induce important shear deformation to achieve
grain refinement. Therefore it is a good candidate to investigate
damage in shear.

The paper is organized as follows. In Section 2, the experimental
procedures on deep drawing and corrugation processing are presented.
Section 3 recapitulates the Madou–Leblond model for ductile materials

ith void shape effects and its numerical implementation. The numeri-
al prediction of damage in deep-drawing processing is investigated in
ection 4. Finally, in Section 5 we study the evolution of damage in a
orrugation processing.

. Experimental procedures

.1. Deep drawing

We consider the deep drawing experiments performed by Gorji and
ohr (2018) (see also Gorji et al. (2016b) and Pack et al. (2018)). In

hese experiments, the material considered is an aluminum alloy 6016-
4 which is a heat treatable Al–Mg–Si alloy widely used in automotive
pplications due to its good formability and age-hardening capacity. Its
hemical composition is given in Table 1 (Thuillier et al., 2012).

The deep drawing experiments have permitted to characterize the
ut-of-plane shear fracture. The schematic of the experimental set-up
s represented in Fig. 1: it is composed of a cylindrical punch with a
5 mm diameter and 5 mm edge radius and a 77 mm diameter die
ith 3 mm edge radius. The metal blank has a square shape (of size
×𝐿) and a thickness of 1 mm. A double-sided greased blank is drawn

t a speed of 1 mm/s until rupture occurs.
Three different behaviors have been observed, depending on the

lank’s layout and blank holder force:



Table 1
Chemical composition of the Al-6016-T4 alloy.
Element Mg Si Ti Fe Cr Others (Cu, Zn) Al

wt% 0.25−0.6 1.0–1.5 max 0.15 max 0.5 max 0.1 max 0.2 Balance
Fig. 1. Set-up of the deep drawing experiments.
Fig. 2. Location of cracks observed experimentally in deep drawing experiments (after Gorji et al., 2016b). In the case of a blank-holder force of 200 kN, a shear crack appears
for a blank size 𝐿 between 133 mm and 150 mm while a bottom crack occurs for a blank size 𝐿 above 150 mm.
• No failure, which happens for small layouts.
• Bottom crack, which is the most typical type of failure in practice.

A crack occurs on the side wall, near the punch-side of the
workpiece (see Fig. 2).

• Shear crack, which may occur at the die profile, when the material
is traveling over the corner of the die (see Fig. 2).

It has been observed by Gorji et al. (2016b) that bottom cracks appear
for large metal blanks while shear cracks appear for small metal blanks.
For a blank-holder force of 200 kN, shear cracks occur for a blank
size 𝐿 between 133 mm and 150 mm while bottom cracks occur for
a blank size 𝐿 above 150 mm. The type of failure is shown in Fig. 3
for various processing conditions. In the case of the shear crack, it
has been observed by Gorji et al. (2016b) that the fracture surface
is slanted. This confirms that this failure mode is due to a shear-
dominated loading because slant cracks are generally related to shear
band localization (Benzerga and Leblond, 2010).

2.2. Corrugation processing

Experiments of corrugation have been performed on an aluminum
alloy 7075-T6 which is widely used in civil aircraft for its excellent
characteristics of specific strength and specific stiffness. Its chemical
composition is given in Table 2. This Al-7075 alloy was subjected to
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Fig. 3. Type of failure observed during deep drawing depending on the processing
conditions (Gorji, 2015).

Table 2
Chemical composition of the Al-7075-T6 alloy.

Element Si Fe Cu Mn Mg Cr Zn Ti Al

wt% 0.23 0.31 1.65 0.22 2.36 0.24 5.72 0.10 Balance

four-stage heat treatment (T6): heating up to 535 ◦C for 2 h, water
tempering, heating up to 175 ◦C for 18 h, and air cooling down to room
emperature.

This corrugation processing considered is the first step of a process
alled repetitive corrugation and straightening (RCS) which consists of
wo steps:

(1) An initial flat sheet is corrugated using two corrugation dies,
which induce important shear deformation within the sheet. At
the end of this step, the specimen is no longer a sheet as its shape
is corrugated (see Fig. 4).

(2) Then, the corrugated specimen is straightened using two flat
straightening dies. At the end of this step, the specimen is again
a flat sheet.

hese two steps correspond to a pass. Since at the end of a pass the
pecimen is flat, the originality of this process is that it is possible to
epeat these passes in order to increase the plastic deformation, which
ould lead to grain refinement (Ezequiel et al., 2020). Here we have

onsidered a case in which the specimen (made of an Al-7075-T6 alloy)
ails during the corrugation step of the first pass. This case will be useful
o study the ability of the model to predict ductile failure, as a first step
oward the full simulation of multi-pass RCS with accumulating damage
rom one pass to another. The die profile is based on two perpendicular
inusoidal functions of period 16 mm (see Elizalde et al. (2020)) which
s suitable for a sheet thickness of about 1 mm (see Fig. 4), and is
omposed of 7 × 7 elementary patterns. The size of the sheet is 120 mm
120 mm × 1 mm. Furthermore, the experiments of corrugation have

een performed without any lubrication.
Tensile tests and corrugation process were performed at a deforma-

ion speed of 0.5 and 2 mm/min respectively, using an Instron 5500R
10 kN) and an Instron 8802 (25 kN) universal testing machines. In
ll the specimens processed, a ‘cross crack’ is observed in the patterns
lose to the center (see Fig. 5).
. The Madou–Leblond model for ductile materials

In this section, we briefly recall the main equations defining the
adou–Leblond model along with its extension by Morin et al. (2016).
he reader is referred to Madou and Leblond (2012a,b, 2013) and
adou et al. (2013) for a detailed description of all model develop-
ents.

.1. Primitive form of the model

We consider in this work the Madou–Leblond model (which will
e denoted by ML hereafter) which is an extension of Gurson’s model
ncluding void shape effects, permitting to describe the evolution of
avities during shear-dominated loading supposedly responsible for
hear damage. In this model, the elementary cell 𝛺 is ellipsoidal and
ontains a confocal ellipsoidal cavity 𝜔 of semi-axes 𝑎 > 𝑏 > 𝑐
riented along the (local) unit vectors 𝐞𝑥, 𝐞𝑦, 𝐞𝑧. The cavity surface is
haracterized by the quadratic form  defined by

(𝐮) ≡
(𝐮.𝐞𝑥)2

𝑎2
+

(𝐮.𝐞𝑦)2

𝑏2
+

(𝐮.𝐞𝑧)2

𝑐2
. (1)

The matrix 𝐏 ≡ (𝑃𝑖𝑗 ) of the quadratic form  is expressed in the fixed
rame (𝐞1, 𝐞2, 𝐞3) of the observer and permits to describe the orientation
nd semi-axes ratios of the ellipsoidal cavity; indeed its diagonalization
rovides the semi-axes and the local unit vectors 𝐞𝑥, 𝐞𝑦, 𝐞𝑧 defining the
rientation. Another important parameter in this model is the porosity
which is defined as

=
vol(𝜔)
vol(𝛺)

. (2)

The matrix is supposed to be rigid-perfectly plastic and obeys a von
Mises criterion with a yield stress 𝜎0. A mixed analytical–numerical
limit-analysis has been performed on this elementary ellipsoidal cell
and led to the macroscopic yield criterion

𝛷(𝝈,𝐏, 𝑓 , 𝜎0) =
(𝝈)
𝜎20

+2(1+𝑔)(𝑓 +𝑔) cosh
[

(𝝈)
𝜎0

]

−(1+𝑔)2−(𝑓 +𝑔)2 ≤ 0.

(3)

In Eq. (3):

• (𝝈) is a quadratic form of the components of the Cauchy stress
tensor 𝝈 defined by

(𝝈) = 𝝈 ∶ Q ∶ 𝝈 (4)

where Q(𝐏, 𝑓 ) is a fourth-order tensor which is related to classical
Willis’s bound for non-linear composites (see Madou and Leblond
(2012b));

• (𝝈) is a linear form of the diagonal components of 𝝈 in the basis
(𝐞𝑥, 𝐞𝑦, 𝐞𝑧) defined by

(𝝈) = 𝜅𝐇 ∶ 𝝈 (5)

where 𝜅(𝐏, 𝑓 ) is a scalar and 𝐇(𝐏, 𝑓 ) a second-order tensor of unit
trace;

• 𝑔(𝐏, 𝑓 ) is the so-called ‘second’ porosity. It is related to the volume
fraction of a fictitious prolate spheroidal void obtained by rotating
the completely flat ellipsoid confocal to the ellipsoidal cavity 𝜔
about its major axis. This parameter is null in the case of prolate
voids, non-zero in the case of oblate voids, and reduces to the
classical ‘crack density’ of Budiansky in the case of penny-shape
cracks. It naturally arises in the limit-analysis procedure of the
ellipsoidal void and permits to account for the effect of a penny-
crack (having a null porosity) on the yield surface (Madou and
Leblond, 2012b).
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Fig. 5. Location of cracks observed in corrugation experiments.

The details and expressions of all model parameters are given
in Madou and Leblond (2012a,b).

The macroscopic yield criterion is then complemented by a macro-
copic flow rule which is classically deduced from the normality prop-
rty (since the normality of the flow rule is preserved during up-
caling):

𝑝 = �̇�

[

2𝐐 ∶ 𝝈
𝜎20

+ 2
𝜎0

(1 + 𝑔)(𝑓 + 𝑔) 𝜅𝐇 sinh
(

𝜅𝐇 ∶ 𝝈
𝜎0

)

]

,

̇
{

= 0 if 𝛷(𝝈,𝐏, 𝑓 , 𝜎0) < 0
≥ 0 if 𝛷(𝝈,𝐏, 𝑓 , 𝜎0) = 0

(6)

here 𝐃𝑝 is the Eulerian plastic strain rate and �̇� the plastic multiplier.
The evolution equation of the porosity, corresponding to void

rowth, is deduced from the incompressibility of the matrix

̇𝑔 = (1 − 𝑓 )tr(𝐃𝑝). (7)

Finally, the evolution equation of the matrix 𝐏 (characterizing the
hape and orientation of the ellipsoidal voids) is given by

̇ = −𝐏.(𝐃𝑣 +Ω𝑣) − (𝐃𝑣 +Ω𝑣)𝑇 .𝐏 (8)

here 𝐃𝑣 and Ω𝑣 are respectively the strain-rate and rotation-rate
ensors of the cavity. These rates are given by:
{

𝐃𝑣 = L ∶ 𝐃𝑝

𝑣 𝑝 (9)

Ω = 𝜴 + R ∶ 𝐃 , s
here 𝜴 is the rotation-rate tensor of the material (antisymmetric part
f the velocity gradient). The tensors L(𝐏, 𝑓 ) and R(𝐏, 𝑓 ) are fourth-

order ‘localization tensors’, as the tensor L relates the (local) void
strain-rate 𝐃𝑣 to the macroscopic strain-rate 𝐃, and the tensor R relates
the (local) void rotation-rate Ω𝑣 to the macroscopic rotate-rate Ω.
They are based on plastic corrections of the elastic formula provided
by Ponte Castañeda and Zaidman (1994) in the elastic case, determined
by numerical analyses. The details and expressions of these tensors can
be found in Madou et al. (2013).

.2. Extensions of the model

Following Morin et al. (2016, 2017a), the primitive ML model is
ompleted using several (heuristic) extensions that allow the model to
e applicable for practical materials and situations. This includes no-
ably Tvergaard’s parameter, coalescence modeling, strain hardening,
ucleation and bounds on the semi-axes.

First we introduce the ‘Tvergaard parameter’ in both the yield
riterion (3) and the flow rule (6). This parameter was introduced in
rder to account for more realistic shapes of the elementary cell (Tver-
aard, 1981). In the ML model, this is done by replacing the term
𝑓 + 𝑔) by 𝑞(𝑓 + 𝑔), where 𝑞 is a (heuristic) coefficient which is usually
lightly larger than unity. Furthermore, it has been shown in Gologanu
1997) that this parameter should depend on the void shape. Thus,
ollowing Gologanu (1997) and Morin et al. (2016), this parameter is

given by

𝑞 = (1 − 𝑘)𝑞prol + 𝑘𝑞obl , 𝑘 =
√

𝑏2 − 𝑐2

𝑎2 − 𝑐2
,

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑞prol = 1 + (𝑞sph − 1)
[

2𝑎∕𝑐
1 + (𝑎∕𝑐)2

]3∕2

𝑞obl = 1 + (𝑞sph − 1)
[

2𝑎∕𝑐
1 + (𝑎∕𝑐)2

]
(10)

where 𝑞sph is Tvergaard (1981)’s original value of 𝑞 for spherical voids,
and 𝑞prol and 𝑞obl those of Gologanu (1997) for prolate and oblate voids.

Since ductile tearing is ultimately due to void coalescence, a sim-
le (phenomenological) model of coalescence is considered. We fol-
ow Tvergaard and Needleman (1984)’s classical modification of Gur-
on (1977)’s model, which consists in replacing the porosity 𝑓 by some
arger fictitious one 𝑓 ∗, once some ‘critical value’ 𝑓𝑐 has been reached.
ince in the ML model the relevant parameter in the criterion (leading
o softening) is no longer 𝑓 but 𝑓 + 𝑔, Tvergaard and Needleman
1984)’s modification will apply to 𝑓 + 𝑔:

𝑓 + 𝑔)∗ =
{

𝑓 + 𝑔 if 𝑓 + 𝑔 ≤ (𝑓 + 𝑔)𝑐
(𝑓 + 𝑔)𝑐 + 𝛿

[

(𝑓 + 𝑔) − (𝑓 + 𝑔)𝑐
]

if 𝑓 + 𝑔 > (𝑓 + 𝑔)𝑐

(11)

here (𝑓+𝑔)𝑐 and 𝛿 > 1 are parameters. This model is heuristic and has
ermitted to capture the onset of coalescence in the cases of (i) unit-cell
alculations in shear (Morin et al., 2016) and (ii) a butterfly specimen
ubjected to shear-dominated loadings (Morin et al., 2017a).
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Fig. 6. Mesh considered for the deep drawing simulations. Half of the experimental model is shown as transparent parts and only 1∕8𝑡ℎ of the model is meshed. For illustrative
urposes, the distributions of the mechanical quantities will be represented on the whole specimen using symmetry.
T

t

Fig. 7. Experimental and numerical stress–strain curves of the aluminum alloy 6016-T4
used in the deep drawing experiments.

As explained in Section 3.1, the model ML is based on limit-analysis
hich assumes that the matrix is rigid-perfectly plastic, excluding by
ssence strain hardening effects. However it can be accounted for
pproximately by following Gurson (1977)’s approximate approach.2
he (constant) yield limit 𝜎0 in the criterion (3) is replaced by some

average yield stress’ �̄� given by:

�̄� ≡ 𝜎(�̄�) (12)

here 𝜎(𝜀) is the function providing the yield limit as a function of
he local accumulated plastic strain 𝜀, and �̄� represents some ‘average
quivalent strain’ in the sound matrix. The evolution of �̄� is then
educed by assuming that the plastic dissipation on the ML model

∶ 𝐃𝑝 (13)

s equal to the plastic dissipation in some fictitious porous ‘equivalent’
aterial which has the same porosity 𝑓 . In this equivalent material, the
lastic dissipation is thus taken as

1 − 𝑓 )�̄� ̇̄𝜀. (14)

2 It could also be possible to use Morin et al. (2017b)’s explicit approach
ased on sequential limit-analysis.
he evolution equation of �̄� is then given by

̇̄𝜀 = 𝝈 ∶ 𝐃𝑝

(1 − 𝑓 )�̄�
. (15)

Finally, void nucleation is accounted for by considering the strain-
controlled model of Chu and Needleman (1980). The nucleation rate
is given by

̇𝑓n =
𝑓𝑁

𝑠𝑁
√

2𝜋
exp

[

−1
2

(

𝜀 − 𝜀𝑁
𝑠𝑁

)2
]

× �̇� (16)

where 𝑓𝑁 , 𝜀𝑁 and 𝑠𝑁 are respectively the volume fraction, average
nucleation strain and standard deviation. The evolution equation of the
porosity thus reads

̇𝑓 = ̇𝑓g + ̇𝑓n. (17)

In order to unravel the effect each damage mechanisms upon the
failure, we will also consider as post-treatments, the ‘nucleated poros-
ity’ 𝑓n and the ‘void growth porosity’ 𝑓g which are defined from their
respective rates (16) and (7) by

𝑓n = ∫

𝑡

0
̇𝑓n(𝜏)d𝜏; 𝑓g = ∫

𝑡

0
̇𝑓g(𝜏)d𝜏 = 𝑓 − 𝑓n − 𝑓0. (18)

It is interesting to note that in the case of void collapse (if 𝐃𝑝 < 0), the
so-called ‘void growth porosity’ 𝑓g can be negative but it must verify

𝑓g ≥ −𝑓0 − 𝑓n (19)

since the total porosity 𝑓 cannot be negative.

3.3. Scalar damage parameter characterizing failure

In the model ML, softening is due to both the porosity and void
shape effects (through the second porosity). Following Morin et al.
(2016), it is interesting to define (as a post-treatment) a damage
parameter 𝑑, tied to both 𝑓 and 𝑔, which characterizes the progressive
degradation of the material.

If we assume that the material is entirely failed (𝝈 = 𝟎), we can
obtain from the yield criterion (3):

2𝑞(1+𝑔)(𝑓 +𝑔)∗−(1+𝑔)2−𝑞2(𝑓 +𝑔)∗2 = −
(

1 + 𝑔 − 𝑞(𝑓 + 𝑔)∗
)2 = 0. (20)

It follows that 𝑞(𝑓 + 𝑔)∗ = 1 + 𝑔. The damage parameter 𝑑 can thus be
defined by

𝑑 =
𝑞(𝑓 + 𝑔)∗

1 + 𝑔
, (21)

he values 𝑑 = 0 and 𝑑 = 1 corresponding to absence of damage and
total damage, respectively. This parameter, which does not play any
role in the constitutive equations, permits the evaluation, as a post-
treatment of the results, of the location and importance of damage in

a structure.



D

d

3

c
a

Fig. 8. Location of the bottom crack during deep drawing with a blank size 𝐿 = 152 mm. (a) Distribution of the damage parameter 𝑑 for a punch displacement of 16 mm, (b)
istribution of the damage parameter 𝑑 for a punch displacement of 18 mm, (c) Distribution of the damage parameter 𝑑 for a punch displacement of 20 mm (final step of the

simulation) and (d) Photograph of the quasi-fractured specimen (after Gorji and Mohr, 2018).
Fig. 9. Distribution of the porosity 𝑓 in the simulation of a bottom crack during deep drawing with a blank size 𝐿 = 152 mm. (a) Punch displacement of 16 mm and (b) Punch
isplacement of 20 mm.
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.4. Numerical implementation of the model

The model has been implemented numerically in the finite element
ode Abaqus through a UMAT procedure (see Morin et al. (2016)
nd Leblond (2015)). Several ad-hoc modifications have been added

to the previous constitutive equations to avoid numerical issues:

• Contact effects. Since the ellipsoidal shape can evolve during
straining, the semi-axes 𝑎, 𝑏 and 𝑐 can decrease. In order to
avoid negative values after their evolution, contact conditions
have been incorporated heuristically. Minimum (positive) values
𝑎min, 𝑏min and 𝑐min are prescribed. Then, if at some stage of the
calculation the value of a semi-axis, say 𝑐, becomes smaller than
its minimal value 𝑐min, it is replaced by 𝑐min. In turns the porosity
is adjusted to match the new value (updated) of the semi-axis.

• Maximal ratio 𝑎∕𝑐. As in the previous case, several numerical
issues may occur when the ratio 𝑎∕𝑐 is too large, because in that
case the matrix 𝐏 is ill-defined which leads to numerical problems
in the calculation of the eigenvalues. Then, if at some stage of
the calculation the ratio 𝑎∕𝑐 becomes larger than a limiting value
(𝑎∕𝑐)max, it is replaced by (𝑎∕𝑐)max. (As before, the porosity is
adjusted to match the new value (updated) of the semi-axis).

• Element deletion. In practice, softening can become abrupt when
the damage parameter reaches high values, typically when 𝑑 ≥
0.3. In absence of void shape effects (i.e. 𝑔 = 0) and using
𝑞 = 1.5, this value would correspond to 𝑓 ∗ = 0.2 so damage
is already very important. Therefore, it is of interest to ‘delete’

elements that can be considered as (almost) totally damaged.
Indeed in practice when such high values are reached, fracture
occurs almost instantaneously. Thus, when the damage parameter
𝑑 becomes larger than a critical value, 𝑑𝐹 , the stress is imposed to
become nil, that is 𝝈 = 𝟎, which corresponds to element deletion.

3.5. Comments

The ML model contains numerous parameters which in fact depend
solely on a small set of initial parameters:

• Initial volume fraction: 𝑓0;
• Initial void shape and orientation of the cavity: 𝐏0;
• Coalescence parameters: (𝑓 + 𝑔)𝑐 and 𝛿;
• Nucleation parameters: 𝜀𝑁 , 𝑠𝑁 and 𝑓𝑁 .

nce these parameters are known, the yield criterion is fully deter-
ined. The porosity 𝑓 is then evolved using Eq. (17), and the quadratic

form is evolved using Eq. (8). If we assume that the voids are initially
spherical (which is the case in most practical situations), the matrix
𝐏0 is a multiple of the identify matrix, and the remaining parameters
to calibrate (𝑓0, (𝑓 + 𝑔)𝑐 , 𝛿, 𝜀𝑁 , 𝑠𝑁 and 𝑓𝑁 ) correspond to the same
parameters that are initially required for GTN model. Therefore, if voids
are initially spherical, the calibration of ML can be done exactly as for
GTN model, and void shape effects are an emergent feature of the model.
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Fig. 10. Evolution of internal parameters in the element that fails first in the simulation of bottom crack during deep drawing (with a blank size 𝐿 = 152 mm). (a) Damage
parameter 𝑑, total porosity 𝑓 , second porosity 𝑔, nucleated void 𝑓n and porosity due to void growth 𝑓g, (b) Stress triaxiality 𝑇 and (c) Semi-axes 𝑎∕𝑐 and 𝑏∕𝑐. The onset of
oalescence is represented by a dotted vertical line.
. Numerical prediction of damage in deep-drawing

.1. Description of the numerical simulations

umerical model A 3D finite element model of the deep drawing pro-
ess has been made using the commercial code ABAQUS/Standard.
ue to the symmetry of the process, only 1∕8𝑡ℎ of the specimen is
onsidered (see Fig. 6). The sheet metal is modeled as a 3D deformable
art and the mesh is composed of 29 575 elements and 36 276 nodes;
e use selectively subintegrated 8-node trilinear brick (C3D8 elements

n ABAQUS) which are suitable for quasi-incompressible plasticity as
hey permit to overcome volumetric locking. The mesh contains 6
lements in the sheet thickness. The punch, blank-holder and die are
odeled as rigid 3D shells and are meshed with 2266, 1978 and
380 R3D4 elements respectively. Contact conditions are considered
etween the sheet and the rigid parts: the friction is accounted for by
Coulomb friction model in which the frictional force is related to

he normal pressure applied on the surface. A value of 0.015 for the
friction coefficient was used in the simulations as the blank during the
experimental process was completely greased on both sides.

Material parameters An important task concerns the calibration of the
ML model parameters for the 6016-T4 aluminum alloy used in the
experiments of Gorji and Mohr (2018).

First, since 6016-T4 aluminum alloy exhibits a very small anisotropy
(Gorji et al., 2016a; Pack et al., 2018; Cai et al., 2020), we assume that
its behavior is isotropic and the hardening behavior of the material is
assumed to follow a Swift–Voce law:

𝜎(𝜀) = 𝜔𝐴
(

�̄�𝑝 + 𝜀0
)𝑛 + (1 − 𝜔)

(

𝑘0 +𝑄
(

1 − 𝑒−𝛽�̄�𝑝
))

, (22)

where the parameters 𝜔, 𝐴, 𝑛, 𝜀0, 𝑘0, 𝑄 and 𝛽 have been calibrated
by Gorji and Mohr (2018) and are provided in Table 3. In Eq. (22), �̄�𝑝
is the accumulated plastic strain.

The most difficult part concerns the calibration of the parameters
related to damage (initial porosity, initial shape of voids, nucleation
parameters and coalescence parameters). For the same aluminum alloy
AA6016-T4, the initial porosity and nucleation parameters have been
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Fig. 11. Location of the shear crack during deep drawing with a blank size 𝐿 = 140 mm. (a) Distribution of the damage parameter 𝑑 for a punch displacement of 20 mm, (b)
Distribution of the damage parameter 𝑑 for a punch displacement of 25 mm, (c) Distribution of the damage parameter 𝑑 for a punch displacement of 28.8 mm (final step of the
simulation) and (d) Photograph of the quasi-fractured specimen (after Gorji and Mohr, 2018).
Fig. 12. Distribution of the porosity 𝑓 in the simulation of a shear crack during deep drawing with a blank size 𝐿 = 140 mm. (a) Punch displacement of 20 mm and (b) Punch
displacement of 28.8 mm.
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Table 3
Swift–Voce hardening law parameters for the AA6016-T4.

Material 𝜔 𝐴
[MPa]

𝑛 𝜀0 𝑘0
[MPa]

𝑄
[MPa]

𝛽

AA6016-T4 0.739 286.15 0.229 0.0161 160.1 464.5 9.89

calibrated by Thuillier et al. (2012) using X-ray micro-tomography
during interrupted tensile tests. In several test samples, the initial
volume fraction was found to vary in-between 4.64 × 10−4 and
5.98 × 10−4; therefore we have considered the value 𝑓0 = 5 × 10−4.
Furthermore, in the initial state, voids can be considered as spherical
so that the initial matrix 𝐏0 is a multiple of the identity matrix; we
thus consider that (𝑃0)𝑖𝑗 = 𝛿𝑖𝑗 (where 𝛿𝑖𝑗 is Kronecker symbol). A value
𝑞 = 1.5 was classically considered for the Tvergaard parameter. Then,
the experimental evolution of the void volume fraction as a function of
the strain (in a tensile test) has permitted to calibrate the nucleation
parameters (see Thuillier et al. (2012)): 𝑓𝑁 = 0.018, 𝜀𝑁 = 0.9 and
𝑁 = 0.4. The coalescence parameters are calibrated by fitting the
odel’s predictions with the evolution of void volume fraction provided

y Thuillier et al. (2012): this leads to (𝑓 + 𝑔)𝑐 = 0.002 and 𝛿 = 6.
inally, a value 𝑑 = 0.3 was chosen for the element deletion (in order
𝐹 T
Table 4
Parameters for the model ML in the case of the AA6016-T4.

𝑞 𝑓0 (𝑓 + 𝑔)𝑐 𝛿 𝑓𝑁 𝜀𝑁 𝑠𝑁 𝑑𝐹 (𝑃0)𝑖𝑗
AA6016 1.5 0.0005 0.002 6 0.018 0.9 0.4 0.3 𝛿𝑖𝑗

to avoid numerical instabilities during total fracture). A summary of all
the damage parameters is given in Table 4.

It must be noted that the critical value (𝑓 + 𝑔)𝑐 that has been
calibrated seems small, although it is in the range of actual values from
the literature for GTN model (Benseddiq and Imad, 2008). Furthermore,
t has been shown by Springmann and Kuna (2005) that, in the case of
TN model, several sets of parameters (𝑓0, 𝑓𝑐 ) can lead to nearly similar
redictions of a tensile test. They notably show that an increase of 𝑓0 of
ne order of magnitude requires that 𝑓𝑐 is also increased by one order
f magnitude. Therefore, since we considered a very small value for
he initial porosity 𝑓0 = 5 × 10−4, it is not surprising that the critical
alue is ‘small’. Nonetheless, the ratio (𝑓 + 𝑔)𝑐∕𝑓0 (which is equal to
) and the value of 𝛿 are in agreement with previous numerical studies
f shear-dominated fracture using the model ML (Morin et al., 2016,
017a).

The experimental stress–strain curve of the aluminum alloy 6016-

4 is compared to the predictions of the model (using the calibrated
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Fig. 13. Evolution of internal parameters in the element that fails first in the simulation of a shear crack during deep drawing with a blank size 𝐿 = 140 mm. (a) Damage
parameter 𝑑, total porosity 𝑓 , second porosity 𝑔, porosity due to nucleation 𝑓n and porosity due to void growth 𝑓g, (b) Stress triaxiality 𝑇 and (c) Semi-axes 𝑎∕𝑐 and 𝑏∕𝑐. The
nset of coalescence is represented by a dotted vertical line.
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arameters) in Fig. 7. Overall, a good agreement is observed between
he numerical and experimental stress–strain curves.

rocess conditions The deep-drawing process will be considered for
blank-holder force 𝐹 = 200 kN. For this force, it was observed

xperimentally that the cracking mode depends on the blank size.
ence, several blank sizes, ranging from 130 mm to 152 mm, will be
onsidered in the numerical simulations to study the cracking mode.
e will then present detailed results in only two cases which lead

o different damage mechanisms. We consider (i) a large blank size
= 152 mm for which a bottom crack occurs and (ii) a small blank

ize 𝐿 = 140 mm, for which a shear crack occurs.

uantities investigated Several quantities will be studied in order to
nvestigate the damage occurrence during deep drawing: (i) the dis-
ribution of the damage parameter 𝑑 and the porosity 𝑓 in the whole
pecimen at several snapshots and (ii) the evolution of several internal
arameters (𝑓 , 𝑓n, 𝑓g, 𝑔, 𝑑, and semi-axes ratios) and the triaxiality (𝑇 )
n the element that fails first.
 c
.2. Simulation of a bottom crack

We begin with the simulation of a bottom crack during deep draw-
ng with a blank-holder force 𝐹 = 200 kN. For this force, bottom cracks
re simulated numerically for blank sizes roughly higher than 145 mm,
hich is in agreement with the experimental observations (see Fig. 3).

In the case 𝐿 = 152 mm which is considered hereafter, the numerical
imulation ends at a displacement of about 20 mm, due to a numerical
nstability: the very final stage of the fracture process becomes unstable
nd the final softening is abrupt, the slope of the force–displacement
urve becoming vertical. Hence, the bottom crack simulated numeri-
ally occurs for a punch displacement which is in agreement with the
xperimental value (of about 20.5 mm).

The distribution of the damage parameter 𝑑 is represented for
everal punch displacements (16 mm, 18 mm and 20 mm which corre-
ponds to final step of the calculation) and is compared to the fractured
pecimen in Fig. 8. It is slightly asymmetric due to the presence of

orners in the sheet. The location of the crack at the bottom of the
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Fig. 14. Comparison of the punch force–displacement curves using ML and GTN for
he two blank sizes considered (𝐿 = 140 mm and 𝐿 = 152 mm).

pecimen (through the damage parameter 𝑑) is globally well repro-
uced by the ML model during the simulation, by comparison to the
hotograph of the quasi-fractured specimen (Fig. 8). The crack location
s slightly more toward the base than in the experimental results, which
an be due to the value considered for the friction coefficient. Indeed, a
odification of the friction coefficient can cause necking and fracture

o initiate at different locations without modifying much the overall
ehavior (see e.g. Zhang et al. (2017)).

In addition, the distribution of the porosity 𝑓 is represented in Fig. 9
for two punch displacements (16 mm and 20 mm). The distribution
of the porosity is very similar to that of the damage parameter in
terms of pattern. However, the maximal value of the porosity reaches
0.02 while it was roughly 0.2 for the damage parameter (for a punch
displacements of 20 mm). Therefore, according to the definition of the
damage parameter 𝑑 (see Eq. (21)), the difference between the values
of 𝑑 and 𝑓 can be attributed by two factors, void shape effects (through
the second porosity 𝑔) and/or coalescence (through the term (𝑓 + 𝑔)∗).

In order to investigate the role of each mechanism in the final
failure, the evolution of the total porosity 𝑓 , second porosity 𝑔, nu-
cleated porosity 𝑓n (defined by Eq. (18)), void growth porosity 𝑓g
(defined by Eq. (18)), stress triaxiality 𝑇 and semi-axis ratios 𝑎∕𝑐 and
𝑏∕𝑐 are represented (versus the punch displacement) in Fig. 10 in the
element that fails first. Prior to the coalescence occurrence (for a punch
displacement before 13 mm), it is interesting to note that both 𝑓g, 𝑓n
and 𝑔 increase, with similar rates. Therefore, it can be considered that
the onset of coalescence is equitably triggered by void growth, void
nucleation and void shape effects. The importance of void growth and
nucleation on ductile failure during deep drawing with large blanks
is actually expected as it was shown in previous works that Gurson’s
model (for spherical voids) permits to reproduce the location of bottom
cracks (see e.g. Kami et al. (2014)). However, it is still interesting to
ote that in this case, the triaxiality in this element is roughly constant
efore localization with a value 𝑇 ∼ 0.6: this corresponds to a bi-axial
tress state. This is confirmed by the evolution of the semi-axis 𝑎∕𝑐
nd 𝑏∕𝑐, as the major and middle axes are almost the same during the
volution so that the cavity is close to an oblate spheroidal void. The
 t
maximal value for the semi-axes ratio is of about 𝑎∕𝑐 ∼ 1.7 which can 
be considered as moderate void shape effects.

It is important to note that the evolution of the internal parameters
is not shown during the entire coalescence stage because the coales-
cence modeling is heuristic so that after coalescence, the evolution of
the internal parameters should be interpreted carefully (Morin et al.,
2016). Indeed, once coalescence begins, the quantity (𝑓 +𝑔) is replaced
by (𝑓 + 𝑔)∗ (using the heuristic model of Tvergaard and Needleman
(1984)) in the criterion and the plastic flow rule. Hence, the criterion
and plastic flow are modified, which in turns increases (notably) the
void growth rate. This explains that the porosity 𝑓 starts increasing
rapidly. Interestingly, the second porosity 𝑔 also increases rapidly,
although void shape effects seem to decrease as the ratios 𝑎∕𝑐 and 𝑏∕𝑐 
decrease after a punch displacement of 15 mm.

4.3. Simulation of a shear crack

We continue with the simulation of a shear crack (still with a blank-
holder force 𝐹 = 200 kN). For this blank-holder force, shear cracks
always occur for a blank size roughly between 130 mm and 145 mm,
which is in agreement with the experimental observations (see Fig. 3).

In the case 𝐿 = 140 mm which is considered hereafter, the numerical
simulation ends at a displacement of about 28.8 mm, due to a numerical
instability: indeed, as in the case of a bottom crack, the very final
stage of the fracture process becomes unstable. Therefore, the shear
crack simulated numerically occurs for a punch displacement which
is in agreement with the experimental value (of about 27.4 mm). In
both cases (numerically and experimentally), the punch displacement
leading to the shear crack is higher than that leading to the bottom
crack.

The distribution of the damage parameter 𝑑 is represented for
several punch displacements (20 mm, 25 mm and 28.8 mm just at
the final step) and is compared to a photograph of the quasi-fractured
specimen in Fig. 11. As in the case of a bottom crack, the distribution
of the damage parameter is asymmetric due to the presence of corners
in the sheet. The location of the crack is well reproduced by the ML
model during the simulation, by comparison with the photograph of
the quasi-fractured specimen. Interestingly this location differs from
that usually observed for large blanks (bottom crack). Indeed, in the
shear crack case the crack initiates at the top of the sheet instead of
the bottom. Furthermore, it is remarkable to note that the initiation
of the experimental crack, namely in the region of the sheet corner,
is also reproduced by the numerical simulation, emphasizing that the
numerical calculation is able to predict the experimental cracking
behavior.

As in the case of the bottom crack, the distribution of the porosity,
which is represented in Fig. 12 for several punch displacements (20 mm
nd 28.8 mm), is very similar to that of the damage parameter, but
heir maximal values are very different (the porosity reaches 0.03 while
he damage parameter reaches 0.3). Again, this difference is due to a
oupling between void shape effects and coalescence.

The evolution of the total porosity 𝑓 , second porosity 𝑔, nucleated
orosity 𝑓n, void growth porosity 𝑓g, triaxiality 𝑇 and semi-axes ratios
∕𝑐 and 𝑏∕𝑐 are represented (versus the punch displacement) in Fig. 13
n the element that fails first. Before the coalescence occurrence (i.e. for
punch displacement before 18 mm), it is interesting to note that the

partial porosity’ due to void growth (𝑓g) decreases while the ‘partial
orosity’ due to nucleation 𝑓n as well as the second porosity 𝑔 increase,
ith similar proportions. Therefore, in the case of a shear crack, the
odel predicts no void growth of initial voids but a small void closure.
he increase of the quantity (𝑓 + 𝑔) is thus solely due to void shape
through 𝑔) and void nucleation (through 𝑓n). If void nucleation would
ave been disregarded, the total porosity 𝑓 would have decreased; in
uch case, the threshold (𝑓 + 𝑔)𝑐 can be attained only with an increase
f 𝑔 which corresponds to void shape effects. Here, in the present case,

he threshold (𝑓 + 𝑔)𝑐 is attained due to an increase of both 𝑔 and 𝑓n,
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Fig. 15. Distribution of the porosity using the GTN model in the simulation of deep drawing with a blank size 𝐿 = 152 mm. (a) Punch displacement of 20 mm and (b) Punch
displacement of 23.7 mm.
Fig. 16. Distribution of the porosity using the GTN model in the simulation of deep drawing with a blank size 𝐿 = 140 mm. (a) Punch displacement of 28.8 mm and (b) Punch
displacement of 35 mm.
Fig. 17. Geometry considered in the simulations of corrugation.
but the rate of 𝑔 is higher than the rate of 𝑓n, emphasizing that void
shape effects are dominant in this problem and void nucleation plays
a minor role. It is worth noting that the stress triaxiality is of about
𝑇 ∼ 0 before coalescence, confirming that the local stress state is pure
shear (which explains the decrease of the porosity 𝑓g due to the sole
void closure mechanism). In that case, important void shape effects are
observed, as the void semi-axes ratios reach respectively 𝑎∕𝑐 ∼ 4.25
and 𝑏∕𝑐 ∼ 2.25: the cavity has become a general ellipsoidal void with
three very different axes 𝑎 > 𝑏 > 𝑐. The predictions of the model are in
agreement with the findings of Gorji and Mohr (2018) who postulated
hat the damage mechanism in that case was due to shearing.

Again, it should be also noted that after coalescence the evolution of
he internal parameter should be interpreted even more carefully than
n the bottom crack case (Morin et al., 2016). Indeed after coalescence,
hen the quantity (𝑓 + 𝑔) is replaced by (𝑓 + 𝑔)∗, artificial void growth

an be observed even during pure shear. This is due to the heuristic
odel of coalescence of Tvergaard and Needleman (1984), as shown
reviously by Morin et al. (2016).
Table 5
Parameters for the Gurson model in the case of the AA6016-T4.

𝑞 𝑓0 𝑓𝑐 𝛿 𝑓𝑁 𝜀𝑁 𝑠𝑁 𝑑𝐹
AA6016 1.5 0.0005 0.002 4 0.018 0.9 0.4 0.3

4.4. Comparison with Gurson’s model

The predictions of the ML model are now compared to that of
Gurson’s model, in order to assess the importance of void shape effects
on shear-dominated ductile fracture.

First, the set of parameters calibrated for the ML model (see Table 4)
was found to slightly underestimate ductility during the tensile test.
Therefore, an appropriate calibration for Gurson’s model parameters
has been performed in order to reproduce accurately the tensile test
(see Table 5 for the set of parameters).

The force–displacement curves of the punch obtained using Gurson’s
model are compared to that obtained with the ML model in Fig. 14, for
the two cases considered (𝐿 = 140 mm and 𝐿 = 152 mm). Before the
total failure, the overall behavior is quite similar irrespective of the
model used.
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Fig. 18. Mesh considered in the simulations of corrugation. Half of the experimental
odel is shown as transparent parts and only 1∕8𝑡ℎ of the model is meshed. The sheet

s shown in yellow, the corrugation dies in red and the straightening dies in blue.

Fig. 19. Experimental and numerical stress–strain curves of the aluminum alloy
7075-T6 used in the corrugation experiments.

In the case of a large blank size (𝐿 = 152 mm), failure occurs
for a displacement of about 23.7 mm using Gurson’s model. (Note
that failure occurred for a displacement of about 20 mm using the
ML model). The distribution of the porosity, for Gurson’s model, is
represented in Fig. 15. For a punch displacement of 20 mm, the damage
parameter is not localized yet at the bottom of the specimen but it
localizes for a displacement of 23.7 mm. Therefore, Gurson’s model
is, as expected, able to predict the bottom crack (as the triaxiality is
positive) but it slightly overestimates the ductility as the displacement
at failure is higher than that observed experimentally (20.5 mm).

In the case of a small blank size (𝐿 = 140 mm), there is no failure
(at least for the displacements considered) using Gurson’s model while
failure was predicted using the ML model for a punch displacement of
about 28.8 mm. The distribution of the porosity, for Gurson’s model,
is represented in Fig. 16 for two displacements of the punch (28.8 and
35 mm). Using Gurson’s model, the damage parameter is not localized
in contrast with the ML model which predicts a localization of damage
 t
Table 6
Swift hardening law parameters for the AA7075-T6.

Material 𝐴 [MPa] 𝑛 𝜀0
AA7075-T6 673.85 0.1529 0.0075

Table 7
Parameters for the model ML in the case of the AA7075-T6.

𝑞 𝑓0 (𝑓 + 𝑔)𝑐 𝛿 𝑓𝑁 𝜀𝑁 𝑠𝑁 𝑑𝐹 (𝑃0)𝑖𝑗
AA7075 1.5 0.0005 0.005 4 0.01 0.6 0.2 0.3 𝛿𝑖𝑗

leading to a macroscopic crack. Thus in that case, Gurson’s model is not
able to predict the shear crack; this was expected as this model does not
predict softening in shear because there is no increase of the porosity
(which is the damage parameter in this model) in pure shear.

5. Numerical prediction of damage in corrugation processing

5.1. Description of the numerical simulations

Numerical model A 3D finite element model of the corrugation pro-
cessing has been made using the commercial code ABAQUS/Standard.
Following Tajdary et al. (2021) (see also Ezequiel et al. (2020)), the
simulation of multi-pattern RCS can be performed on a single elemen-
tary pattern subjected to symmetric boundary conditions on its lateral
edges (see Fig. 17). Furthermore, due to the symmetry of the process
within one pattern, only 1∕8𝑡ℎ of the pattern is meshed and symmetric
boundary conditions are applied in the middle of the model; a sketch
of the mesh is represented in Fig. 18. The sheet metal is modeled as a
3D deformable part and the mesh is composed of 20 288 elements and
23 823 nodes; as in the deep drawing simulation, we use selectively
subintegrated 8-node trilinear brick (C3D8 elements in ABAQUS) which
are suitable for quasi-incompressible plasticity. The mesh contains 10
elements in the sheet thickness. The corrugation and straightening dies
are modeled as rigid 3D shells and are meshed with 1039 and 958 R3D4
elements respectively. Contact conditions are considered between the
sheet and the rigid parts using a Coulomb friction model, with a value
of 0.25 for the friction coefficient (see Ezequiel et al. (2020)). In this
case the value for the friction coefficient is higher than that considered
in the deep drawing problem because the corrugation experiments
have been performed without lubrication. It should be noted that,
as explained in Section 2, failure occurs during the corrugation step
for this material, so the straightening step is not reached in those
simulations.

Material parameters Recent experimental works have shown that alu-
minum alloys 7075 exhibit a moderate anisotropy (Pandya et al.,
2020); therefore as a first approximation we assume that its behavior
is isotropic and the hardening behavior follows a Swift law:

𝜎(𝜀) = 𝐴(𝜀0 + �̄�)𝑛 (23)

where the parameters 𝐴 and 𝜀0 have been calibrated using a tensile test
(see also Yang et al. (2021) for a similar calibration) and are provided
n Table 6.

Then, as in the case of the aluminum alloy AA6016-T4, one needs
o calibrate the parameters related to damage. Accordingly, several
imulations of the tensile test were performed in order to find the set
f parameters that reproduces at best the experimental tensile test. The
alibrated set of parameters is given in Table 7. In this case, the ratio
𝑓 + 𝑔)𝑐∕𝑓0 (equal to 4) and the value of 𝛿 are in agreement with the
esults obtained in Morin et al. (2016).

The experimental stress–strain curve of the aluminum alloy 7075-
6 is compared to the predictions of the model (using the calibrated
arameters) in Fig. 19. Overall, a good agreement is observed between
he numerical and experimental stress–strain curves.
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Fig. 20. Location of the ‘cross-shaped’ crack in the corrugation process. (a) Distribution of the damage parameter 𝑑 for a die displacement of 2.8 mm, (b) Distribution of the
damage parameter 𝑑 for a die displacement of 3 mm, (c) Distribution of the damage parameter 𝑑 for a die displacement of 3.3 mm (final step of the simulation) and (d) Photograph
of the cross-shaped crack (on one motif) of the quasi-fractured multi-motif specimen (after a displacement of 3.2 mm).
Fig. 21. Distribution of the porosity 𝑓 in the simulation of corrugation processing. (a) Die displacement of 3 mm and (b) die displacement of 3.3 mm.
Quantities investigated As in the case of deep drawing, several quantities
will be studied in order to investigate the damage occurrence: (i) the
distribution of the damage parameter 𝑑 and the porosity 𝑓 in the whole
specimen at several snapshots and (ii) the evolution of several internal
parameters (𝑓 , 𝑓n, 𝑓g 𝑔, 𝑑, and semi-axes ratios) and the triaxiality (𝑇 )
n the element that fails first.
5.2. Results

The numerical simulation ends at a die displacement of about
3.3 mm, due to a numerical instability (the slope of the force–
displacement curve becomes vertical). The crack simulated numerically
thus occurs for a die displacement which is in agreement with the
experimental value (of about 3.2 mm).



Fig. 22. Evolution of internal parameters in the integration point that fails first in the simulation of corrugation processing. (a) Damage parameter 𝑑, total porosity 𝑓 , second
porosity 𝑔, porosity due to nucleation 𝑓n and porosity due to void growth 𝑓g, (b) Stress triaxiality 𝑇 and (c) Semi-axes 𝑎∕𝑐 and 𝑏∕𝑐.
i
s
a

Then, the distribution of the damage parameter 𝑑 is represented
for several displacements of the corrugation die (2.8 mm, 3 mm and
3.3 mm which is the end of the simulation), and is compared to the
fractured specimen in Fig. 20. Overall, the location of the crack and
its ‘cross’ shape are well reproduced by the ML model during the sim-
ulation of the corrugation, by comparison with the photograph of the
quasi-fractured specimen (taken on a pattern far from the boundaries).
In the simulation, the damage parameter becomes localized with very
high values (higher than 0.2) for a displacement of about 3.3 mm which
is in agreement with the experimental values.

In addition, the distribution of the porosity is represented in Fig. 21
for two displacements of the corrugation die (3 mm and 3.3 mm). It is
localized in the same regions as the damage parameter but its maximal
value is of about 0.02, which is ten times lower than the damage
parameter. As in the case of deep drawing, from the definition of the
damage parameter, this difference can be attributed by two factors,
void shape effects and/or coalescence.

Then, the evolution of the total porosity 𝑓 , second porosity 𝑔,
nucleated porosity 𝑓 , void growth porosity 𝑓 , stress triaxiality 𝑇 and
n g
semi-axes ratios 𝑎∕𝑐 and 𝑏∕𝑐 are represented (versus the punch displace-
ment) in Fig. 22 in the element that fails first, in order to understand
the effect of each mechanism on the failure. Before that coalescence
occurs (for a corrugation die displacement lower than 2.7 mm), the
porosity due to void growth (𝑓g) decreases while the porosity due to
void nucleation (𝑓n) increases; before a die displacement of 2 mm, the
total porosity is almost constant and then it slightly increases due to
void nucleation. The second porosity (𝑔), related to void shape effects,
increases with a rate similar to the total porosity. Therefore, in the case
of corrugation, the ML model predicts no void growth, and the increase
of the quantity (𝑓 + 𝑔) is mainly due to void shape effects (through 𝑔)
and void nucleation (through 𝑓n). The stress triaxiality 𝑇 is negative
before coalescence which explains void closure. As shown in Fig. 22c,
mportant void shape effects are associated with the increase of the
econd porosity; before coalescence, the maximal values for the semi
xes are of about 𝑎∕𝑐 ∼ 3 and 𝑏∕𝑐 ∼ 2. The initial spherical void thus

becomes a general ellipsoidal cavity. It must be noted that the element
which fails first is located under the upper side of the pointy edge of
the corrugation die; hence during the beginning of the process (before
1.5 mm of die displacement) it is slightly deformed. This explains why
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Fig. 23. Comparison of the die force–displacement curves using ML and GTN in the
ase of corrugation processing.

he internal parameters do not evolve much before a displacement of
.5 mm.

.3. Comparison with Gurson’s model

The simulation of the corrugation process is now investigated using
urson’s model without void shape effects. In that case, the same set of
arameters (see Table 7) was used because it was found to reproduce
ccurately the tensile test using the GTN model.

The force–displacement curves of the corrugation die using Gurson’s
odel are compared to that obtained with ML model and to the

xperimental results, in Fig. 23. Overall, the force–displacement curve
s very similar using both GTN and ML models before the occurrence
f softening. The simulation ends for a displacement of about 3.7 mm
sing the GTN model but in this case the numerical instability is not
ssociated with a macroscopic softening on the force–displacement
urve.

The distribution of the porosity is represented in Fig. 24 for two
values of the corrugation die displacement (3.3 mm and 3.7 mm). At a
displacement of 3.3 mm (for which failure is observed experimentally)
the distribution of the porosity follows the ‘cross-shape’ but it is not
localized enough to trigger macroscopic softening. Then, at a displace-
ment of about 3.7 mm (for which the simulation ends), the distribution
of the porosity in that case is similar to the shape of the crack in the
experiments although it is localized in very small areas which were not
observed experimentally. The maximum level of the porosity is about
0.02 which approximately corresponds to 𝑓 ∗ ≈ 0.0975.

Therefore, given that (i) the displacement leading to failure is
overestimated, (ii) no softening is observed on the macroscopic force–
displacement curve and (iii) the crack morphology is not similar to
that observed experimentally, it cannot be concluded that failure is
quantitatively predicted using Gurson’s model.

6. Discussion

The ML model has permitted to reproduce several macroscopic
features observed in forming processes involving complex loading paths
with local shear-dominated states. Those results, together with those
previously obtained on shear-dominated butterfly specimens (Morin
et al., 2017a) and on micromechanical cell calculations (Morin et al.,
2016), confirm the capabilities of the ML model to predict ductile
 s
failure at low stress triaxialities in presence of intense shear. Therefore,
this model can be considered as an alternative to uncoupled models
for the simulation of forming processes because it can predict crack
propagation. Indeed, even though uncoupled models are interesting
to provide the strain-to-failure (Gorji and Mohr, 2018), this class of
models cannot predict crack propagation since they do not take into ac-
count the loading history of the damage variables. Furthermore, the ML
model can also be considered as a viable micromechanical alternative
to Nahshon and Hutchinson (2008)’s modification of Gurson’s model
for the simulation of forming processes. Indeed, even though Nahshon
and Hutchinson (2008)’s model was successfully applied to the predic-
tion of punch tests (Ying et al., 2018), this model is based on a heuristic
modification of the evolution equation of the porosity, which is not
identical to the true volume fraction of the voids, but can be interpreted
as a heuristic damage parameter. Consequently, a notable advantage
of the ML model is that softening in shear is not due to an artificial
increase of the porosity as it is the direct consequence of void shape
effects (with possible void closure)

This work constitutes an important first step toward the simulation
of complex processing routes involved in forming processing using
Gurson-type models. It must be noted that the good agreement observed
between experiments and simulations could be improved by refining
the model in the following directions:

• The model of coalescence considered in this work is based on
Tvergaard and Needleman (1984)’s classical modification of Gur-
son’s model in which the parameter (𝑓 + 𝑔) in the criterion is
artificially increased when it reaches some critical value (𝑓 +
𝑔)𝑐 . Although this simple heuristic model is generally considered
sufficient to describe the coalescence regime, it requires the cali-
bration of the critical value (𝑓+𝑔)𝑐 which does not have a physical
interpretation. The development of a micromechanical model of
coalescence for general ellipsoidal cavities including shear effects,
following Torki and Benzerga (2018)’s direction, would be nec-
essary to improve the prediction of failure in shear-dominated
loadings.

• The final shape of a product obtained after forming is generally
linked to the plastic material flow. Plastic anisotropy is impor-
tant as it explains notably undulated rims called ears in deep
drawing (see e.g. Liu et al. (2020)). The extension of this work
to plastic anisotropy is thus necessary to simulate more precisely
sheet forming processes. This can be done by considering (i)
plastic anisotropy directly in the limit-analysis procedure as done
by Morin et al. (2015) who extended the ML model to a quadratic
Hill’s matrix, or (ii) induced plastic anisotropy in the mechanical
response through the evolution of crystallographic texture at
several scales as done by Paux et al. (2020) and Frodal et al.
(2021).

• The corrugation process in this work has been performed using
an aluminum alloy 7075-T6 for which failure occurs during the
first step of corrugation. In practical applications, RCS processing
should be performed with more ductile materials in order to
repeat several passes to provide grain refinement: for instance
with a 5754 Al alloy, four passes can be achieved (Ezequiel et al.,
2020) before fracture.3 In such case, since several passes are
repeated, it would be necessary to consider cyclic effects on plas-
ticity such as kinematic hardening. Recently, Gurson’s model for
spherical void was extended to kinematic using sequential limit-
analysis (Morin et al., 2017b), but the derivation of a general
model which combines local kinematic hardening and ellipsoidal
voids remains to be done.

3 Interestingly, with an annealed aluminum alloy 7075-T6, four RCS passes
an be reached (Romero-Resendiz et al., 2021), which suggests that the effect
f the initial microstructure is important in the occurrence of damage and
hould be included in the ML model.
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Fig. 24. Distribution of the porosity using the GTN model in the simulation of the corrugation process. (a) Die displacement of 3.3 mm and (b) Die displacement of 3.7 mm.
• The coupling between damage and the elastic properties is gen-
erally not taken into account in Gurson-type models (including
the ML model) which constitutes a disadvantage of this approach
compared to CDM-type models (Saanouni et al., 2000). This could
be approximately accounted for through some homogenization
scheme for the elastic properties that would depend on the void
morphology, as done by Dorhmi et al. (2020) in the case of spher-
ical metal–matrix composites using a two-step homogenization in
which the volume fractions affect the elastic properties that are
described by Mori–Tanaka’s model. This would permit to assess
the effect of forming on the possible stiffness loss.

. Conclusion

The aim of this work was to investigate and predict ductile fail-
re in forming processing. Experimental results of deep drawing and
orrugation processing on aluminum alloys have shown that ductile
ailure in forming processes can be the consequence of shear-dominated
oadings. In the case of deep drawing, several modes of cracking
re observed depending on the blank size. In corrugation processing,
crack is observed in regions subjected to intense shear. In order

o simulate those experiments, the Madou–Leblond model, which is
n extension of Gurson’s model incorporating void shape effects, has
een considered. In the case of deep drawing, this model permits to
eproduce ‘bottom cracks’ for large blanks and ‘shear cracks’ for small
lanks. The evolution of the internal parameters of the ML model
as permitted to highlight the importance of void shape effects upon
he final failure. When the triaxiality is low, the porosity decreases
ut the ratios between the void’s semi-axes increase which leads to
ome softening: indeed in this model, softening can be induced by void
hape effects through the second porosity. In the case of corrugation
rocessing, the ML model has permitted to reproduce accurately the
ccurrence of failure as well as the shape of the crack. In that case also,
oid shape effects are important in the region that fails first. Finally,
omparisons with the GTN for both processes show its difficulty to
imulate accurately failure because it generally overestimates ductility
ince it disregards void shape effects.
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