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Almost everywhere convergence for Lebesgue
differentiation processes along rectangles

E. D’Aniello, A. Gauvan, L. Moonens and J. Rosenblatt

June, 2022

Abstract
In this paper, we study Lebesgue differentiation processes along rectan-

gles Rk shrinking to the origin in the Euclidean plane, and the question of
their almost everywhere convergence in Lp spaces. In particular, classes of
examples of such processes failing to converge a.e. in L∞ are provided, for
which Rk is known to be oriented along the slope k−s for s > 0, yielding
an interesting counterpart to the fact that the directional maximal opera-
tor associated to the set {k−s : k ∈ N∗} fails to be bounded in Lp for any
1 ⩽ p < ∞.

1 Introduction
Given a measure space (Ω,F , µ) and a sequence T := (Tk)k∈N of linear operators
Tk : Lp(Ω,F , µ) → L0(Ω,F , µ) sending a given f ∈ Lp(Ω,F , µ) to a measurable
function Tkf for each k ∈ N, the question of the almost everywhere convergence of
Tkf to f for all f ∈ Lp(Ω,F , µ) is an important problem in real analysis, especially
in the case where (Tk) approximates the identity map in Lp(Ω,F , µ) when k grows.
Under mild hypotheses on the operators Tk, k ∈ N (like continuity in measure
and, for some results, positivity and their commuting with translations), it follows
from general principles, associated to the names of E. Stein, D. Burkholder and
S. Sawyer, that the holding of the above a.e. convergence property in Lp(Ω,F , µ)
is equivalent to the fact that the associated maximal operator T ∗ defined for a
given function f ∈ Lp(Ω,F , µ) by:

T ∗f(x) := sup
k∈N

|Tkf(x)|,
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either satisfies an inequality of weak type (p, p) (see below for a precise definition)
or satisfies the seemingly weaker property that one has T ∗f < +∞, µ-a.e. in Ω, for
all f ∈ Lp(Ω, f, µ) (see e.g. Stein [18], Burkholder [2] and Sawyer [17] for original
formulations of this principle, and Garsia [8] for a beautiful exposition of this way
of dealing with a.e. convergence of processes).

In the current paper, we will be mainly interested in Lebesgue differentiation
processes T = TR on Lp(R2) associated to sequences R = (Rk) of rectangles in
the plane centered at the origin, the diameters of which tend to zero, i.e. in the
case where one has, for each k ∈ N:

Tkf(x) :=
χRk

|Rk|
∗ f(x) = 1

|Rk|

∫
x+Rk

f.

Note that we shall here typically work in the case where the classical Lebesgue
differentiation theorem does not provide the a.e. convergence of Tkf to f for
f ∈ L1(R2) or even in Lp(Rd) for p > 1: one may remember, indeed, that the
Lebesgue differentiation theorem provides a.e. convergence of Tkf to f for each
f ∈ L1(R2) in this context if R is a sequence of squares, or in case the ratio
between the two side-lengths of Rk, called its shape, remains away (uniformly)
from 0 and ∞, and that it follows from Jessen, Marcinkiewicz and Zygmund [13]
that this a.e. convergence holds for any f ∈ L logL(R2) (and hence also in Lp(R2)
for any p > 1) if R is a sequence of rectangles parallel to the coordinate axes (see
[3] and, for example, the introduction in [4] for a review of the different versions
one can formulate of the Lebesgue differentiation with rectangles).

In the following paper, we will hence be mainly dealing with sequences R of
rectangles whose shapes are tending to 0 (or ∞) and which will usually not be
parallel to the coordinate axes.

As we mentioned briefly above, and as it will be made precise below, the a.e.
convergence of (Tkf) to f for all f ∈ Lp(R2) (1 ⩽ p < ∞) is equivalent to having
T ∗f < +∞ almost everywhere in R2 for all f ∈ Lp(R2), or the existence of a
constant C > 0 such that for any f ∈ Lp(R2) and any λ > 0, one has:

|{x ∈ R2 : T ∗f(x) > λ}| ⩽ C

λp
∥f∥pp.

If the maximal operator T ∗ satisfies such an inequality (called weak type (p, p)),
we shall say that it is Lp-good; in this case we shall also say that the sequence R
is Lp-good, keeping in mind that it is equivalent to the a.e. convergence of Tkf to
f for all f ∈ Lp(R2). If T ∗ (or R) is not Lp-good, we shall call it Lp-bad.

It also follows from Hagelstein and Parissis [11] that the a.e. convergence of
(Tkf) to f for all f ∈ L∞(R2) is equivalent to the following property: for each
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0 < λ < 1, there exists a constant C > 0 such that for any Borel set B ⊆ R2 with
finite Lebesgue measure, one has:

|{x ∈ R2 : T ∗χB(x) > λ}| ⩽ Cλ|B|. (1)

As before, if the above inequality is satisfied, we shall say that T ∗ and R are
L∞-good, meaning in particular that Tkf converges a.e. to f for all f ∈ L∞(R2).
Again, if T ∗ or R is not L∞-good, we shall say it is L∞-bad.

Here an interesting comparison with directional maximal operators is relevant.
Given a set Ω ⊆ [0,+∞) (thought of as a set of slopes), denote by MΩ the maximal
operator defined for a given function f on R2 by:

MΩf(x) := sup 1

|R|

∫
R

|f |,

where the upper bound is extended on all rectangles containing x, one side of
which has a slope ω ∈ Ω. Such a maximal operator is called directional.

A deep and beautiful result by Bateman [1] states a fundamental dichotomy
for directional maximal operators; it can be stated in the following way (we here
extend the meaning of “Lp-good” and “Lp-bad” to the maximal operator MΩ in
an obvious way, even though it is not associated to a process):

(i) either MΩ is Lp-good for any 1 < p ⩽ ∞ (in which case we call Ω a good set
of directions);

(ii) or MΩ is Lp-bad for any 1 < p ⩽ ∞ (in which case we call Ω a bad set of
directions).

Note that Bateman’s original dichotomy was stated for finite 1 < p < ∞; the ob-
servation that p = ∞ could be included was made by three of the current paper’s
authors in [5]. Moreover, Bateman gives a geometric characterization of good sets
of directions; we refer to his work [1] for more details. Yet, we can say here, for
example, that geometric sequences like Ω := {2−k : k ∈ N} are examples of good
sets of directions, while sets as simple as Ωs := {k−s : k ∈ N∗} for s > 0, are
examples of bad sets of directions.

In the above setting where T = TR is the sequence of Lebesgue averages asso-
ciated to a sequence R = (Rk) of rectangles centered at the origin, the diameters
of which tend to zero, we can already formulate an immediate consequence of
Bateman’s result. To this purpose, denote for each k ∈ N by ωRk

∈ [0,+∞) the
slope of the longest side of Rk (in case Rk is a square, denote by ωRk

the minimum
of the two slopes of its sides) and let ΩR := {ωRk

: k ∈ N} the set of those slopes.
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If ΩR is a good set of directions (in the sense of Bateman recalled above), then
we obviously have, using the same notations as before:

T ∗ ⩽ MΩR
, (2)

from which it immediately follows that T ∗ and R are Lp-good for any 1 < p ⩽ ∞.
It is then also the case that Tkf converges a.e. to f for every f ∈ Lp(R2). In this
case, the problem we stated initially hence has a trivial (positive) solution.

Yet in case ΩR is a bad set of directions, inequality (2) does not provide any
information on the good or bad character of T ∗; roughly speaking, the process T ∗

“extracts” from MΩR
the smallest possible amount of rectangles still providing a

differentiation scheme, but may not capture anymore the geometry of rectangles
that makes MΩR

bad.
It is precisely the main focus of our paper to provide an answer to the following

(rather vague) question: assuming Ω is a bad set of directions like Ωs := {k−s :
k ∈ N∗} for s > 0, can one still provide examples of sequences R of rectangles as
above satisfying ΩR = Ω and for which the Lebesgue differentiation process TR is
still L∞-bad?

As we shall explain in the next section, presenting our paper’s results, the an-
swer to the latter is positive. On the way to answering it, we shall also present
other results concerning L1-good and Lp-good processes associated to sequences of
rectangles of the above type.

A last remark should be made concerning the fact that we insist on working
with differentiation processes here, in opposition to differentiation bases (see de
Guzmán [6] for the terminology and the precise definitions, on which we do not
want to insist here): while to any differentiation process of the type TR for some
sequence of rectangles R, corresponds a centered, translation-invariant differenti-
ation basis

BR =
∪
x∈R2

BR(x) :=
∪
x∈R2

{x+Rk : k ∈ N},

one should insist on the fact that a differentiation basis B can, at a given point
x ∈ R2, have an uncountable class of admissible sets B(x), even more so when B is
a Busemann-Feller-type basis (i.e. satisfies that, given B ∈ B, one has B ∈ B(x)
if and only if B ∋ x).

Observe that if Ω is a set of directions in the plane (see above), the set BΩ of all
rectangles oriented along one direction ω ∈ Ω is a translation-invariant Busemann-
Feller basis called a directional basis.

When a translation-invariant differentiation basis B =
∪

x∈Rd B(x) in Rd con-
sists of convex sets and is known to differentiate L∞(R2) (in which case it is
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called a density basis), it was shown by G. Oniani (see [15, Remark 7]) that for
any 1 ⩽ p < ∞, B differentiates L1(Rd) ∩ Lp(Rd) if and only if B∗ does, where
B∗ =

∪
x∈Rd B∗(x) is the Busemann-Feller basis associated to B defined for x ∈ Rd

by B∗(x) := {B ∈ B : B ∋ x}.

When B fails to differentiate L∞(Rd) (as is the case when d = 2 for direc-
tional bases BΩ associated to a bad sequence of directions Ω = {ωk : k ∈ N}),
the latter equivalence is not true anymore (see Hagelstein and Parissis [11]); our
class of examples will show that, under some conditions on the sequence (ωk), one
can nevertheless construct a sequence R := (Rk) of rectangles Rk oriented along
direction ωk, for which the associated process TR is L∞-bad, hence extracting “or-
dered” bad processes from the bad directional basis BΩ.

Let us now formulate our results in a more precise way.

2 Results
In this whole section, we use the same notations as in the introduction, and as-
sociate to any sequence R = (Rk) of rectangles in the plane centered at the
origin, the diameters of which tend to zero, a Lebesgue differentiation process
T = TR = (Tk).

A first observation in the following paper (to which Section 3 is devoted) will
be to provide a geometrical condition on R ensuring that TR is L1-good. More
precisely, we shall prove the following result.

Theorem 2.1. If there exists α > 0 such that for all k ∈ N and all l ∈ N satisfying
l > k, one has

Rk −Rl ⊆ αRk

then the process T is L1-good.

The latter geometric condition appearing in Theorem 2.1 should be thought of
as a kind of nesting property of the sequence (Rk). The proof of Theorem 2.1 will
rely on a geometric interpretation of the notion of correct factors Qk, k ∈ N of the
sequence R introduced by Rosenblatt and Wierdl in [16] and defined for k ∈ N
by:

Qk :=

∣∣∣∣∣
∞∪
l=k

Rk −Rl

∣∣∣∣∣ .
The most important property enjoyed by the correct factors is the following: if
one has Qk < +∞ for any k ∈ N, then the corrected maximal operator T̃ ∗ defined
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for a given locally integrable f and x ∈ R2 by:

T̃ ∗f(x) := max
k∈N

∣∣∣∣ |Rk|
Qk

Tkf(x)

∣∣∣∣ = max
k∈N

∣∣∣∣ 1Qk

∫
x+Rk

f

∣∣∣∣ ,
always has weak type (1, 1). It is that property, combined with the geometric
hypothesis made on (Rk) in the statement of Theorem 2.1, that will ensure TR to
be L1-good.

In section 4, we provide a continuous analogous result to the discrete “cor-
rected” weak-type (p, p) suggested by Rosenblatt and Wierdl in [16, p. 551]. More
precisely, we show the following result.

Theorem 2.2. Fix 1 ⩽ p < ∞ and assume that one has Qk < ∞ for each k ∈ N.
Define, for each k ∈ N, the kth Lp-correct factor (of the sequence R) Wk,p by letting
Wk,1 := Qk and, in case 1 < p < ∞, by letting:

Wk,p := (Qk)
1
p |Ik|

1
p′ ,

where 1 < p′ < ∞ is the conjugate exponent to p satisfying 1
p
+ 1

p′
= 1. Under those

assumptions, the corrected maximal operator T̃ ∗
p defined for any locally integrable

f and any x ∈ R2 by:

T ∗
p f(x) := max

k∈N

∣∣∣∣ |Rk|
Wk,p

Tkf(x)

∣∣∣∣ = max
k∈N

∣∣∣∣ 1

Wk,p

∫
x+Rk

f

∣∣∣∣ ,
has weak type (p, p).

It will also be observed that it is not obvious, in case p > 1, to get a sufficient
geometric condition on R ensuring that TR is a Lp-good process, using the latter
theorem.

In sections 5 and 7, we will fix an nondecreasing sequence b = (bk) of positive
real numbers satisfying b0 = 0 and define points Bk := (bk, 0) for all k ∈ N and
let A := (0, 1); for each k ∈ N∗ we then denote by ∆k the triangle ABk−1Bk. For
each k ∈ N∗, we associate to ∆k a rectangle Pk centered at the origin, obtained
by translating a rectangle oriented along ABk and containing the image of ∆k

by a homothecy based at A with ratio 3
2

(see Figure 1 for an overview of the
situation, and section 7 for a precise description). Finally we fix any sequence
δ = (δk)k∈N∗ of positive real numbers and we consider the sequence of rectangles
R = R(b, δ) = (Rk)k∈N∗ defined by Rk := δnPk if k ∈ N∗ satisfies 2n ⩽ k < 2n+1

for a given n ∈ N; we call δ an admissible sequence in case one has diamRk → 0,
k → ∞.
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∆k

BkBk−1

Pk

Figure 1: The triangle ∆k and the rectangle Pk

Theorem 2.3. Assume that the sequence b satisfies the following two conditions:

(i) there exists a constant c > 0 such that one has 1 + b2k−1 ⩾ c(bk − bk−1)
2 for

all k ∈ N∗;

(ii) one has:

Gb := sup
n∈N

sup
1⩽l⩽n

(
bn+2l − bn+l

bn+l − bn
+

bn+l − bn
bn+2l − bn+l

)
< +∞.

Under those assumptions, the process TR associated to R = R(b, δ) is L∞-bad for
any admissible sequence δ.

Remark 2.4. In the latter statement, the first condition is merely a technical one,
while the finiteness of Gb is a quantitative way to ensure that the set of directions
Ω(b) associated to R (being the set of slopes of the segments ABk, k ∈ N∗) defined
by:

Ω(b) :=

{
−1

bk
: k ∈ N∗

}
,

is a bad set of directions (see the introduction above for a precise definition of a
bad set of directions). The quantity Gb, which one can call the Perron factor of
b, was first introduced by Hare and Rönning [12]; it was also used by A. Gauvan
in his Master’s thesis [9] in this precise context, and in [10] for providing concrete
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examples of homothecy-invariant bases of rectangles differentiating all vs. no Lp

spaces.

Example 2.5. One can verify that for s > 0, the sequence bs = (ks) satisfies the
conditions of Theorem 2.3.

Let us now detail how one can obtain the L1-a.e. convergence result stated in
Theorem 2.1.

3 Almost everywhere convergence in L1

We keep the notations used before, and associate to any sequence R = (Rk) of
rectangles in the plane centered at the origin, the diameters of which tend to zero,
a Lebesgue differentiation process T = TR = (Tk). Throughout this section we’ll
omit the index R, keeping in mind that we shall always be working with the
differentiation process T = TR associated to R.

Recall that one associates to R its correct factors Qk, k ∈ N, defined by
Rosenblatt and Wierdl in [16] by letting, for k ∈ N:

Qk :=

∣∣∣∣∣
∞∪
l=k

Rk −Rl

∣∣∣∣∣ . (3)

We define the corrected maximal function T̃ ∗ by letting, for a locally integrable
function f and x ∈ R2

T̃ ∗f(x) := sup
k∈N

∣∣∣∣ 1Qk

∫
x+Ik

f

∣∣∣∣ .
The following theorem is taken from Rosenblatt and Wierdl [16, Theorem 5.11]
and explains the term “correct factor”.

Theorem 3.1. There exists C > 0 such that for all f ∈ L1(R2) and all λ > 0,
one has:

|{x ∈ R2 : T̃ ∗f(x) > λ}| ⩽ C

λ
∥f∥1.

As an easy consequence, this yields a sufficient condition for a sequence of
rectangles R to be L1-good.

Theorem 3.2. If there exists a constant C > 0 such that, for all k ∈ N, one has
Qk ⩽ C|Rk|, then there exists C ′ > 0 so that one has, for all f and λ > 0:

|{x ∈ R2 : T ∗f(x) > λ}| ⩽ C ′

λ
∥f∥1,

where T ∗ is the maximal operator associated to T .
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Remark 3.3. It follows immediately from the Sawyer-Stein’s principle (see above
in the introduction) that, under the hypotheses of the latter theorem, R yields an
L1-good process T .

Proof. By hypothesis, one has η := infk |Rk|
Qk

> 0. The theorem then follows imme-
diately from Rosenblatt and Wierdl’s result (Theorem 3.1 above). ■

We now have a closer look at what the hypothesis in the latter theorem (i.e. the
growth of the correct factor at a comparable speed to that of the rectangle’s areas)
means geometrically. To that purpose, a first simple geometrical observation will
be useful.

Differences of symmetric rectangles
Fix real numbers 0 < ℓ ⩽ L, 0 < ℓ′ ⩽ L′, assume that one has L′ ⩽ L, define a
rectangle R = [−L/2, L/2]× [−ℓ/2, ℓ/2] parallel to the axes and denote by R′ the
rectangle obtained by rotating the rectangle [−L′/2, L′/2]× [ℓ′/2, ℓ′/2] of an angle
ω ̸= 0 around the origin. Denote then by R̂−R′ = [−L̂/2, L̂/2]× [−ℓ̂/2, ℓ̂/2] the
smallest rectangle parallel to the axes that contains the set R−R′ (see Figure 2).

R
R′

R−R′

Figure 2: The rectangles R, R′ and the set R−R′

It is easy to see, studying the coordinates of points in (L/2, ℓ/2)+R′, that one
has:

L̂ = L+ max
η,θ∈[−1,1]

(L′η cosω − ℓ′θ sinω) = L+ L′| cosω|+ ℓ′| sinω|, (4)

and:
ℓ̂ = ℓ+ max

η,θ∈[−1,1]
(L′η sinω + ℓ′θ cosω) = ℓ+ L′| sinω|+ ℓ′| cosω|. (5)

Moreover, using the fact that R − R′ contains the two parallelograms P1 and P2

represented on Figure 3, we also get:

|R−R′| ⩾ max(ℓL′| cosω|, LL′| sinω|). (6)
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P2

P1

Figure 3: The parallelograms P1 and P2

We are now ready to express in geometrical terms the growth condition on the
correct factor appearing in the statement of Theorem 3.2.

Correct factors and linear growth
The next lemma expresses is the announced equivalence between the linear growth
of the correct factors of R and a geometrical property on the sequence R itself
expressing its “nested” behavior.

Lemma 3.4. Assume that R = (Rk) is as before. The following two properties
are equivalent:

(i) there exists C > 0 such that one has Qk ⩽ C|Rk|, where (Qk) is the sequence
of correct factors associated to (Rk) as above;

(ii) there exists α > 0 such that for all k ∈ N and all l ∈ N satisfying l > k, one
has Rk −Rl ⊆ αRk.

Remark 3.5. In the above statement, property (i) will be referred to by saying
that the correct factors of R have linear growth; property (ii) will be expressed by
saying that R is almost nested.

Proof. That (ii) implies (i) is obvious from the definition of Qk for k ∈ N.
To prove that (i) implies (ii), start by choosing, for each k ∈ N, positive real

numbers Lk and ℓk and angles θk ∈ (−π/2, π/2) in such a way that Rk is obtained
by rotating [−Lk/2, Lk/2]×[−ℓk/2, ℓk/2] around the origin by an angle θk. Assume
that (ii) does not hold, and hence that for all α > 0 there exists integers kα ∈ N
and lα > kα so that Rkα −Rlα is not included in αRkα .

Fix now α > 2. If one has θkα = θlα then we see that Rkα − Rlα is a rectangle
centered at the origin, parallel to Rkα and of sides Lkα + Llα and ℓkα + ℓlα respec-
tively. Since Rkα − Rlα is not included in αRkα we get either Llα + ℓlα > αLkα or
ℓlα + ℓkα > αℓkα , implying in both cases that:

Qkα ⩾ |Rkα −Rlα | = (Lkα + Llα) · (ℓkα + ℓlα) ⩾ αLkαℓkα = α|Rkα|.
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If one has θkα ̸= θlα , then, after applying a rotation of angle −θkα around the
origin to Rkα and Rlα , we are in the situation of section 3 with R = Rkα , R′ = Rlα

and δ = θlα − θkα . Since Rkα −Rlα is not contained in αRkα , and since ̂Rkα −Rlα

is the smallest rectangle centered at the origin, homothetic to Rkα and containing
Rkα −Rlα , this implies that ̂Rkα −Rlα is not contained in αRkα and hence by (4)
and (5) that one has either:

αLkα < Lkα + Llα| cos(θlα − θkα)|+ ℓlα | sin(θlα − θkα)|,

or:
αℓkα < ℓkα + Llα | sin(θlα − θkα)|+ ℓlα| cos(θlα − θkα)|;

since one has ℓlα ⩽ Lℓα ⩽ Lkα , those inequalities imply respectively:

Llα| cos(θlα − θkα)| ⩾ (α− 2)Lkα ,

or:
Llα| sin(θlα − θkα)| ⩾ (α− 2)ℓkα .

In case the first inequality holds, (6) implies that one has:

Qkα ⩾ |Rkα −Rlα| ⩾ ℓkαLlα | cos(θlα − θkα)| ⩾ (α− 2)Lkαℓkα = (α− 2)|Rkα |.

In case it is the second of the above inequalities that holds, we get again using (6):

Qkα ⩾ |Rkα −Rlα | ⩾ LkαLlα| sin(θlα − θkα)| ⩾ (α− 2)Lkαℓkα = (α− 2)|Rkα|.

We hence get Qkα ⩾ (α − 2)|Rkα| in all cases, contradicting the linear growth of
the correct factors, that is property (i), since α can be arbitrarily large. The proof
is hence complete. ■

We are now ready to (re-)state and prove Theorem 2.1.

Theorem 3.6. Assume that R = (Rk) is a sequence of rectangles in R2 centered
at the origin, the diameters of which tend to zero. If R is almost nested, i.e. if
there exists α > 0 such that for all k ∈ N and all l ∈ N satisfying l > k, one has

Rk −Rl ⊆ αRk

then the process T = TR is L1-good.

Proof. If R is almost nested, then it follows from Lemma 3.4 that its correct factors
Qk, k ∈ N, have linear growth. But it then follows from Remark 3.3 that TR is
L1-good, as we wanted to show. ■
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For rectangles parallel to the coordinate axes, the correct factors allow us to
rephrase a result by A. Stokolos [20].

Theorem 3.7 (Stokolos). Assume that R = (Rk) is as in Lemma 3.4 and that
moreover all rectangles Rk are parallel to the coordinate axes. Then the following
properties are equivalent:

(i) T is L1-good;

(ii) R can be decomposed into finitely many subsequences along which the correct
factor has linear growth;

(iii) R can be decomposed into finitely many subsequences which are almost nested.

Proof. That (ii) and (iii) are equivalent is an immediate consequence of Lemma 3.4.
Now that (ii) implies (i) follows easily from Theorem 3.2 and from Sawyer-Stein’s
principle. Finally, if (Rk) is L1-good, then it follows from a result by A. Stoko-
los [20] (not formulated in this exact way, though: see Moonens and Rosenblatt
[14] where it is explained how Stokolos’ 1988 theorem can be rephrased in this
fashion — or see the more general result in A. Stokolos’ survey [21, Corollary 1,
p. 1448]), that the sequence (R∗

k) of all dyadic enlargements of rectangles in (Rk),
can be decomposed into finitely many subsequences that are totally ordered by
inclusion, from which it results that (Rk) can be decomposed into finitely many
almost nested subsequences. ■

Let us now state some weak type inequality one can obtain in Lp with our
rectangular differentiation processes, using correct factors.

4 A “corrected” weak-type inequality in Lp

As before, we fix a sequence R = (Rk) of rectangles in the plane centered at the
origin, the diameters of which tend to zero, and we associate to it the differentiation
process T := TR as above.

Recall that one defines the correct factors Qk, k ∈ N associated to R as in (3),
p. 8, and than one defines, for 1 ⩽ p < ∞, the Lp correct factors Wk,p, k ∈ N
by letting Wk,1 := Qk for k ∈ N, and, in case one has 1 < p < ∞, by letting for
k ∈ N:

Wk,p := (Qk)
1
p |Rk|

1
p′ ,

where 1 < p′ < ∞ is the conjugate exponent to p satisfying the equality 1
p
+ 1

p′
= 1.

Assuming that one has Qk < +∞ for all k ∈ N and given 1 ⩽ p < ∞, we also
define a corrected maximal operator T ∗

p by letting, for a locally integrable function

12



f on R2 and x ∈ R2:
T ∗
p f(x) := sup

k

∣∣∣∣ 1

Wk,p

∫
x+Rk

f

∣∣∣∣ .
The following theorem is a weak type (p, p) inequality for the corrected maximal

operator T ∗
p ; it is an adaptation to the continuous case of the discrete weak ℓp

corrected inequality suggested by Rosenblatt and Wierdl in [16, Comments and
problems, p. 551].

Theorem 4.1. Assume that one has Qk < +∞ for all k ∈ N. Then for all
f ∈ Lp(R2) and all λ > 0, one has

|{x ∈ R2 : T ∗
p f(x) > λ}| ⩽ 1

λp
∥f∥pp.

Proof. Fix N ∈ N. Let

AN :=

{
x ∈ R2 :

1

Wk,p

∫
x+Rk

|f | > λ for some 0 ⩽ k ⩽ N

}
.

It is clearly sufficient to show that one has |AN | ⩽ 1
λp∥f∥pp. Let

EN :=

{
0 ⩽ k ⩽ N :

1

Wk,p

∫
x+Rk

|f | > λ for some x ∈ AN

}
.

For the sake of notational simplicity, we write A and E instead of AN and EN

respectively.
We now construct two finite sequences of sets {Ak} and {Ek}. Let A0 = A and

E0 = E. Let k0 = minE0 and choose x0 ∈ A0 such that one has:

1

Wk1,p

∫
x0+Rk0

|f | > λ (7)

Define:
B0 := x0 +

∞∪
l=k0

(Rk0 −Rl),

so that in particular one has |B0| = Qk0 , and:

C0 :=

{
x : x ∈ A0,

1

Wi,p

∫
x+Ri

|f | > λ

and (x+Ri) ∩ (x1 +Rk1) ̸= ∅ for some 0 ⩽ i ⩽ N

}
.

13



Observe that one has C0 ⊆ B0, which follows from the fact that having x ∈ C0

implies that one has x ∈ A0 and ((x− x0) +Ri) ∩ Rk0 ̸= ∅ for some 0 ⩽ i ⩽ N .
Notice also that by the minimality of k0, one has i ⩾ k0.

Now by definition of Wk0,p, one has

Wk0,p = (Qk0)
1
p |Rk0 |

1
p′ .

Hence, one can write (7) as∫
x1+Rk0

|f | > λ(Qk0)
1
p |Rk0 |

1
p′ .

By applying Hölder inequality, one thus obtains:

|Rk0 |
1
p′

(∫
x1+Rk0

|f |p
) 1

p

⩾
∫
x1+Rk0

|f | > λ(Qk0)
1
p |Rk0 |

1
p′ ,

so that ∫
x1+Rk0

|f |p > λpQk0 = λp|B0|.

Define now A1 := A0 \B0 and:

E1 :=

{
0 ⩽ k ⩽ N :

1

Wk,p

∫
x+Rk

|f | > λ for some x ∈ A1

}
.

If one has |A1| = 0, one stops the procedure. Otherwise, we define k1 = minE1

and pick x1 ∈ A1. One then gets:∫
x2+Rk1

|f | > λWk1,p. (8)

Define also:
B1 := x1 +

∞∪
l=k1

(Rk1 −Rl),

so that in particular one has |B1| = Qk1 , and:

C1 :=

{
x : x ∈ A1,

1

Wi,p

∫
x+Ri

|f | > λ

and (x+Ri) ∩ (x1 +Rk1) ̸= ∅ for some i, 0 ⩽ i ⩽ N

}
.
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Observe that
C1 ⊆ B1.

Notice that by the minimality of k1, one has i ⩾ k1.
By definition of the Lp correct factor, (8) now rewrites:∫

x2+Rk1

|f | > λ(Qk1)
1
p |Rk1 |

1
p′ .

Applying Hölder inequality, one obtains:

|Rk1 |
1
p′

(∫
x2+Rk1

|f |p
) 1

p

⩾
∫
x2+Rk1

|f | > λ(Qk1)
1
p |Rk1 |

1
p′ ,

and hence: ∫
x2+Rk1

|f |p > λpQk1 = λp|B1|.

Notice again that, by the definition of C0 and using the fact that one has x2 /∈ C0,
one can write:

(x1 +Rk0) ∩ (x2 +Rk1) = ∅.
Now we continue this process defining for i ⩾ 1, sets Ai := Ai−1 \ Bi−1 and:

and
Ei :=

{
0 ⩽ k ⩽ N :

1

Wk,p

∫
x+Rk

|f | > λ for some x ∈ Ai

}
,

as long as one has |Ai| > 0.
We claim that after finitely many steps, say M steps, this procedure comes to

an end. In other words we assert that there is a M ∈ N so that, up to a null set,

A ⊆
M∪
i=1

Bi ;

moreover such an M satisfies the following estimate:

M ⩽
(∥f∥p
α

1
pλ

)p

, (9)

where α is defined by α := min0⩽k⩽N Qk.
To prove this, assume we are at step M ∈ N and that the construction has not

yet come to an end. We then have, for every 1 ⩽ i ⩽ M :∫
xi+Rki

|f |p > λp|Bi| ⩾ λpα,
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and, for every 1 ⩽ i ⩽ M and 1 ⩽ j ⩽ M , with i ̸= j:

(xi +Rki) ∩
(
xj +Rkj

)
= ∅.

Therefore, one obtains:

Mαλp ⩽ λp

M∑
i=1

|Bi| <
M∑
i=1

∫
xi+Rki

|f |p =
∫
∪M

i=1(xi+Rki)
|f |p ⩽

∫
R2

|f |p = ∥f∥pp,

concluding the proof of (9).
Now let M ∈ N satisfy (9) and, up to a negligible set:

A ⊆
M∪
i=1

Bi.

Recalling that one has |Bi| = Qki for each i, we hence get:

|A| ⩽
M∑
i=1

|Bi| ⩽ M max
1⩽i⩽M

Qki ⩽
1

λ
∥f∥pp,

and the proof is complete. ■

Remark 4.2. It is clear, looking at the proof of the above theorem, that at no place
it is important to work with sequences of rectangles in the plane: R could be re-
placed, in its statement and proof, by any sequence of bounded Lebesgue-measurable
subsets of Rd having strictly positive Lebesgue measure and finite correct factors
(the definition of which is an immediate generalization of that with rectangles).
Remark 4.3. Clearly, the following two properties are equivalent, by definition of
Wk,p:

(i) (Qk) has linear growth (i.e. there exists C > 0 such that one has Qk ⩽ C|Rk|
for each k ∈ N);

(ii) (Wk,p) has linear growth (i.e. there exists C > 0 such that one has |Wk,p| ⩽
C|Rk| for each k ∈ N).

If one of the two equivalent conditions above is satisfied, then it follows from
Theorem 3.2 that the associated process TR is L1-good which, by Lemma 3.4, is
equivalent to R being almost nested.

The following is an example of a sequence R for which TR is Lp-good for all
1 < p < ∞, without its correct factors Wk,p, k ∈ N having linear growth.
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Example 4.4. Let (λk) be a sequence of positive real numbers tending to 0.
For any k ∈ N and 0 ⩽ i ⩽ k, let:

Rk
i := [−2−i−1λk, 2

−i−1λk]× [−2i−k−1λk, 2
i−k−1λk],

and observe that Rk := {Rk
i : 0 ⩽ i ⩽ k} is a collection of k+1 rectangles parallel

to the coordinate axes, centered at the origin, having the same area 2−kλ2
k.

Now define a sequence of integers (nk) by n0 := 0 and by requiring that one
has nk = nk−1 + k + 1 for any k ∈ N∗. One then defines a sequence R := (Rn) by
letting, for k ∈ N and nk ⩽ n ⩽ nk + k:

Rn := Rk
n−nk

.

This is just ordering the rectangles in
∪

k∈N Rk by enumerating first rectangles in
R0, then those in R1 etc., and doing so in a way that in each Rk, k ∈ N, rectangles
are enumerated in decreasing order of their horizontal side-lengths.

Assume now that R is decomposed into finitely many (say N) subsequences.
At least one of them (call it (Rml

)l∈N) has the property that for infinitely many
indices k0 < k1 < · · · < kj < · · · (j ∈ N), the set

Lj = {l ∈ N : nkj ⩽ ml ⩽ nkj + kj}

contains at least kj/N elements.
Given j ∈ N, write minLj = mlj for lj ∈ N and define R−

j := minLj − nkj and
R+

j := maxLj −nkj ; we know that R+
j −R−

j ⩾ #Lj ⩾ kj/N . Yet we compute, for
j ∈ N (denoting by Qlj the lthj correct factor of the sequence (Rml

)l∈N):

Qlj ⩾ |Rnkj
+R−

j
−Rnkj

+R+
j
| = |Rkj

R−
j

−R
kj

R+
j

|

= (2−R−
j + 2−R+

j )(2R
−
j + 2R

+
j )2−kjλ2

kj
⩾ 2kj/N |Rlj |.

Hence (Ql) does not have linear growth.
In summary, we can say that there is no way to decompose R into finitely many

subsequences, the correct factors of which have linear growth.

Remark 4.5. Example 4.4 shows that a sequence R can be Lp-good for all 1 <
p < ∞, without its correct factors Wk,p, k ∈ N having linear growth (the sequence
in Example 4.4 has all its terms parallel to the coordinate axes). On the other
hand, this is reasonable since in fact the linear growth on (Wk,p)k∈N is a condition
actually independent of p (it just rephrases the linear growth condition on (Qk),
as was observed in Remark 4.3).

Let us now start to develop the tools that will lead us to prove Theorem 2.3;
among them, the first objects we shall need are (parts of) generalized Perron trees.
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5 Dyadic blocks in generalized Perron trees
In order to prove Theorem 2.3, we shall need to exploit, in quite a subtle fashion,
(blocks of) generalized Perron trees introduced by Hare and Rönning [12]. We here
recall their construction and properties which will be crucial to our purposes; for
the sake of clarity, we first detail the initial simple geometric construction Perron
trees are based upon, and then their recursive construction.

The initial construction
A basic observation from Hare and Rönning [12, pp. 217-8] can be formulated as
follows: let ∆1 and ∆2 be two adjacent triangles lying from left to right on the
horizontal axis, denote their respective side-lengths along the horizontal axis by x
and y, and their common vertical height-length by h (see Figure 4).

x y

h

∆1 ∆2

Figure 4: The triangles ∆1 and ∆2

Let 0 < α < 1 be a real number. Denote by ∆∗
2 the triangle obtained by

translating horizontally ∆2 to the left in such a way that its “right” side meets the
“left” side of ∆1 at a point of height αh (see Figure 5). It is easy to see that ∆1∪∆∗

2

is the union of a triangle ∆α
0 (∆1,∆2), which is the image of the triangle ∆1 ∪∆2

by a similarity of ratio α, and of two “excess triangles” ∆α
i (∆1,∆2), i = 1, 2 whose

areas can be easily computed (see Figure 6).
Hence one obtains the following estimate on the area of ∆1 ∪∆∗

2:

|∆1 ∪∆∗
2| =

[
α2 + (1− α)2

(
x

y
+

y

x

)]
|∆1 ∪∆2|.
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αh

α(x+ y)

∆1 ∆∗
2

Figure 5: The triangles ∆1 and ∆∗
2

∆α
0 (∆1,∆2)

∆α
1 (∆1,∆2) ∆α

2 (∆1,∆2)

Figure 6: The triangles ∆α
i (∆1,∆2), i = 0, 1, 2

Construction of Perron trees
Fix b := (bk)k∈N an increasing sequence of nonnegative real numbers with b0 = 0.
Denote, for k ∈ N, by ∆k the triangle in the plane having vertices A := (0, 1),
Bk−1 := (bk−1, 0) and Bk := (bk, 0).

Fix now n ∈ N and take a “dyadic block” of such triangles ∆2n ,∆2n+1, . . . ,∆2n+1−1.
The idea is to apply the initial construction described in the previous section to
each pair of triangles of the form (∆2n+2j,∆2n+2j+1), 0 ⩽ j ⩽ 2n−1−1. Denoting by
τ0 the identity map and by τj, 1 ⩽ j ⩽ 2n−1 − 1, translations along the horizontal
axis such that the triangles Ξj := τj∆

α
0 (∆2n+2j,∆2n+2j+1), 0 ⩽ j ⩽ 2n−1 − 1 form

a sequence of successively adjacent triangles and defining, for 0 ⩽ j ⩽ 2n−1 − 1,
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∆′
2n+2j := τj∆2n+2j and ∆′

2n+2j+1 := τj∆
∗
2n+2j+1,we get:∣∣∣∣∣

2n+1−1∪
k=2n

∆′
k

∣∣∣∣∣ ⩽ [α2 +Gn(1− α)2
] ∣∣∣∣∣

2n+1−1∪
k=2n

∆k

∣∣∣∣∣ ,
where one defined:

Gn := sup
0⩽j⩽2n−1−1

(
xj

yj
+

yj
xj

)
,

using the notations xj and yj for b2n+2j+1 − b2n+2j and b2n+2j+2 − b2n+2j+1 respec-
tively.

The idea now is to re-start the initial construction on pairs (Ξj,Ξj+1), 0 ⩽
j ⩽ 2n−1−1 in order to translate horizontally all initial triangles ∆2n , . . . ,∆2n+1−1

onto new positions ∆′′
2n , . . . ,∆

′′
2n+1−1 in such a way that the area of

∪2n+1−1
k=2n ∆′′

k is
an (even smaller) proportion of that of

∪2n+1−1
k=2n ∆k, and to repeat this procedure

n times in total. This, of course, requires to ensure one has a uniform control on
the quantities x

y
+ y

x
that appear along the procedure.

The following statement gives a condition on the sequence b in such a way
that the above procedure can be conducted so as to provide translations sending
triangles of the nth dyadic block onto new ones in a way that reduces the area of
their union by a factor tending to zero when n tends to infinity. Its proof will be
easily supplied by adapting arguments found in Hare and Rönning [12].

Lemma 5.1 (Dyadic blocks in generalized Perron trees). Assume that the sequence
b := (bk) is as above and satisfies:

Gb := sup
n∈N

sup
1⩽l⩽n

(
bn+2l − bn+l

bn+l − bn
+

bn+l − bn
bn+2l − bn+l

)
< +∞. (10)

Denote, for k ∈ N∗, by ∆k the triangle in the plane having vertices A := (0, 1),
Bk−1 := (bk−1, 0) and Bk := (bk, 0).

Under those assumptions, there exists a sequence (εn) of positive real numbers
tending to 0 and horizontal translations τk, k ∈ N in such a way that, for any
n ∈ N, one has: ∣∣∣∣∣

2n+1−1∪
k=2n

τk∆k

∣∣∣∣∣ ⩽ εn

∣∣∣∣∣
2n+1−1∪
k=2n

∆k

∣∣∣∣∣ .
A second important property we will need in order to prove Theorem 2.3 can

be seen as a simple geometric estimate concerning intersections of a triangle with
translates of a rectangle containing it.
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6 A simple geometric observation
In this section we fix real numbers 0 ⩽ b < c and define points A := (0, 1),
B := (b, 0) and C := (c, 0) and let ∆ denote the (full) triangle ABC. Let α > 0
be such that one has AB ⩾ αBC.

Denote then by B′ and C ′ the points defined by
−−→
AB′ = 3

2

−→
AB and

−−→
AC ′ = 3

2

−→
AC

and let P̃ be the smallest rectangle having AB′ as one of its sides, and containing
the triangle AB′C ′ (see figure 7). Finally define P to be the rectangle obtained

A

BC

B′

C ′

D′

H I

J θB

`

P̃

Figure 7: The triangles ABC, AB′C ′ and the rectangle P̃

from P̃ by translating it in such a way that its center is the origin, and let V
denote the trapezium BCC ′B′.

The following estimate, although simple, will be crucial in the sequel.

Lemma 6.1. For any x ∈ V one has

|(x+ P ) ∩∆| ⩾ min(α, 1)
72

|P | .

Proof. Denote by I the middle of the segment AB′, by H the point on the segment
AB having the property that CH is orthogonal to AB and by J the intersection
of BC with the line orthogonal to AB and passing through I (see figure 7 again).
Finally denote by D′ the “lower right” vertex of P̃ and let ℓ denote the length of
the segment B′D′.

If θB ∈ (0, π
2
) stands for the (non-oriented) angle between the horizontal line

and AB, one obviously has tan θB = 1
b
. It is also plain to see, using the triangle

B′C ′D′, that one has:

ℓ = B′D′ = B′C ′ sin θB =
3

2
BC · 1√

1 + cot2 θB
=

3

2
· BC√

1 + b2
=

3

2
· BC

AB
.
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Using the triangle BHC in a similar fashion, one gets CH = BC sin θB and
BH = BC cos θB. Since one easily gets BI = 1

4
AB, there comes:

IJ = CH · BI

BH
=

1

4
AB tan θB =

AB

4b
.

We hence finally compute:

IJ

ℓ
=

1

6b
· (AB)2

BC
=

1

6
· AB

b
· AB
BC

=
1

6
·
√
1 + b2

b
· AB
BC

⩾ 1

6
α,

using the assumption we made that AB ⩾ αBC.
The previous observations ensure that the intersection of the rectangle B′ + P

with the triangle ∆ = ABC contains the triangle formed by the points B, I and
J ′ := I + 1

6
α
−−→
B′D′; hence one has, using the obvious equality BI = 1

4
AB = 1

6
AB′:

|(B′ + P ) ∩∆| ⩾ 1

2
BI · 1

6
αℓ =

1

72
αAB′ · ℓ = 1

72
α|P |.

Denoting now K, L and M respectively the intersections of the “upper” side of
C ′+P parallel to AB′ with the lines AC, BC and B′C ′ respectively, one computes:

BL = B′M =
1

2
B′C ′ =

3

4
BC.

It hence follows that CL = 1
4
BC and that the intersection of ∆ = ABC with

C ′ +P , which is the triangle CKL, is a triangle homothetic to ABC with ratio 1
4
,

and thus similar to AB′C ′ with ratio 1
6
, yielding in turn:

|(C ′ + P ) ∩∆| = 1

36
|AB′C ′| = 1

72
|P |.

Now denote by V the trapezion BCC ′B; it is clear that one has:

inf
x∈V

|(x+ P )∩∆| ⩾ min{|(B′ + P )∩∆|, |(C ′ + P )∩∆|} ⩾ 1

72
min(α, 1)|P |. (11)

This completes the proof of the lemma.
■

We are now ready to prove Theorem 2.3.
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7 Proof of Theorem 2.3
Fix, as before, a nondecreasing sequence b = (bk) of positive real numbers satis-
fying b0 = 0 and define points Bk := (bk, 0) for all k ∈ N and let A := (0, 1); for
each k ∈ N∗ we then denote by ∆k the triangle ABk−1Bk. For each k ∈ N, we now
associate to ∆k a rectangle Pk centered at the origin according to the procedure
described in the previous section 6.

Fix also a sequence δ = (δk)k∈N∗ of positive real numbers and consider the
sequence of rectangles R = R(b, δ) = (Rk)k∈N∗ defined by Rk := δnPk if k ∈ N∗

satisfies 2n ⩽ k < 2n+1 for a given n ∈ N; remember that we called δ an admissible
sequence in case one has diamRk → 0, k → ∞.

Let us now (re-)state and prove the main theorem of our paper, referred to
before as Theorem 2.3, which we recall now.

Theorem 7.1. Assume that the sequence b satisfies the following two conditions:

(i) there exists a constant c > 0 such that one has 1 + b2k−1 ⩾ c(bk − bk−1)
2 for

all k ∈ N∗;

(ii) one has:

Gb := sup
n∈N

sup
1⩽l⩽n

(
bn+2l − bn+l

bn+l − bn
+

bn+l − bn
bn+2l − bn+l

)
< +∞.

Under those assumptions, the process TR associated to R = R(b, δ) is L∞-bad for
any admissible sequence δ.

Proof. We keep the notations introduced just above and let (εn)n∈N and (τk)k∈N∗ be
associated to b (and the corresponding sequence of triangles ∆1, ∆2,. . . ) according
to Lemma 5.1. For k ∈ N∗, denote also by Vk the trapezium associated to ∆k

according to the procedure described in section 6. Finally define also, for n ∈ N:

Kn :=
2n+1−1∪
k=2n

τk∆k and V n :=
2n+1−1∪
k=2n

τkVk.

Since for any n ∈ N, V n contains a similar copy of the triangle
∪2n+1−1

k=2n ∆k with
ratio 1

3
, it follows one one hand that one has:

|V n| ⩾ 1

9
|
2n+1−1∪
k=2n

∆k|. (12)
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On the other hand, we have, for each k ∈ N∗, using hypothesis (i):

ABk−1 =
√
1 + b2k−1 ⩾

√
c(bk − bk−1) =

√
cBk−1Bk.

Hence the estimates obtained in section 6 hold for ∆k, Pk and Vk with α =
√
c.

Given n ∈ N, it now follows from the definition of V n and from the observations
of the previous section that, for each x ∈ V n, there exists 2n ⩽ k ⩽ 2n+1 − 1 such
that one has x ∈ τkVk and hence also:

|(x+ Pk) ∩ τk∆k| ⩾
min(α, 1)

72
|Pk|;

and hence also, defining t0 :=
min(α,1)

72
:

1

|Pk|
|(x+ Pk) ∩Kn| ⩾ 1

|Pk|
|(x+ Pk) ∩ τk∆k| ⩾ t0.

Fix now an admissible sequence δ and define R = R(b, δ) as above. For n ∈ N
and x ∈ δnV

n, there comes x
δn

∈ V n so that the latter computations ensure the
existence of an integer 2n ⩽ k ⩽ 2n+1 − 1 for which one has:

1

|Rk|
|(x+Rk) ∩ δnK

n| ⩾ 1

|Pk|

∣∣∣∣( x

δn
+ Pk

)
∩Kn

∣∣∣∣ ⩾ t0,

which rewrites:
1

|Rk|

∫
x+Rk

χδnKn ⩾ t0,

and implies that one has T ∗(χδnKn)(x) ⩾ t0, where T = TR stands for the process
associated to R = (Rk)k∈N∗ . One hence obtains the following inclusion for each
n ∈ N:

δnV
n ⊆ {T ∗χδnKn ⩾ t0} .

Using (12) and Lemma 5.1, the above inclusion yields in particular, for each n ∈ N:

|{T ∗χδnKn ⩾ t0}|
|δnKn|

⩾ |δnV n|
|δnKn|

=
|V n|
|Kn|

⩾ 1

9

∣∣∣∪2n+1−1
k=2n ∆k

∣∣∣∣∣∣∪2n+1−1
k=2n τk∆k

∣∣∣ ⩾ 1

9εn
→ ∞.

But then (see equation (1), p. 3), T cannot be L∞-good, and the proof is complete.
■

Remark 7.2. In the conditions of the statement of Theorem 7.1, the process T ,
L∞-bad, is also Lp-bad for any 1 ⩽ p < ∞. It hence follows from an observation
we present in the Appendix (see Theorem A.1) that, for any 1 ⩽ p < ∞, the set
of functions f ∈ Lp(R2) for which one has limk→∞ |Tkf | < +∞ on a set of positive
Lebesgue measure, is meager (or a first category subset) in Lp(R2).
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A Good functions for our bad processes
As we mentioned before, we will devote this appendix to show that there are few
“good” functions in Lp for Lp-bad processes. Since this fact holds in a much wider
generality than the context of rectangular averaging processes we discussed, we
formulate it here for convolution processes, since it seemed to us to be worthwile
noticing.

More precisely, we prove the following result.

Theorem A.1. Assume that (φk) ⊆ L1
+(Rd) is a collection of nonnegative inte-

grable functions in Rd and that 1 ⩽ p < ∞ is a fixed real number. Associate to
(φk) a process T = (Tk) by letting, for a locally integrable f , Tkf := φk ∗ f . If T
is Lp-bad, then the set:

G :=
{
f ∈ Lp(Rd) : lim

k→∞
|Tkf | < +∞ on a set of positive Lebesgue measure

}
is meager in Lp(Rd).

Proof. Define, for n ∈ N, a maximal operator T ∗
n by letting, for a locally integrable

f and x ∈ Rd:
T ∗
nf(x) := sup

k⩾n
|φk ∗ f(x)|.

Observe that our assumption can be reformulated by saying that T ∗ := T ∗
0 fails to

satisfy a weak (p, p)-inequality.
For each n ∈ N, define another operator Sn by letting, for f measurable and

x ∈ Rd:
Snf(x) := max

0⩽k<n
|Tkf(x)|.

Since one has, for each f ∈ Lp(Rd):

∥Tkf∥p ⩽ ∥φk∥1∥f∥p,

it follows that any Tk has weak type (p, p) and hence that the same holds for the
operator Sn for any n ∈ N. Yet one has, for a measurable f and x ∈ Rd and any
n ∈ N:

T ∗f(x) = max {Snf(x), T
∗
nf(x)} ,

and it hence follows that T ∗
n fails to satisfy a weak type (p, p) inequality for any

n ∈ N. It then follows from [19, Proposition 1, p. 441] that for each n ∈ N there
exists fn ∈ Lp

+(Rd) for which one has T ∗
nfn = +∞ a.e. on Rd. We can of course

assume, without loss of generality, that one has ∥fn∥p = 1.
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Fix now n ∈ N and a cube of side 1, Q ⊆ Rd, and denote by L d Q the
(outer) Lebesgue measure restricted to Q (i.e. defined for a subset E ⊆ Rd by
L d Q(E) := |Q ∩ E|). Consider for each integer k ∈ N the operator:

TQ
k : Lp(Rd) → L0(Rd,L d Q), f 7→ Tkf.

The operator TQ
k is continuous in measure since one has, for any ε and any sequence

(fj) ⊆ Lp(Rd) satisfying ∥fj − f∥p → 0:

L d Q({|Tkfj − Tkf | > ε}) ⩽ |{|Tkfj − Tkf | > ε}|

⩽ 1

ε
∥φ ∗ (fj − f)∥1 ⩽

1

ε
∥φk∥1∥fj − f∥p,

implying obviously that one has L d Q({|Tkfj − Tkf | > ε}) → 0, j → ∞.
Applying Del Junco and Rosenblatt’s [7, Theorem 1.1] to B = Lp(Rd), µ =

L d Q and (Tk)k⩾n, we find that there is a dense Gδ subset XQ,n ⊆ Lp(Rd) such
that one has T ∗

nf = +∞, (L d Q)-a.e., that is T ∗
nf = +∞ a.e. on Q, for any

f ∈ XQ,n.
Now let:

Xn :=
∩
ν∈Zn

Xν+Q,n.

Obviously Xn is a dense Gδ in Lp(Rd); for f ∈ Xn we then have T ∗
nf = +∞ a.e.

on ν +Q for any ν ∈ Zn, and hence T ∗
nf = +∞ for a.e. x ∈ Rd.

Finally let X :=
∩

n∈N Xn, observe that X is a dense Gδ subset of Lp(Rd) and
that for f ∈ X we have, for all n ∈ N and a.e. x ∈ Rd:

T ∗
nf(x) = +∞.

Hence we have, for f ∈ X and a.e. x ∈ Rd:

lim
k→∞

|Tkf(x)| = inf
n∈N

sup
k⩾n

|Tkf(x)| = inf
n∈N

T ∗
nf(x) = +∞.

The result now immediately follows. ■
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