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#### Abstract

We study the boundary stabilization of one-dimensional cross-diffusion systems in a moving domain. We show first exponential stabilization and then finite-time stabilization in arbitrary small time of the linearized system around uniform equilibria, provided the system has an entropic structure with a symmetric mobility matrix. One example of such systems are the equations describing a Physical Vapor Deposition (PVD) process. This stabilization is achieved with respect to both the volumic fractions and the thickness of the domain. The feedback control is derived using the backstepping technique, adapted to the context of a time-dependent domain. In particular, the norm of the backward backstepping transform is carefully estimated with respect to time.
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## 1 Introduction

Cross-diffusion systems naturally arise in diffusion models of multi-species mixtures in a wide variety of applications: tumor growth, population dynamics, materials science etc, see for example Chapter 4 of 28 for an introduction to these systems. Let $n \geq 1$ so that the number of species in the system of interest is $n+1, d \in \mathbb{N}^{*}$ the spatial dimension and $\Omega \subset \mathbb{R}^{d}$ the bounded spatial domain occupied by the mixture. Such a cross-diffusion system then models the evolution of $u_{i}(t, x)$ for all $0 \leq i \leq n$, where $u_{i}(t, x)$ denotes the local concentration or volumic fraction of the $i^{\text {th }}$ species in the mixture at a time $t>0$ and point $x \in \Omega$. Setting $\widetilde{u}:=\left(u_{0}, \cdots, u_{n}\right)^{T}$, a typical cross-diffusion system reads as follows (together with appropriate initial and boundary conditions):

$$
\begin{equation*}
\partial_{t} \widetilde{u}-\operatorname{div}_{x}\left(\widetilde{A}(\widetilde{u}) \nabla_{x} \widetilde{u}\right)=0 \quad \text { for }(t, x) \in \mathbb{R}_{+}^{*} \times \Omega, \tag{1.1}
\end{equation*}
$$

for some matrix-valued application $\widetilde{A}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{(n+1) \times(n+1)}$. Significant advances in the understanding of the mathematical structure of these systems have been achieved in the last ten years. Indeed, it has been understood in the seminal works $[10,30,31,29$ that many of these systems have an entropic structure, which enables to obtain appropriate estimates in order to prove the existence of weak solutions to systems of the form 1.1.
These systems arise in particular in materials science, in order to model atomic diffusion within solids. Indeed, hydrodynamic limits of some stochastic lattice hopping models 37 read as cross-diffusion systems of the form (1.1). Our work here is mainly based on the study initiated in [5, where the authors considered a one-dimensional crossdiffusion system defined in a moving boundary domain in order to model a Physical Vapor Deposition process (PVD) used for the fabrication of thin film layers in the photovoltaic industry. The process can be described as follows: a wafer is introduced in a hot chamber where chemical elements are injected under gaseous form. As the latter deposit on the substrate, a heterogeneous solid layer grows upon it. Because of the high temperature conditions, diffusion occurs in the bulk until the wafer is taken out and the system is freezed.
In this model, the solid layer is composed of $n+1$ different chemical species and occupies a domain of the form $(0, e(t)) \subset \mathbb{R}_{+}$, where $e(t)>0$ denotes the thickness of the film. For all $0 \leq i \leq n$, let $\phi_{i} \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}^{*}\right)$ be a nonnegative function so that $\phi_{i}(t)$ represents the flux of atoms of species $i$ absorbed at the surface of the film layer at time $t$. The evolution of the thickness of the film is determined by the fluxes $\left(\phi_{i}\right)_{0 \leq i \leq n}$ and reads as:

$$
\begin{equation*}
e(t)=e_{0}+\int_{0}^{t} \sum_{i=0}^{n} \phi_{i}(s) d s \tag{1.2}
\end{equation*}
$$

where $e_{0}>0$ denotes the initial thickness of the film. The local volumic fractions of the different species $u_{0}(t, x), \ldots, u_{n}(t, x)$ are naturally expected to satisfy the following constraints:

$$
\begin{equation*}
\forall 0 \leq i \leq n, u_{i}(t, x) \geq 0 \text { and } \sum_{j=0}^{n} u_{j}(t, x)=1 . \tag{1.3}
\end{equation*}
$$

These constraints 1.3) allows one to equivalently express $u_{0}$ as $1-\sum_{i=1}^{n} u_{i}$. As a consequence, the whole system can be equivalently rewritten using the unknown vector $u:=\left(u_{1}, \ldots, u_{n}\right)^{T}$. More precisely, denoting by $\varphi$ the vectorvalued function $\left(\phi_{1}, \ldots, \phi_{n}\right)^{T}$, the cross-diffusion system in the solid layer together with the flux boundary conditions form the system:

$$
\left\{\begin{array}{rlrl}
\partial_{t} u-\partial_{x}\left(A(u) \partial_{x} u\right) & =0, & \text { for }(t, x) \in \bigcup_{t \in \mathbb{R}_{+}^{*}}\{t\} \times(0, e(t)),  \tag{1.4}\\
\left(A(u) \partial_{x} u\right)(t, 0) & =0, & & \text { for } t \in \mathbb{R}_{+}^{*}, \\
\left(A(u) \partial_{x} u\right)(t, e(t))+e^{\prime}(t) u(t, e(t)) & =\varphi(t), & & \text { for } t \in \mathbb{R}_{+}^{*}, \\
u(0, x) & =u^{0}(x), & & x \in\left(0, e_{0}\right),
\end{array}\right.
$$

for some matrix-valued application $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ which is called the diffusion matrix of the system, and some initial condition $u^{0} \in L^{\infty}\left(\left(0, e_{0}\right), \mathcal{D}\right)$ where the set $\mathcal{D}$ is defined below in 2.1.

The main motivation of the authors of [5] for the study of such a system was ultimately to be able to control the gaseous fluxes $\left(\phi_{0}, \ldots, \phi_{n}\right)$ injected during the PVD process in order to reach target composition profiles. The global existence of weak solutions to system (1.4) was shown by adapting the boundedness-by-entropy method [29. The authors also proved existence of solutions to an optimization problem related to the control of the fluxes and longtime asymptotics of the volumic fraction profiles in the case of constant external fluxes (i.e. when the system is in open-loop). However, it is not clear whether the corresponding asymptotic profiles are exponentially stable in open-loop, and the question of whether one could use a better flux control $\varphi$ to improve their stability remains open. The main difficulty lies in the expansion of the domain with time and the coupling between $u(t)$ and $e(t)$. When the domain is fixed, results concerning the exponential convergence to equilibrium of solutions to 1.1 were already proven for a large class of diffusion matrices $A$ (see 12, 30, 42, 1]).
This work is concerned with the stabilization of the linearized version of (1.4) around uniform equilibrium states (precisely defined in Sections 2.2, 2.3, 3.1), under appropriate assumptions on the cross-diffusion matrix $A$. These assumptions build on the usual entropic structure conditions stated in 29,5 to address the nonlinear problem, together with an additional symmetry assumption on the mobility matrix of the system at the state considered. In particular, the PVD model in (5) satisfies these conditions around any such state. In this paper, we show that we can obtain finite-time stabilization of the linearized system, with a feedback control derived using the backstepping technique inspired from 17 .
First introduced in $[11,33,40$ for finite dimensional systems, the backstepping approach was later used and adapted for PDE in $14,6,7,38,35 \mid$. It consists in transforming the original system, hard to stabilize, into a simpler target system, using an isomorphism. The main difficulty is then to show the existence of such an isomorphism. The usual backstepping approach for PDE, presented in [35], searches for isomorphisms under the form of a Volterra transform of the second kind (see 4.3 ), which are conveniently always invertible, among other advantages. Some attempt to introduce a generalized backstepping approach which does not necessarly rely on Volterra transforms have also been introduced in $[16,15,22,44,43,19,23]$. The Volterra approach has been used in many areas and for many systems in the last decades including parabolic equations (see for instance [4, 17, 20), hyperbolic system (see for instance [34, 41, 2, 3, 25, 24, 18), etc. However, no result exists on diffusion system of the form (1.4) where the domain extends with time (in a way that is not compensated in the dynamics). The reason is that this situation brings new difficulties, in particular the backstepping transform has to depend on time and one has to make sure that this does not jeopardize the exponential stability (resp. the finite time stability). Indeed, when applying the transformation backward to obtain the exponential stability of the original system, the cost of the estimate depends on the norm of the backstepping transform and of the norm of its inverse which depends itself on time (see 4.15). If this norm goes to infinity exponentially fast, it could be that the original system is not exponentially stable, let alone finite-time stable, even though the target system is. One can still note 26, 27 where the authors also consider a backstepping approach applied to a parabolic equation in a time-dependent domain. However, their situation is different thanks
to their dynamics, and in both cases they do not consider the norm of the inverse of the backstepping transform. Concerning time-dependent coefficients of parabolic equations one can also note the work by Smyshlyaev and Krstic [39] which considers a heat equation with a time-dependent reactivity and the work by Kerschbaum and Deutscher 32 where the authors consider the exponential stability of a system of parabolic equations with a diagonal diffusion and a time-dependent reactivity. In both cases the difficulty lies in the existence of a time-dependent kernel for the transform and is dealt by converting the kernel equations into an integral equation, using fixed point and successive approximations. We do not use such a method here as we aim for a more generic method that could be applied to more complicated systems and steady-states, and that can allow estimates such as 4.18 that are so crucial to reach finite time stabilization.

The outline of the paper is the following: we first recall the main mathematical properties of the moving boundary cross-diffusion system introduced in 5 in Section 2 and present the linearized version of this system we focus on in this work. Our main theoretical results are gathered in Section 3 The description of the backstepping transformation we consider here is given in Section 4 Proofs of our results are gathered in Section 5 Additional details and some technical calculations are added in the Appendices.

## 2 Preliminaries

The aim of this section is to recall the main mathematical properties of the system studied in [5] and to introduce the linearized version of this system we focus on in this work. In Section 2.1, we recall the assumptions needed on the diffusion matrix $A$ for the associated cross-diffusion system to have an entropic structure and state the additional assumptions required by the stabilization analysis presented in this work. Mathematical properties of system 1.2)(1.4) are discussed in Section 2.2 Finally, the linearized version of system $\sqrt{1.2}-(1.4$ which we will focus on in this article is introduced in Section 2.3.
Notation: Let us first introduce some useful notation. For any continuous non-decreasing positive function $\widetilde{e}: \mathbb{R}_{+} \rightarrow$ $\mathbb{R}_{+}^{*}$ and any $T>0$, we define the sets $U_{\widetilde{e}}:=\cup_{t \in \mathbb{R}_{+}^{*}}\{t\} \times(0, \widetilde{e}(t))$ and $U_{\widetilde{e}}^{T}:=\cup_{t \in(0, T)}\{t\} \times(0, \widetilde{e}(t))$, the time-space moving domains we consider in this paper. For any $0<T \leq+\infty$, any $1 \leq p, q \leq \infty$, any $k \in \mathbb{Z}$, we denote by $\left[L^{p}\left((0, T), W^{k, q}\right)\right]_{\tilde{e}}$ the set of measurable functions $f$ from $U_{\tilde{e}}^{T}$ to $\mathbb{R}$ such that respectively: if $p<\infty$

$$
\left(\int_{0}^{T}\|f(t)\|_{W^{k, q}(0, \tilde{e}(t))}^{p} d t\right)^{1 / p}<\infty
$$

and if $p=\infty$,

$$
\sup _{0 \leq t \leq T}\|f(t)\|_{W^{k, q}(0, \tilde{e}(t))}<\infty
$$

These quantities define norms, naturally denoted by $\|\cdot\|_{\left[L^{p}\left((0, T), W^{k, q}\right)\right]_{\tilde{e}}}$, which in turn induce a Banach structure. We naturally use this notation for functions defined on more general time intervals $\left(t_{1}, t_{2}\right)$ for $0 \leq t_{1} \leq t_{2} \leq T$. The sets $\left[L_{\text {loc }}^{p}\left((0, T), W^{k, q}\right)\right]_{\tilde{e}}$ are defined in a similar way. The space $\left[\mathcal{C}^{0}\left((0, T), L^{p}\right)\right]_{\tilde{e}}$ is defined as the set of functions $f: U_{\widetilde{e}}^{T} \rightarrow \mathbb{R}$ such that the function $(0, T) \times(0,1) \ni(t, x) \mapsto f(t, x \widetilde{e}(t))$ belongs to $\mathcal{C}^{0}\left((0, T) ; L^{p}(0,1)\right)$.

### 2.1 Entropic structure of the nonlinear system

We detail in this section the assumptions needed on the diffusion matrix $A$ to get existence of a weak solution to the nonlinear cross-diffusion system $\sqrt{1.2}-\sqrt{1.4}$ and introduce some additional notations. These assumptions coincide with the requirements highlighted in 29,5 for system $\sqrt{1.2}-1.4$ to have an entropic structure. We refer to 29 for more details about the entropic structure of cross-diffusion systems and to 13 for a discussion about necessary and sufficient conditions for a cross-diffusion system to admit such a structure.
Let $\mathcal{D} \subset \mathbb{R}^{n}$ be defined by

$$
\begin{equation*}
\mathcal{D}:=\left\{\left(u_{1}, \cdots, u_{n}\right) \in\left(\mathbb{R}_{+}^{*}\right)^{n}, \quad \sum_{i=1}^{n} u_{i}<1\right\} \subset(0,1)^{n} \tag{2.1}
\end{equation*}
$$

Note that a solution $u$ to $1.2-1.4$ satisfies the constraints 1.3 if and only if $u(t, x) \in \overline{\mathcal{D}}$, for all $t \in \mathbb{R}_{+}^{*}$ and all $x \in(0, e(t))$. Note also that, in view of 1.3 , the strict inequalities in 2.1 imply that the $n+1$ volumic fractions are positive. The following set of assumptions on the diffusion matrix $A$ allows to guarantee that the corresponding cross-diffusion system enjoys a favorable entropic structure.

## Assumptions:

(H0) $A \in \mathcal{C}^{0}\left(\overline{\mathcal{D}}, \mathbb{R}^{n \times n}\right)$;
(H1) there exists a bounded from below strictly convex function $h \in \mathcal{C}^{0}(\overline{\mathcal{D}})$ such that $h \in \mathcal{C}^{2}(\mathcal{D}, \mathbb{R})$ (the entropy density) and such that its derivative $D h: \mathcal{D} \rightarrow \mathbb{R}^{n}$ is invertible on $\mathbb{R}^{n}$;
(H2) there exists $\alpha>0$, and for all $1 \leq i \leq n$, there exists $1 \geq m_{i}>0$, such that for all $z=\left(z_{1}, \cdots, z_{n}\right)^{T} \in \mathbb{R}^{n}$ and $u=\left(u_{1}, \cdots, u_{n}\right)^{T} \in \mathcal{D}$,

$$
z^{T} D^{2} h(u) A(u) z \geq \alpha \sum_{i=1}^{n} u_{i}^{2 m_{i}-2} z_{i}^{2}
$$

A function $h$ such that (H1) and (H2) hold is called an entropy density of the cross-diffusion system. The associated entropy functional $\mathcal{E}$ is then defined by

$$
\mathcal{E}:\left\{\begin{array}{clc}
L^{\infty}(\Omega ; \overline{\mathcal{D}}) & \longrightarrow & \mathbb{R} \\
u & \longmapsto \mathcal{E}(u):=\int_{\Omega} h(u(x)) d x,
\end{array}\right.
$$

and for all $u \in L^{\infty}(\Omega ; \overline{\mathcal{D}})$, we identify the differential $D \mathcal{E}(u)$ with its euclidean gradient which is equal to the function Dh(u).
The first equation of system (1.4) can then be formally rewritten under the following form:

$$
\partial_{t} u-\operatorname{div}_{x}\left(M(u) \nabla_{x} D \mathcal{E}(u)\right)=0, \quad \text { for }(t, x) \in U_{e}=\bigcup_{t \in \mathbb{R}_{+}^{*}}\{t\} \times(0, e(t))
$$

where $M: \mathcal{D} \rightarrow \mathbb{R}^{n \times n}$ is the so-called mobility matrix of the system and is defined for all $u \in \mathcal{D}$ by

$$
\begin{equation*}
M(u):=A(u)\left(D^{2} h(u)\right)^{-1} . \tag{2.2}
\end{equation*}
$$

Note that assumption (H2) ensures that the symmetric part of the mobility matrix $M(u)$ is positive definite.
Remark 1. One particular example of diffusion matrix $A$ is studied in [5] for the PVD model used in photovoltaics applications. This diffusion matrix is defined as follows: for all $u:=\left(u_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}, A(u)=\left(A_{i j}(u)\right)_{1 \leq i, j \leq n} \in \mathbb{R}^{n \times n}$ where

$$
\left\{\begin{array}{l}
\forall 1 \leq i \leq n, A_{i i}(u)=\sum_{1 \leq j \neq i \leq n}\left(K_{i j}-K_{i 0}\right) u_{j}+K_{i 0},  \tag{2.3}\\
\forall 1 \leq i \neq j \leq n, A_{i j}(u)=-\left(K_{i j}-K_{i 0}\right) u_{i} .
\end{array}\right.
$$

where, for all $0 \leq i \neq j \leq n$, the positive real numbers $K_{i j}$ satisfy $K_{i j}=K_{j i}>0$ and represent the cross-diffusion coefficients of atoms of type $i$ with atoms of type $j$. Note that $A(u)$ is not a symmetric matrix in general. It is proved in [5] that the diffusion matrix defined by 2.3) satisfies assumptions (H0)-(H1)-(H2), with $m_{i}=\frac{1}{2}$ for all $1 \leq i \leq n$ and with the function $h$ being defined as the classical Boltzmann entropy density:

$$
h:\left\{\begin{array}{ccc}
\overline{\mathcal{D}} & \longrightarrow & \mathbb{R}  \tag{2.4}\\
u:=\left(u_{i}\right)_{1 \leq i \leq n} & \longmapsto & h(u)=\sum_{i=1}^{n} u_{i} \log u_{i}+\left(1-\rho_{u}\right) \log \left(1-\rho_{u}\right)
\end{array}\right.
$$

where for all $u=\left(u_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}, \rho_{u}:=\sum_{i=1}^{n} u_{i}$. Furthermore, the mobility matrix associated to (2.3) and 2.4 is given for $u \in \mathcal{D}$ as $M(u)=\left(M_{i j}(u)\right)_{1 \leq i, j \leq n}$, where:

$$
\left\{\begin{array}{l}
\forall 1 \leq i \leq n, M_{i i}(u)=\sum_{1 \leq j \neq i \leq n} K_{i j} u_{i} u_{j}+K_{i 0} u_{i}\left(1-\rho_{u}\right), \\
\forall 1 \leq i \neq j \leq n, M_{i j}(u)=-K_{i j} u_{i} u_{j} .
\end{array}\right.
$$

Note that $M(u)$ is always a symmetric matrix.

### 2.2 Main mathematical properties of the nonlinear model

The aim of this section is to recall the main mathematical properties of the nonlinear model 1.2 - 1.4 and highlight the open questions on the control and stabilization of this system that are of interest here.
It was proved in 5 that there exists at least one weak solution to system 1.2 - 1.4 satisfying the constraints 1.3 ) in the following sense:

Theorem (Theorem 2 of (5). Assume A satisfies assumptions (H0)-(H1)-(H2) and let $h: \overline{\mathcal{D}} \rightarrow \mathbb{R}$ be the associated function so that (H1) and (H2) are satisfied. Let us assume that $u^{0} \in L^{\infty}\left(\left(0, e_{0}\right) ; \mathcal{D}\right)$ satisfies $w^{0}:=(D h)\left(u^{0}\right) \in$ $L^{\infty}\left(\left(0, e_{0}\right) ; \mathbb{R}^{n}\right)$. Let us also assume that $\left(\phi_{0}, \cdots, \phi_{n}\right) \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}^{*} ; \mathbb{R}_{+}^{n+1}\right)$. Then, there exists a weak solution $u$ with initial condition $u^{0}$ to 1.2 - 1.4 such that for almost all $(t, x) \in U_{e}, u(t, x) \in \overline{\mathcal{D}}$, and

$$
u \in\left[L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}^{*} ; H^{1}\right)^{n}\right]_{e} \quad \text { and } \quad \partial_{t} u \in\left[L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}^{*} ;\left(H^{1}\right)^{\prime}\right)^{n}\right]_{e}
$$

In the case when the fluxes $\left(\phi_{i}\right)_{0 \leq i \leq n}$ are constant in time, it is legitimate to wonder if the volumic fraction profiles $\left(u_{i}\right)_{0 \leq i \leq n}$ will converge to some constant profiles, and if yes, at which rate. The following result was proved in (5) under the assumption that the entropy density $h$ of the system is given by 2.4.

Proposition 1 (Proposition 1 of [5]). Let us assume that the assumptions of Theorem 2.2 hold together with the following ones:
(T1) for all $0 \leq i \leq n$, there exists $\bar{\phi}_{i}>0$ so that $\phi_{i}(t)=\bar{\phi}_{i}$, for all $t \in \mathbb{R}_{+}$;
(T2) the entropy density $h$ can be chosen so that for all $u \in \overline{\mathcal{D}}, h(u)$ is defined by 2.4.
For all $0 \leq i \leq n$, let us define $\bar{u}_{i}:=\frac{\bar{\phi}_{i}}{\sum_{j=0}^{n} \bar{\phi}_{j}}$ so that $\bar{u}:=\left(\bar{u}_{i}\right)_{1 \leq i \leq n} \in \mathcal{D}$. Then, there exists a constant $C>0$ such that for almost all $t \geq 0$,

$$
\forall 1 \leq i \leq n, \quad \frac{1}{\bar{e}(t)}\left\|u_{i}(t, \cdot)-\bar{u}_{i}\right\|_{L^{1}(0, \bar{e}(t))} \leq \frac{C}{\sqrt{t+1}}
$$

and

$$
\frac{1}{\bar{e}(t)}\left\|\left(1-\rho_{u(t, \cdot)}\right)-\bar{u}_{0}\right\|_{L^{1}(0, \bar{e}(t))} \leq \frac{C}{\sqrt{t+1}}
$$

where $\bar{e}(t)$ is the thickness at time $t$ of the layer, given by

$$
\bar{e}(t)=\bar{e}_{0}+\int_{0}^{t} \sum_{i=0}^{n} \phi_{i}(s) d s=\bar{e}_{0}+t \sum_{i=0}^{n} \bar{\phi}_{i}
$$

for some value of the initial thickness of the layer $\bar{e}_{0}>0$.
Let us make a few comments about this result.

- In this specific case, the thickness of the boundary layer $\bar{e}(t)$ grows linearly with constant speed, i.e.

$$
\bar{e}(t)=\bar{e}_{0}+t \bar{v},
$$

with

$$
\bar{v}:=\sum_{i=0}^{n} \bar{\phi}_{i}
$$

- Proposition 1 does not state that the quantity $\left\|u_{i}(t, \cdot)-\bar{u}_{i}\right\|_{L^{1}(0, \bar{e}(t))}$ goes to 0 as $t$ goes to infinity, it only enables to guarantee the existence of a constant $C>0$ such that

$$
\forall t>0, \quad\left\|u_{i}(t, \cdot)-\bar{u}_{i}\right\|_{L^{1}(0, \bar{e}(t))} \leq C \sqrt{t}
$$

Proposition 1 still states that the rescaled volumic fraction profiles converge to constants in the long-time limit. More precisely, denoting by $v(t, y):=u(t, \bar{e}(t) y)$ for all $t>0$ and $y \in(0,1)$ and by $v_{i}$ the $i^{t h}$ component of $v$ for $1 \leq i \leq n$, it holds that

$$
\begin{equation*}
\forall 1 \leq i \leq n, \quad\left\|v_{i}(t, \cdot)-\bar{u}_{i}\right\|_{L^{1}(0,1)}=\frac{1}{\bar{e}(t)}\left\|u_{i}(t, \cdot)-\bar{u}_{i}\right\|_{L^{1}(0, \bar{e}(t))} \leq \frac{C}{\sqrt{t+1}} \tag{2.5}
\end{equation*}
$$

- In the case of constant fluxes $\left(\bar{\phi}_{i}\right)_{0 \leq i \leq n}$, i.e. when the thickness of the film at all time $t>0$ is equal to $\bar{e}(t)$, and when the initial condition $u^{0}$ is equal to $\bar{u}$, it can be easily checked that the function $u$ defined by $u(t, x)=\bar{u}$ for all $t>0$ and $x \in(0, \bar{e}(t))$ is a solution to system 1.2 - 1.4 . Therefore we use the denomination "target state of 1.4 " to refer to a couple $\left(\bar{u}, \mathbb{R}_{+} \ni t \mapsto \bar{e}(t)\right)$ in the following and will sometimes refer to the set $\left(\bar{\phi}_{i}\right)_{0 \leq i \leq n}$ as the "reference fluxes".

The preceding remarks provided the main source of motivation for this work about the stabilization of system 1.2 1.4. Assuming that the initial condition $u^{0}$ at time $t=0$ is chosen as a small perturbation of $\bar{u}$, of the form $u^{0}=\bar{u}+\delta u^{0}$, and that the initial thickness of the film $e_{0}$ at time $t=0$ is a small perturbation of the initial thickness $\bar{e}_{0}$, i.e. $e_{0}=\bar{e}_{0}+\delta e_{0}$, does there exist a set of feedback fluxes $\left(\phi_{i}\right)_{0 \leq i \leq n}$ such that for a time $t$ large enough, the volumic fraction profiles $u(t)$ and thickness of the system $e(t)$ converge to $\bar{u}$ and $\bar{e}(t)$ in a stronger norm than the average $L^{1}$ norm used in (2.5) ? In other words, can the system be stabilized around the target state ( $\bar{u}, \bar{e}$ ) and at which rate? Can exponential stability or finite-time stability be achieved, i.e. can the system be stabilized at a rate much better than the one provided by the strategy which would consist in keeping the fluxes $\phi_{i}$ constant and equal to $\overline{\phi_{i}}$ as considered in Proposition 1 ?
This work can be seen as an important first step in this direction. Indeed we provide answers on the stabilization of a linearized version of the system (1.2)-1.4). From this result, we expect to be able to obtain the local stabilization of the original nonlinear system in a future work.

### 2.3 Linearized system and control variables

The aim of this section is to introduce the linearized system which is the main focus of this paper, together with an appropriate change of control variables that enables to decouple the control analysis of the volumic fractions and the thickness of the domain.
Recall that we consider small perturbations $\left(\delta u^{0}, \delta e_{0}\right)$ at $t=0$ around the initial condition $\bar{u}$ and initial thickness $\bar{e}_{0}$. Assuming that the imposed fluxes on the system are of the form $\phi_{i}(t)=\bar{\phi}_{i}+\delta \phi_{i}(t)$ for all $0 \leq i \leq n$ and $t>0$, we wish to investigate the linearized dynamic of $(\delta u(t), \delta e(t))$ which can be seen as first-order corrections of $(u(t)-\bar{u}, e(t)-\bar{e}(t))$.
Then, the first order correction of the thickness reads, for all $t \geq 0$ :

$$
\begin{equation*}
\delta e(t)=\int_{0}^{t} \sum_{i=0}^{n} \delta \phi_{i}(s) d s+\delta e_{0}, \quad \text { and } \quad \delta e^{\prime}(t)=\sum_{i=0}^{n} \delta \phi_{i}(t) \tag{2.6}
\end{equation*}
$$

In addition, the first-order corrections of the system 1.4 around the target state $(\bar{u}, \bar{e})$ yields the following system, the solution of which is $\delta u$, for given $\delta u^{0}, \delta \varphi:=\left(\delta \phi_{1}, \cdots, \delta \phi_{n}\right)^{T}$ and $\delta \phi_{0}$ :

$$
\left\{\begin{align*}
\partial_{t} \delta u-A(\bar{u}) \partial_{x x}^{2} \delta u & =0, & & \text { for }(t, x) \in U_{\bar{e}}  \tag{2.7}\\
A(\bar{u}) \partial_{x} \delta u(t, \bar{e}(t))+\bar{v} \delta u(t, \bar{e}(t)) & =\delta \psi(t), & & \text { for } t \in \mathbb{R}_{+}^{*} \\
A(\bar{u}) \partial_{x} \delta u(t, 0) & =0, & & \text { for } t \in \mathbb{R}_{+}^{*} \\
\delta u(0, x) & =\delta u^{0}(x), & & \text { for } x \in\left(0, \bar{e}_{0}\right)
\end{align*}\right.
$$

where for any $t \geq 0$,

$$
\begin{equation*}
\delta \psi(t):=\delta \varphi(t)-\delta e^{\prime}(t) \bar{u} \in \mathbb{R}^{n} \tag{2.8}
\end{equation*}
$$

Remark that the solution $\delta u$ to system (2.7) only depends on the $n$ independent control variables denoted by $\delta \psi=$ $\left(\delta \psi_{i}\right)_{1 \leq i \leq n}$. Therefore, since we originally had $n+1$ control variables $\left(\delta \phi_{i}\right)_{i \in\{0, \ldots, n\}}$, it remains an extra degree of freedom. This degree of freedom ought to be designed exclusively for the stabilization of the thickness $\delta e$. We make this explicit by defining a new control variable as for any $t \geq 0$ :

$$
\begin{equation*}
\delta \theta(t):=\sum_{i=0}^{n} \delta \phi_{i}(t) \tag{2.9}
\end{equation*}
$$

such that for any $t \geq 0$ :

$$
\begin{equation*}
\delta e(t)=\int_{0}^{t} \delta \theta(s) d s+\delta e_{0} \tag{2.10}
\end{equation*}
$$

Now we claim that the change of control variables $\left(\delta \phi_{0}, \ldots, \delta \phi_{n}\right) \rightarrow\left(\delta \theta, \delta \psi_{1}, \ldots, \delta \psi_{n}\right)$, defined according to 2.8) and (2.9) is invertible. Indeed, it can be checked that for any $t>0$,

$$
\delta \varphi(t)=\delta \psi(t)+\delta \theta(t) \bar{u}
$$

and

$$
\delta \phi_{0}(t)=\delta \theta(t)-\sum_{i=1}^{n}\left(\delta \psi_{i}(t)+\delta \theta(t) \bar{u}_{i}\right)
$$

This new choice of control variables $(\delta \theta, \delta \psi)$ is more convenient for our analysis since we can now completely decouple the control analysis of the thickness and of the volumic fractions respectively, as will be made clear in Section 5

## 3 Stabilization of the linearized system: main results

The aim of this section is to present the main results of this work, which focuses on the stabilization of the linearized system (2.6)- 2.7 ). In Section 3.1, we introduce the precise notions of weak solutions and stability considered here. In Section 3.2 are stated our main theoretical results and we decompose the problem into $n$ scalar problems. Finally in Section 4. we detail our backstepping strategy to stabilize the scalar problem.

### 3.1 Main definitions

We first need to precise the notion of solution to system (2.7) we will consider here. In the following, we are interested in the stabilization in the spatial $L^{2}$ norm, so defining an appropriate notion of weak solution in $L^{2}$ for $L^{2}$ initial data is needed for our analysis to hold. In our case, anticipating slightly on the next section, the fluxes will be defined as a closed-loop feedback of the form

$$
\begin{equation*}
\delta \psi(t)=\Psi(t, \delta u(t)) \tag{3.1}
\end{equation*}
$$

where the application $\Psi$ is decomposed into a non-local integral part and a local multiplication operator at $x=\bar{e}(t)$. More precisely, the application $\Psi$ will be of the following form: for almost all $t \geq 0$ and all $z \in H^{1}(0, \bar{e}(t))^{n}$,

$$
\begin{equation*}
\Psi(t, z):=H_{n l}(t) z+H_{l}(t) z, \tag{3.2}
\end{equation*}
$$

where the family of operators $\left(H_{n l}(t)\right)_{t \geq 0}$ and $\left(H_{l}(t)\right)_{t \geq 0}$ will be required to satisfy the following properties:

## Properties of operators:

(P1) for almost all $t \geq 0, H_{n l}(t)$ is a continuous linear application from $L^{2}(0, \bar{e}(t))^{n}$ to $\mathbb{R}^{n}$;
(P2) for all $T>0$, and all $z \in\left[L^{2}\left((0, T),\left(L^{2}\right)\right)^{n}\right]_{\vec{e}}$, the application $(0, T) \ni t \mapsto H_{n l}(t) z(t)$ belongs to $L^{2}(0, T)^{n}$. Moreover, there exists a constant $C(T)>0$ such that

$$
\left\|H_{n l}(\cdot) z(\cdot)\right\|_{\left[L^{2}\left((0, T),\left(L^{2}\right)\right)^{n}\right]_{\bar{e}}} \leq C(T)\|z\|_{\left[L^{2}\left((0, T),\left(L^{2}\right)\right)^{n}\right]_{\bar{e}}}
$$

(P3) for almost all $t \geq 0$, the operator $H_{l}(t): H^{1}(0, \bar{e}(t))^{n} \rightarrow \mathbb{R}^{n}$ is defined as follows:

$$
\forall z \in H^{1}(0, \bar{e}(t))^{n}, \quad H_{l}(t) z:=K_{l}(t) z(\bar{e}(t))
$$

where $K_{l} \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}^{*} ; \mathbb{R}^{n \times n}\right)$ is a locally bounded matrix-valued application.
Using the particular form of fluxes highlighted above, a weak solution can be defined by testing 2.7) against regular test functions that satisfy dual boundary conditions (see Definition 1 below and Appendix Afor details). We obtain the following definition:

Definition 1 (Weak solution in $L^{2}$ ). Let $\delta u^{0} \in L^{2}\left(0, \bar{e}_{0}\right)$. Let $\left(H_{n l}(t)\right)_{t \geq 0}$ and $\left(H_{l}(t)\right)_{t \geq 0}$ be two families of operators satisfying (P1)-(P2)-(P3). A function $\delta u \in\left[\mathcal{C}^{0}\left(\mathbb{R}_{+}, L^{2}\right)^{n}\right]_{\bar{e}}$ such that $\partial_{t} \delta u \in\left[L^{2}\left(\mathbb{R}_{+} ;\left(H^{1}\right)^{\prime}\right)\right]_{\bar{e}}$ is said to be a $L^{2}$-weak solution to 2.7 with fluxes $\delta \psi$ defined by (3.1)-(3.2) if for any $T>0$, it satisfies:

$$
\begin{array}{r}
\quad \int_{0}^{T} \int_{0}^{\bar{e}(t)} \delta u(t, x) \cdot\left[\partial_{t} v(t, x)+A(\bar{u})^{T} \partial_{x x}^{2} v(t, x)\right] d x d t \\
+\int_{0}^{\bar{e}_{0}} \delta u^{0}(x) \cdot v(0, x) d x+\int_{0}^{T}\left(H_{n l}(t) \delta u(t)\right) \cdot v(t, \bar{e}(t)) d t=0,
\end{array}
$$

for any test function $v$ that satisfies:

- $v \in\left[\left(L^{2}\left((0, T) ; H^{2}\right)\right)^{n}\right]_{e} \cap\left[\mathcal{C}^{0}\left([0, T], L^{2}\right)^{n}\right]_{\bar{e}}$,
- $\partial_{t} v \in\left[\left(L^{2}\left((0, T) ; L^{2}\right)\right)^{n}\right]_{e}$,
- $v(T, \cdot)=0$,
- $A(\bar{u})^{T} \partial_{x} v(t, 0)=0$, for almost all $t \in(0, T)$,
- $K_{l}(t)^{T} v(t, \bar{e}(t))-A(\bar{u})^{T} \partial_{x} v(t, \bar{e}(t))=0$, for almost all $t \in(0, T)$.

Remark 2. One may wonder why the assumption on the time derivative is needed. In fact, we will use this assumption to ensure uniqueness in this class of solutions (see the proof of Corollary 1 based on the backstepping transformation). Nevertheless, it is likely that any $L^{2}$ solution to (2.7) satisfies this assumption. This would amount to prove a regularity result for (2.7) (or equivalently a uniqueness result in the class of $L^{2}$ solutions) that we do not provide in this work. (see however Lemma 10 in Appendix $B$ about the homogeneous problem)

Similarly, the control of the thickness $\delta \theta$ will also be defined as a closed-loop feedback of the form

$$
\delta \theta(t)=\Theta(t, \delta e(t))
$$

where the application $\Theta$ will be chosen so that $\Theta \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}^{*} ; \mathcal{C}^{0}(\mathbb{R})\right)$.
Let us now give precise definitions for the different notions of stabilization we consider in the present work. We start with the notion of exponential stabilization:

Definition 2 (Exponential stabilization in $L^{2}$ ). Let $\mu>0$. A target state $(\bar{u}, \bar{e})$ of (1.4) is said to be $\mu$-exponentially stabilizable in $L^{2}$ if there exist constants $C_{\bar{u}, \mu}, C_{\bar{e}, \mu}>0$ such that:
a) There exist families of operators $\left(H_{n l}(t)\right)_{t \geq 0}$ and $\left(H_{l}(t)\right)_{t \geq 0}$ satisfying properties (P1)-(P2)-(P3), such that, for any perturbation $\delta u^{0} \in L^{2}\left(0, \bar{e}_{0}\right)$, the linearized system (2.7) with the fluxes defined by (3.1)-(3.2) has a unique $L^{2}$ weak solution $\delta u$ in the sense of Definition 1 and this solution satisfies:

$$
\|\delta u(t)\|_{L^{2}(0, \bar{e}(t))} \leq C_{\bar{u}, \mu} e^{-\mu t}\left\|\delta u^{0}\right\|_{L^{2}\left(0, e_{0}\right)}, \text { for all } t \geq 0
$$

b) There exists a function $\Theta \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}^{*} ; \mathcal{C}^{0}(\mathbb{R})\right)$ such that, for any perturbation $\delta e_{0} \in \mathbb{R}$, $\delta e$ is well-defined by (2.10) with $\delta \theta$ defined by (3.1) and satisfies:

$$
|\delta e(t)| \leq C_{\bar{e}, \mu} e^{-\mu t}\left|\delta e_{0}\right|, \text { for all } t \geq 0 .
$$

Let us also give a definition of finite time stabilization:
Definition 3 (Finite time stabilization in $L^{2}$ ). Let $T>0$. A target state $(\bar{u}, \bar{e})$ of 1.4 is said to be stabilizable in finite time $T$ in $L^{2}$ if:
a) There exist families of operators $\left(H_{n l}(t)\right)_{t \geq 0}$ and $\left(H_{l}(t)\right)_{t \geq 0}$ satisfying properties (P1)-(P2)-(P3), such that, for any perturbation $\delta u^{0} \in L^{2}\left(0, \bar{e}_{0}\right)$, the linearized system (2.7) with the fluxes defined by (3.1)-(3.2) has a unique $L^{2}$ weak solution $\delta u$ in the sense of Definition 1 and this solution satisfies:
i) (stability) For any $\epsilon>0$, there exists $\nu_{u}>0$ such that if $\left\|\delta u^{0}\right\|_{L^{2}\left(0, \bar{e}_{0}\right)} \leq \nu_{u}$ then for all $t \geq 0$ :

$$
\|\delta u(t)\|_{L^{2}(0, \bar{e}(t))} \leq \epsilon
$$

ii) (convergence)

$$
\|\delta u(t)\|_{L^{2}(0, \bar{e}(t))} \rightarrow 0 \text { as } t \rightarrow T^{-} .
$$

b) There exists a function $\Theta \in L_{\text {loc }}^{1}\left((0, T) ; \mathcal{C}^{0}(\mathbb{R})\right)$ such that, for any perturbation $\delta e_{0} \in \mathbb{R}$, $\delta e$ is well-defined by (2.10) with $\delta \theta$ defined by (3.1) and satisfies:
i) (stability) For any $\epsilon>0$, there exists $\nu_{e}>0$ such that if $\left|\delta e_{0}\right| \leq \nu_{e}$ then for all $t \geq 0$ :

$$
|\delta e(t)| \leq \epsilon
$$

ii) (convergence)

$$
\delta e(t) \rightarrow 0 \text { as } t \rightarrow T^{-} .
$$

### 3.2 Main results

Let us summarize our assumptions here. Let $(\bar{u}, \bar{e})$ be a target state of (1.4) (in the sense of the discussion in Section 2.2) such that:

## Assumptions:

(A1) $\bar{u} \in \mathcal{D}$ (which implies that for all $1 \leq i \leq n, \bar{u}_{i}>0$ and $1-\rho_{\bar{u}}=1-\sum_{i=1}^{n} \bar{u}_{i}>0$ );
(A2) The diffusion matrix application $A$ satisfies assumptions (H0)-(H1)-(H2). Besides, the mobility matrix application $M$ defined by 2.2 is such that $M(\bar{u})$ is symmetric.
Let us emphasize here that, in particular, the diffusion matrix $A$ defined by 2.3 in Remark 1 satisfies assumption (A2). The additional requirement that $M(\bar{u})$ is symmetric enables to guarantee that the matrix $A(\bar{u})$ is diagonalizable with positive eigenvalues (see Lemma 1 below).

Lemma 1. Assume that $\bar{u}$ satisfies (A1) and that the diffusion matrix $A$ satisfies (A2). Then it holds that $A(\bar{u})$ is diagonalizable with positive eigenvalues.

Proof. From $\sqrt{2.2}$, it holds that $A(\bar{u})=M(\bar{u}) H(\bar{u})$ with $H(\bar{u}):=D^{2} h(\bar{u})$. The matrices $M(\bar{u})$ and $H(\bar{u})$ are both symmetric positive definite, which implies that $H(\bar{u})^{1 / 2}$ is well-defined and

$$
A(\bar{u})=M(\bar{u}) H(\bar{u})=H(\bar{u})^{-1 / 2} H(\bar{u})^{1 / 2} M(\bar{u}) H(\bar{u})^{1 / 2} H(\bar{u})^{1 / 2} .
$$

Therefore $A(\bar{u})$ is similar to the symmetric real matrix $H(\bar{u})^{1 / 2} M(\bar{u}) H(\bar{u})^{1 / 2}$ that is clearly positive definite. Hence the result.

The result of Lemma 1 enables us to decompose system (2.7) into $n$ scalar problems as follows. One can write $A(\bar{u})=Q^{-1}(\bar{u}) \Sigma(\bar{u}) Q(\bar{u})$, where the coefficients of the diagonal matrix $\Sigma(\bar{u})$ are the positive eigenvalues $\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ of $A(\bar{u})$. As a consequence, denoting by $z:=Q(\bar{u}) \delta u$, by $z_{i}$ the $i^{t h}$ component of $z$ for $1 \leq i \leq n$ and by $z^{0}:=Q(\bar{u}) \delta u^{0}$, system 2.7 boils down to the following set of $n$ uncoupled scalar equations: for all $1 \leq i \leq n$,

$$
\left\{\begin{align*}
\partial_{t} z_{i}-\sigma_{i} \partial_{x x}^{2} z_{i} & =0, & & \text { for }(t, x) \in U_{\bar{e}}  \tag{3.3}\\
\sigma_{i} \partial_{x} z_{i}(t, \bar{e}(t))+\bar{v} z_{i}(t, \bar{e}(t)) & =\delta \psi^{i}(t), & & \text { for } t \in \mathbb{R}_{+}^{*}, \\
\sigma_{i}\left(\partial_{x} z_{i}\right)(t, 0) & =0, & & \text { for } t \in \mathbb{R}_{+}^{*}, \\
z_{i}(0, x) & =z_{i}^{0}(x), & & \text { for } x \in\left(0, \bar{e}_{0}\right),
\end{align*}\right.
$$

where we have introduced the following change of coordinates of the feedback: for all $t \geq 0, \delta \psi^{i}(t):=(Q(\bar{u}) \delta \psi(t))_{i}$. We are now in position to state our main results.

Theorem 1. Let $\mu>0$. Let $(\bar{u}, \bar{e})$ be a target state and assume that assumptions (A1)-(A2) are satisfied. Then, $(\bar{u}, \bar{e})$ is $\mu$-exponentially stabilizable in $L^{2}$ in the sense of Definition 2 . More precisely, let us introduce the following functions and operators:

- for any $t \geq 0$ and $w \in \mathbb{R}, \Theta(t, w)=-\mu w$;
- for any $t \geq 0,1 \leq i \leq n, z \in H^{1}(0, \bar{e}(t))$ and $\lambda>0$,

$$
\begin{aligned}
H_{l, \lambda}^{i}(t) z & :=\sigma_{i} k_{\lambda}^{\sigma_{i}}(\bar{e}(t), \bar{e}(t)) z(\bar{e}(t)), \\
H_{n l, \lambda}^{i}(t) z & :=\int_{0}^{\bar{e}(t)}\left[\sigma_{i} \partial_{x} k_{\lambda}^{\sigma_{i}}(\bar{e}(t), y)+\bar{v} k_{\lambda}^{\sigma_{i}}(\bar{e}(t), y)\right] z(y) d y,
\end{aligned}
$$

where $k_{\lambda}^{\sigma_{i}}$ is the unique solution to 4.12 given below with $\sigma=\sigma_{i}$. We also define for all $t \geq 0, \lambda>0$ and $z:=\left(z_{i}\right)_{1 \leq i \leq n} \in H^{1}(0, \bar{e}(t))^{n}$,

$$
\begin{aligned}
H_{l, \lambda}(t) z & :=Q(\bar{u})^{-1}\left(H_{l, \lambda}^{i}(t) z_{i}\right)_{1 \leq i \leq n} \\
H_{n l, \lambda}(t) z & :=Q(\bar{u})^{-1}\left(H_{n l, \lambda}^{i}(t) z_{i}\right)_{1 \leq i \leq n}
\end{aligned}
$$

Then, there exists $\lambda>0$ large enough such that $\left(\Theta,\left(H_{l, \lambda}(t)\right)_{t \geq 0},\left(H_{n l, \lambda}(t)\right)_{t \geq 0}\right)$ satisfy the conditions of Definition 图
Elaborating on this result we can even obtain finite time stabilization.
Theorem 2. Let $(\bar{u}, \bar{e})$ be a target state and assume that assumptions (A1)-(A2) are satisfied. Then, it is stabilizable in any finite time $T>0$ in $L^{2}$ in the sense of Definition 3.

In Appendix $D$ we show why the common approach which consists in directly using a basic quadratic Lyapunov function would fail to show the exponential stability in this case. This motivates our use of the backstepping approach, described in Section 4

## 4 Backstepping approach

The proof of Theorem 1 and Theorem 2 relies on the use of a backstepping transformation, in conjunction with the fact that system 2.7) can be decomposed into $n$ scalar uncoupled problems using 3.3. Thus, we will need to collect intermediate results on the resulting scalar equations, which is the object of the present section.

From now on, let $\tau_{1} \geq 0$ and let us denote by $U_{\bar{e}, \tau_{1}}:=\bigcup_{t \in\left(\tau_{1},+\infty\right)}\{t\} \times\left(0, \bar{e}\left(\tau_{1}\right)\right)$. Note that $U_{\bar{e}, 0}=U_{\bar{e}}$. Let us now fix $\sigma, \lambda>0$ and consider the following auxiliary scalar problem:

$$
\left\{\begin{align*}
\partial_{t} \zeta_{\lambda}^{\sigma}-\sigma \partial_{x x}^{2} \zeta_{\lambda}^{\sigma} & =0, & & \text { for }(t, x) \in U_{\bar{e}, \tau_{1}},  \tag{4.1}\\
\sigma \partial_{x} \zeta_{\lambda}^{\sigma}(t, \bar{e}(t))+\bar{v} \zeta_{\lambda}^{\sigma}(t, \bar{e}(t)) & =\delta \psi_{\lambda}^{\sigma}(t), & & \text { for } t \in\left(\tau_{1},+\infty\right), \\
\sigma \partial_{x} \zeta_{\lambda}^{\sigma}(t, 0) & =0, & & \text { for } t \in\left(\tau_{1},+\infty\right), \\
\zeta_{\lambda}^{\sigma}\left(\tau_{1}, x\right) & =\zeta^{\sigma, \tau_{1}}(x), & & \text { for } x \in\left(0, \bar{e}\left(\tau_{1}\right)\right),
\end{align*}\right.
$$

for some $\zeta_{\lambda}^{\sigma, \tau_{1}} \in L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)$ and where $\delta \psi_{\lambda}^{\sigma}$ will be defined later in 4.8. In particular, the solution $\zeta_{\lambda}^{\sigma}$ to 4.1 with $\tau_{1}=0, \sigma=\sigma_{i}, \delta \psi_{\lambda}^{\sigma}=\delta \psi^{i}$ and $\zeta_{\lambda}^{\sigma, \tau_{1}}=z_{i}^{0}$ can be identified with $z_{i}$ the solution to 3.3.

### 4.1 Backstepping transformation

In a nutshell, the general idea of backstepping is to map the original problem 4.1) to a target problem for which exponential or finite-time stability can be proven more easily, and to get the stability result using the reverse transformation. The backstepping approach usually consists in using a "spatially-causal" kernel transformation $\mathcal{T}_{\lambda}^{\sigma}$, that reads, for any $(t, x) \in U_{\bar{e}, \tau_{1}}$ :

$$
\begin{equation*}
g_{\lambda}^{\sigma}(t, x):=\left(\mathcal{T}_{\lambda}^{\sigma} \zeta_{\lambda}^{\sigma}\right)(t, x), \tag{4.2}
\end{equation*}
$$

where for all $t \geq 0$, all $\xi \in L^{2}(0, \bar{e}(t))$,

$$
\left(\mathcal{T}_{\lambda}^{\sigma} \zeta_{\lambda}^{\sigma}\right)(t, x)=\left(\mathcal{T}_{\lambda, t}^{\sigma} \zeta_{\lambda}^{\sigma}(t)\right)(x),
$$

and $\mathcal{T}_{\lambda, t}^{\sigma}$ is a Volterra transform of the second kind from $L^{2}(0, e(t))$ to itself

$$
\begin{equation*}
\forall x \in(0, \bar{e}(t)), \quad\left(\mathcal{T}_{\lambda, t}^{\sigma} \xi\right)(x):=\xi(x)-\int_{0}^{x} k_{\lambda}^{\sigma}(t ; x, y) \xi(y) d y, \tag{4.3}
\end{equation*}
$$

where $k_{\lambda}^{\sigma}$ is the solution to the kernel problem (4.12) which will be introduced below and is a real-valued function defined in the triangular domain $D_{t}$ :

$$
D_{t}:=\left\{(x, y) \in\left(\mathbb{R}_{+}\right)^{2}, \quad 0<y \leq x<\bar{e}(t)\right\} .
$$

One of the expected difficulty is that the domain of the problem depends on time and therefore $\mathcal{T}$ and the kernel $k_{\lambda}^{\sigma}$ a priori depend on the time $t$. However, an interesting feature of our problem, that we comment about below in Section 4.4 is that the kernel $k_{\lambda}^{\sigma}$ actually does not depend on the time $t$ in the sense that it can be chosen as the restriction to $D_{t}$ of a time-independent function kernel $k_{\lambda}^{\sigma, \infty}$ defined in a domain

$$
D_{\infty}:=\left\{(x, y) \in\left(\mathbb{R}_{+}\right)^{2}, \quad 0<y \leq x\right\}
$$

namely $k_{\lambda}^{\sigma}(t)=\left.k_{\lambda}^{\sigma, \infty}\right|_{D_{t}}$ for any $t \geq 0$. Naturally, it holds that for all $0 \leq t \leq t^{\prime}, D_{t} \subset D_{t^{\prime}} \subset D_{\infty}$. To alleviate the notations, in the following we will use a slight abuse of notation and denote $k_{\lambda}^{\sigma, \infty}$ by $k_{\lambda}^{\sigma}$.
Consequently we have:

$$
\forall(t, x) \in U_{\bar{e}}, \quad\left(\mathcal{T}_{\lambda}^{\sigma} w\right)(t, x):=\left(\mathcal{T}_{\lambda, t}^{\sigma} w(t)\right)(x)=w(t, x)-\int_{0}^{x} k_{\lambda}^{\sigma}(x, y) w(t, y) d y
$$

for any $w \in\left[\mathcal{C}^{0}\left([0,+\infty), L^{2}(0,1)\right)\right]_{\vec{e}}$.
The main advantage of the transformation $\mathcal{T}_{\lambda, t}^{\sigma}$ is that, thanks to the triangular structure, it is always invertible provided that $\left.k_{\lambda}^{\sigma}\right|_{D_{t}} \in L^{2}\left(D_{t}\right)$ for all $0 \leq t \leq T$ (see Lemma 2 below). The inverse transformation has then the same form and writes as follows (see Lemma 2 : for any $w \in\left[\mathcal{C}^{0}\left([0,+\infty), L^{2}(0,1)\right)\right]_{\bar{e}}$, let us denote by

$$
\forall(t, x) \in U_{\bar{e}}, \quad\left(\mathcal{T}_{\lambda}^{\sigma, \text { inv }} w\right)(t, x):=\left(\mathcal{T}_{\lambda, t}^{\sigma, \text { inv }} w(t)\right)(x)=w(t, x)+\int_{0}^{x} l_{\lambda}^{\sigma}(x, y) w(t, y) d y
$$

where for all $t \geq 0$ and all $\xi \in L^{2}(0, \bar{e}(t))$,

$$
\forall x \in(0, \bar{e}(t)), \quad\left(\mathcal{T}_{\lambda, t}^{\sigma, \operatorname{inv}} \xi\right)(x)=\xi(x)+\int_{0}^{x} l_{\lambda}^{\sigma}(x, y) \xi(y) d y
$$

with $l_{\lambda}^{\sigma}$ solution to the inverse kernel problem 4.13 below. Similarly to $k_{\lambda}^{\sigma}$, $l_{\lambda}^{\sigma}$ is expected to depend on $t$ but can be chosen as the restriction to $D_{t}$ of a fixed kernel $l_{\lambda}^{\sigma, \infty}$ defined in $D_{\infty}$. In the following we use again the same slight abuse of notation and denote $l_{\lambda}^{\sigma, \infty}$ by $l_{\lambda}^{\sigma}$.

We will then see that the following identity holds: for any $t \geq \tau_{1}$ and $x \in(0, \bar{e}(t))$

$$
\begin{equation*}
\zeta_{\lambda}^{\sigma}(t, x)=\left(\mathcal{T}_{\lambda}^{\sigma, \text { inv }} g_{\lambda}^{\sigma}\right)(t, x)=\left(\mathcal{T}_{\lambda, t}^{\sigma, \text { inv }} g_{\lambda}^{\sigma}(t)\right)(x), \tag{4.4}
\end{equation*}
$$

Formally, the strategy to identify the set of equations satisfied by $k_{\lambda}^{\sigma}$ and $l_{\lambda}^{\sigma}$ is to differentiate 4.2) in time in space and to write that $\zeta_{\lambda}^{\sigma}$ and $g_{\lambda}^{\sigma}$ must satisfy respectively the initial problem 4.1) and the target problem 4.5) in order to obtain a set of necessary conditions on the kernels $k_{\lambda}^{\sigma}$ and $l_{\lambda}^{\sigma}$ (see 4.12)-4.13) below).

### 4.2 Target problem

We consider the following target problem:

$$
\left\{\begin{align*}
\partial_{t} g_{\lambda}^{\sigma}-\sigma \partial_{x x}^{2} g_{\lambda}^{\sigma}+\lambda g_{\lambda}^{\sigma} & =0, \text { for }(t, x) \in U_{\bar{e}, \tau_{1}},  \tag{4.5}\\
\sigma \partial_{x} g_{\lambda}^{\sigma}(t, \bar{e}(t))+\bar{v} g_{\lambda}^{\sigma}(t, \bar{e}(t)) & =0, \text { for } t \in\left(\tau_{1},+\infty\right), \\
\sigma \partial_{x} g_{\lambda}^{\sigma}(t, 0) & =0, \text { for } t \in\left(\tau_{1},+\infty\right), \\
g_{\lambda}^{\sigma}\left(\tau_{1}, x\right) & =g_{\lambda}^{\sigma, \tau_{1}}(x), \text { for } x \in\left(0, \bar{e}\left(\tau_{1}\right)\right),
\end{align*}\right.
$$

that is similar to the original problem 4.1 but with homogeneous boundary conditions, an additional damping term $\lambda g_{\lambda}^{\sigma}$ and an initial condition $g_{\lambda}^{\sigma, \tau_{1}} \in L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)$.

We introduce here a notion of weak $L^{2}$ solution to 4.5. To this aim, we introduce the set $D^{\text {targ }}$ of test functions $v: U_{\bar{e}, \tau_{1}} \rightarrow \mathbb{R}$ satisfying:
(i) $v \in\left[\left(L^{2}\left(\left(\tau_{1}, T\right) ; H^{2}\right)\right)\right]_{\bar{e}} \cap\left[\mathcal{C}^{0}\left(\left[\tau_{1}, T\right], L^{2}\right)\right]_{\bar{e}}$,
(ii) $\partial_{t} v \in\left[\left(L^{2}\left(\left(\tau_{1}, T\right) ; L^{2}\right)\right)\right]_{\bar{e}}$,
(iii) $v(T, \cdot)=0$,
(iv) $\sigma \partial_{x} v(t, 0)=0$, for almost all $t \in\left(\tau_{1}, T\right)$,
(v) $\sigma \partial_{x} v(t, \bar{e}(t))=0$, for almost all $t \in\left(\tau_{1}, T\right)$.

Definition 4. Let $g_{\lambda}^{\sigma, \tau_{1}} \in L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)$. A function $g_{\lambda}^{\sigma} \in\left[\mathcal{C}^{0}\left(\left[\tau_{1},+\infty\right), L^{2}\right)\right]_{\bar{e}}$ such that $\partial_{t} g_{\lambda}^{\sigma} \in\left[L^{2}\left(\left(\tau_{1},+\infty\right) ;\left(H^{1}\right)^{\prime}\right)\right]_{\bar{e}}$ is said to be a $L^{2}$-weak solution of 4.5 if for any $T>\tau_{1}$, it satisfies:

$$
\begin{equation*}
a^{\operatorname{targ}}\left(g_{\lambda}^{\sigma}, v\right):=\int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)} g_{\lambda}^{\sigma}(t, x)\left[\partial_{t} v(t, x)+\sigma \partial_{x x}^{2} v(t, x)-\lambda v(t, x)\right] d x d t+\int_{0}^{\bar{e}\left(\tau_{1}\right)} g_{\lambda}^{\sigma, \tau_{1}}(x) v\left(\tau_{1}, x\right) d x=0 \tag{4.6}
\end{equation*}
$$

for any test function $v \in D^{\text {targ }}$.
Problem (4.5) is actually exponentially stable with decay rate $\lambda$, that can be chosen arbitrarily large here (see Appendix B):

Proposition 2 (Well-posedness and exponential stability of the target equation). Let $\tau_{1} \geq 0, \sigma, \lambda>0$ and $g_{\lambda}^{\sigma, \tau_{1}} \in$ $L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)$. Then, there exists a unique weak $L^{2}$ solution $g_{\lambda}^{\sigma} \in \mathcal{C}^{0}\left(\left[\tau_{1},+\infty\right), L^{2}(0, \bar{e}(t))\right)$ to 4.5 in the sense of Definition 4 and it holds that, for any $t \geq \tau_{1}$ :

$$
\begin{equation*}
\left\|g_{\lambda}^{\sigma}(t)\right\|_{L^{2}(0, \bar{e}(t))} \leq e^{-\lambda\left(t-\tau_{1}\right)}\left\|g_{\lambda}^{\sigma, \tau_{1}}\right\|_{L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)} . \tag{4.7}
\end{equation*}
$$

### 4.3 Expression of the feedback and weak- $L^{2}$ solution to (4.1)

Let us first explain here how we can derive an expression for the feedback control $\delta \psi_{\lambda}^{\sigma}$. Assume for now $k_{\lambda}^{\sigma}$ and $\zeta_{\lambda}^{\sigma}$ are smooth and differentiate 4.2 with respect to $x$ at $x=\bar{e}(t)$. One finds:

$$
\partial_{x} g_{\lambda}^{\sigma}(t, \bar{e}(t))=\partial_{x} \zeta_{\lambda}^{\sigma}(t, \bar{e}(t))-k_{\lambda}^{\sigma}(\bar{e}(t), \bar{e}(t)) \zeta_{\lambda}^{\sigma}(t, \bar{e}(t))-\int_{0}^{\bar{e}(t)} \partial_{x} k_{\lambda}^{\sigma}(\bar{e}(t), y) \zeta_{\lambda}^{\sigma}(t, y) d y .
$$

Then, combining with 4.2) and considering the second equation of 4.5, namely $\sigma \partial_{x} g_{\lambda}^{\sigma}(t, \bar{e}(t))+\bar{v} g_{\lambda}^{\sigma}(t, \bar{e}(t))=0$ and the boundary condition at $x=\bar{e}(t)$ in 4.1 , one must impose the following expression of the feedback, which depends on the kernel $k_{\lambda}^{\sigma}$ : for all $t \geq \tau_{1}$,

$$
\begin{equation*}
\delta \psi_{\lambda}^{\sigma}(t):=\sigma k_{\lambda}^{\sigma}(\bar{e}(t), \bar{e}(t)) \zeta_{\lambda}^{\sigma}(t, \bar{e}(t))+\int_{0}^{\bar{e}(t)}\left[\sigma \partial_{x} k_{\lambda}(\bar{e}(t), y)+\bar{v} k_{\lambda}(\bar{e}(t), y)\right] \zeta_{\lambda}^{\sigma}(t, y) d y \tag{4.8}
\end{equation*}
$$

Let us already remark that this feedback is of the form

$$
\begin{equation*}
\delta \psi_{\lambda}^{\sigma}(t)=H_{l, \lambda}^{\sigma}(t) \zeta_{\lambda}^{\sigma}(t)+H_{n l, \lambda}^{\sigma}(t) \zeta_{\lambda}^{\sigma}(t) \tag{4.9}
\end{equation*}
$$

where for any $t \geq 0$ and $\xi \in H^{1}(0, \bar{e}(t))$, the operators are given by

$$
\begin{align*}
H_{n l, \lambda}^{\sigma}(t) \xi & =\int_{0}^{\bar{e}(t)}\left[\sigma \partial_{x} k_{\lambda}^{\sigma}(\bar{e}(t), y)+\bar{v} k_{\lambda}^{\sigma}(\bar{e}(t), y)\right] \xi(y) d y  \tag{4.10}\\
H_{l, \lambda}^{\sigma}(t) \xi & =\sigma k_{\lambda}^{\sigma}(\bar{e}(t), \bar{e}(t)) \xi(\bar{e}(t))
\end{align*}
$$

Assuming now that the feedback is of the form 4.9, we can give a rigorous definition of weak- $L^{2}$ solutions to problem 4.1 provided that the family of operators $\left(H_{n l, \lambda}^{\sigma}(t)\right)_{t \geq 0}$ and $\left(H_{l, \lambda}^{\sigma}(t)\right)_{t \geq 0}$ satisfy properties (P1')-(P2')-(P3') below, which are scalar versions of properties (P1)-(P2)-(P3).

## Scalar properties of operators:

( $\mathrm{P} 1^{\prime}$ ) for almost all $t \geq 0, H_{n l, \lambda}^{\sigma}(t)$ is a continuous linear application from $L^{2}(0, \bar{e}(t))$ to $\mathbb{R}$;
(P2') for all $T>0$, and all $z \in\left[L^{2}\left((0, T), L^{2}\right)\right]_{\bar{e}}$, the application $(0, T) \ni t \mapsto H_{n l, \lambda}^{\sigma}(t) z(t)$ belongs to $L^{2}(0, T)$. Moreover, there exists a constant $C=C(T, \sigma, \lambda)>0$ such that

$$
\left\|H_{n l, \lambda}^{\sigma}(\cdot) z(\cdot)\right\|_{\left[L^{2}\left((0, T), L^{2}\right)\right]_{\bar{e}}} \leq C\|z\|_{\left[L^{2}\left((0, T), L^{2}\right)\right]_{\bar{e}}}
$$

(P3') for almost all $t \geq 0$, the operator $H_{l, \lambda}^{\sigma}(t): H^{1}(0, \bar{e}(t)) \rightarrow \mathbb{R}$ is defined as follows:

$$
\forall z \in H^{1}(0, \bar{e}(t)), \quad H_{l, \lambda}^{\sigma}(t) z:=K_{l, \lambda}^{\sigma}(t) z(\bar{e}(t))
$$

where $K_{l, \lambda}^{\sigma} \in L_{l o c}^{\infty}\left(\mathbb{R}_{+}^{*}\right)$.
We are then in a position to give the definition of weak- $L^{2}$ solutions to 4.1 , by analogy with Definition 1 . To this aim, we introduce the set $D^{\text {ini }}$ of test functions $w: U_{\bar{e}, \tau_{1}} \rightarrow \mathbb{R}$ satisfying:
(i) $w \in\left[\left(L^{2}\left(\left(\tau_{1}, T\right) ; H^{2}\right)\right)\right]_{\bar{e}} \cap\left[\mathcal{C}^{0}\left(\left[\tau_{1}, T\right], L^{2}\right)\right]_{\bar{e}}$,
(ii) $\partial_{t} w \in\left[\left(L^{2}\left(\left(\tau_{1}, T\right) ; L^{2}\right)\right)\right]_{\bar{e}}$,
(iii) $w(T, \cdot)=0$,
(iv) $\sigma \partial_{x} w(t, 0)=0$, for almost all $t \in\left(\tau_{1}, T\right)$,
(v) $K_{l}(t) w(t, \bar{e}(t))-\sigma \partial_{x} w(t, \bar{e}(t))=0$, for almost all $t \in\left(\tau_{1}, T\right)$.

Definition 5 (Weak solution in $L^{2}$ to 4.1p). Let $\zeta_{\lambda}^{\sigma, \tau_{1}} \in L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)$. $\operatorname{Let}\left(H_{n l, \lambda}^{\sigma}(t)\right)_{t \geq 0}$ and $\left(H_{l, \lambda}^{\sigma}(t)\right)_{t \geq 0}$ be two families of operators satisfying (P1')-(P2')-(P3'). A function $\zeta_{\lambda}^{\sigma} \in\left[\mathcal{C}^{0}\left(\left[\tau_{1},+\infty\right), L^{2}\right)\right]_{\bar{e}}$ such that $\partial_{t} \zeta_{\lambda}^{\sigma} \in$ $\left[L^{2}\left(\left(\tau_{1},+\infty\right) ;\left(H^{1}\right)^{\prime}\right)\right]_{\bar{e}}$ is said to be a $L^{2}$-weak solution to 4.1 with fluxes $\delta \psi_{\lambda}^{\sigma}$ defined by 4.9) if for any $T>\tau_{1}$, it satisfies:

$$
\begin{align*}
& a^{\mathrm{ini}}\left(\zeta_{\lambda}^{\sigma}, w\right):=\int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)} \zeta_{\lambda}^{\sigma}(t, x)\left[\partial_{t} w(t, x)+\sigma \partial_{x x}^{2} w(t, x)\right] d x d t \\
+ & \int_{0}^{\bar{e}\left(\tau_{1}\right)} \zeta_{\lambda}^{\sigma, \tau_{1}}(x) w\left(\tau_{1}, x\right) d x+\int_{\tau_{1}}^{T}\left(H_{n l}(t) \zeta_{\lambda}^{\sigma}(t)\right) w(t, \bar{e}(t)) d t=0 \tag{4.11}
\end{align*}
$$

for any test function $w \in D^{\text {ini }}$.

### 4.4 Kernel definition and properties

Now that we have an a priori expression for the feedback 4.8 , it remains to formally derive the full problems satisfied by the kernels $k_{\lambda}^{\sigma}$ and $l_{\lambda}^{\sigma}$. Details about the derivation of the kernel equations are given in Appendix $C$ while it is rigorously justified below in Lemmas 3 and 4 that these kernels indeed meet our expectations. We end up with the following problems:

$$
\left\{\begin{align*}
\partial_{x x}^{2} k_{\lambda}^{\sigma}(x, y)-\partial_{y y}^{2} k_{\lambda}^{\sigma}(x, y) & =\frac{\lambda}{\sigma} k_{\lambda}^{\sigma}(x, y) & & (x, y) \in D_{\infty}  \tag{4.12}\\
\partial_{y} k_{\lambda}^{\sigma}(x, 0) & =0 & & x \in(0,+\infty) \\
k_{\lambda}^{\sigma}(x, x) & =-\frac{\lambda}{2 \sigma} x & & x \in(0,+\infty)
\end{align*}\right.
$$

$$
\left\{\begin{align*}
\partial_{x x}^{2} l_{\lambda}^{\sigma}(x, y)-\partial_{y y}^{2} l_{\lambda}^{\sigma}(x, y) & =-\frac{\lambda}{\sigma} l_{\lambda}^{\sigma}(x, y) & & (x, y) \in D_{\infty}  \tag{4.13}\\
\partial_{y} l_{\lambda}^{\sigma}(x, 0) & =0 & & x \in(0, \infty) \\
l_{\lambda}^{\sigma}(x, x) & =-\frac{\lambda}{2 \sigma} x & & x \in(0, \infty)
\end{align*}\right.
$$

with the notation $\frac{d}{d x} f(x, x):=\partial_{x} f(x, x)+\partial_{y} f(x, x)$. It appears that the two problems are related through

$$
\begin{equation*}
k_{\lambda}^{\sigma}=-l_{-\lambda}^{\sigma} . \tag{4.14}
\end{equation*}
$$

Let us make two additional remarks about these equations:

- First, the derivation is done assuming that the kernels depend on $t$. In order to explicit the time dependence, one needs to rescale the kernel, which leads to a dynamic boundary problems set in a fixed domain (see (C.5). Searching for solutions with separate variables as in (C.6), one finds the stationary equations 4.12, 4.13 set in the domain $D_{t}$.
- Second, one remarks that any solution of the previous problems in $D_{T}$ is in fact a solution of the same problem set in $D_{t}$ for any $0 \leq t<T$, thanks to the structure of the boundary conditions. Therefore it suffices to look for a solution in $D_{\infty}$, hence $4.12-4.13$.
Thanks to the structure of the backstepping transformation, we can connect the stability of the two problems: let $g_{\lambda}^{\sigma}$ be the solution to 4.5 in the sense of Proposition 2 . Then, assuming that 4.13 has a solution, the function $\zeta_{\lambda}^{\sigma}$ defined by 4.4 can be shown to be a solution to 4.1) (see Lemma 4 below) and it holds that for all $t \geq \tau_{1}$,

$$
\begin{align*}
\left\|\zeta_{\lambda}^{\sigma}(t)\right\|_{L^{2}(0, \bar{e}(t))} & \leq\left(1+\left\|l_{\lambda}^{\sigma}\right\|_{L^{2}\left(D_{t}\right)}\right)\left\|g_{\lambda}^{\sigma}(t)\right\|_{L^{2}(0, \bar{e}(t))} \leq\left(1+\left\|l_{\lambda}^{\sigma}\right\|_{L^{2}\left(D_{t}\right)}\right) e^{-\lambda\left(t-\tau_{1}\right)}\left\|g_{\lambda}^{\sigma, \tau_{1}}\right\|_{L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)} \\
& \leq\left(1+\left\|l_{\lambda}^{\sigma}\right\|_{L^{2}\left(D_{t}\right)}\right)\left(1+\left\|k_{\lambda}^{\sigma}\right\|_{L^{2}\left(D_{\tau_{1}}\right)}\right) e^{-\lambda\left(t-\tau_{1}\right)}\left\|\zeta^{\sigma, \tau_{1}}\right\|_{L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)} \tag{4.15}
\end{align*}
$$

Hence, to get the desired stability, the remaining key point of the analysis is the control of $\left\|l_{\lambda}^{\sigma}\right\|_{L^{2}\left(D_{t}\right)}$ with respect to time. For this, we study the existence of solutions to problem 4.13 and their properties. Well-posedness and estimates for 4.12 and 4.13 are achieved in the following proposition, which is proven in Section 5.1

Proposition 3. Let $\sigma>0$. For any $\lambda \geq 0$, there exists a unique weak solution $k_{\lambda}^{\sigma}$ (resp. $l_{\lambda}^{\sigma}$ ) (in the sense of Definition (6) to the kernel problem 4.12 (resp. 4.13). Moreover, there exist $\lambda_{\sigma}>0$ and constants $C, c>0$ independent of $\sigma$ such that, for any $\lambda \geq \lambda_{\sigma}, t \geq 0$ and $x \in(0, \bar{e}(t))$ :

$$
\begin{align*}
& \int_{0}^{x}\left(\left|k_{\lambda}^{\sigma}(x, y)\right|^{2}+\left|\nabla k_{\lambda}^{\sigma}(x, y)\right|^{2}\right) d y \leq C e^{c \bar{e}(t) \sqrt{\lambda / \sigma}}  \tag{4.16}\\
& \int_{0}^{x}\left(\left|l_{\lambda}^{\sigma}(x, y)\right|^{2}+\left|\nabla l_{\lambda}^{\sigma}(x, y)\right|^{2}\right) d y \leq C\left(\frac{\lambda}{\sigma}\right)^{4} e^{c \bar{e}(t)} \tag{4.17}
\end{align*}
$$

Remark 3. An immediate consequence of (4.16)-4.17) is that for any $t \geq 0,\left.k_{\lambda}^{\sigma}\right|_{D_{t}} \in H^{1}\left(D_{t}\right),\left.l_{\lambda}^{\sigma}\right|_{D_{t}} \in H^{1}\left(D_{t}\right)$ and

$$
\begin{align*}
\left\|k_{\lambda}^{\sigma}\right\|_{H^{1}\left(D_{t}\right)}^{2} & \leq C e^{\tilde{c} \bar{e}(t) \sqrt{\lambda / \sigma}}  \tag{4.18}\\
\left\|l_{\lambda}^{\sigma}\right\|_{H^{1}\left(D_{t}\right)}^{2} & \leq C\left(\frac{\lambda}{\sigma}\right)^{2} e^{\tilde{c} \bar{e}(t)}
\end{align*}
$$

### 4.5 Main auxiliary results

Next we check that the kernels defined as solutions to $4.12-(4.13$ indeed map 4.1$)$ to 4.5 through the transformation $\mathcal{T}_{\lambda}^{\sigma}$ and the other way around. In fact, we need to check that the formal computations performed for the derivation of the kernel problems can be adapted to the case when we have to consider weak $L^{2}$ solutions in the sense of Definitions 1 and 4
We start by stating in Lemma 2 that for all $\lambda, \sigma>0$ and $t \geq 0$, the transformation $\mathcal{T}_{\lambda, t}^{\sigma}: L^{2}(0, \bar{e}(t)) \rightarrow L^{2}(0, \bar{e}(t))$ associated to the unique kernel solution to 4.12 is one-to-one, and that it can be inverted from $L^{2}(0, \bar{e}(t))$ to its image, with inverse given by $\mathcal{T}_{\lambda, t}^{\sigma, \text { inv }}$. The proof of Lemma 2 in the case of Dirichlet boundary conditions is provided in 17] (Lemma 4). We omit the proof here which is very similar. We also refer to 36 for the invertibility of the transformation with Neumann boundary conditions (Lemma 3.3).

Lemma 2. Let $\lambda, \sigma>0$ and $t \geq 0$. Then, $\mathcal{T}_{\lambda, t}^{\sigma, \text { inv }} \circ \mathcal{T}_{\lambda, t}^{\sigma}=\mathcal{T}_{\lambda, t}^{\sigma} \circ \mathcal{T}_{\lambda, t}^{\sigma, \text { inv }}=\operatorname{Id}_{L^{2}(0, \bar{e}(t))}$.

Then in Lemma 3 we check that this transformation indeed transforms 4.1) into 4.5 when the boundary term $\delta \psi_{\lambda}^{\sigma}$ in 4.1) is defined in 4.9-4.10.

Lemma 3. Let $\sigma>0$, let $\lambda \geq \lambda_{\sigma}$ where $\lambda_{\sigma}$ is defined in Proposition 3, $\tau_{1} \geq 0$ and $\zeta_{\lambda}^{\sigma, \tau_{1}} \in L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)$. Let $k_{\lambda}^{\sigma}$ be the unique weak solution to $\sqrt{4.122}$ in the sense of Definition (6. Assume that $\zeta_{\lambda}^{\sigma}$ is a weak- $L^{2}$ solution to (4.1) in the sense of Definition 5 where $H_{l, \lambda}^{\sigma}$ and $H_{n, \lambda}^{\sigma}$ are defined by 4.10) and $\delta \psi_{\lambda}$ by (4.9). For all $t \geq \tau_{1}$, define $g_{\lambda}^{\sigma}(t):=\mathcal{T}_{\lambda, t}^{\sigma} \zeta_{\lambda}^{\sigma}(t)$ where $\mathcal{T}_{\lambda, t}^{\sigma}$ is defined by (4.3). Then $g_{\lambda}^{\sigma}$ is the unique weak $L^{2}$ solution to (4.5) in the sense of Definition 4 with $g_{\lambda}^{\sigma, \tau_{1}}=\mathcal{T}_{\lambda, \tau_{1}}^{\sigma} \zeta_{\lambda}^{\sigma, \tau_{1}}$.
The objective of Lemma 4 is to state the following point: let $g_{\lambda}^{\sigma}$ be the solution to the target problem, then $\zeta_{\lambda}^{\sigma}:=$ $\mathcal{T}_{\lambda}^{\sigma, \text { inv }} g_{\lambda}^{\sigma}$ is a solution to the original problem.

Lemma 4. Let $\sigma>0$, let $\lambda \geq \lambda_{\sigma}$ where $\lambda_{\sigma}$ is defined in Proposition 3, $\tau_{1} \geq 0$ and $g_{\lambda}^{\sigma, \tau_{1}} \in L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)$. Let $l_{\lambda}^{\sigma}$ be the unique weak solution to 4.13). Let $g_{\lambda}^{\sigma}$ be the unique weak- $L^{2}$ solution to 4.5 in the sense of Proposition 2.
For all $t \geq \tau_{1}$, define $\zeta_{\lambda}^{\sigma}(t):=\mathcal{T}_{\lambda, t}^{\sigma, \text { inv }} g_{\lambda}^{\sigma}(t)$ where $\mathcal{T}_{\lambda, t}^{\sigma, \text { inv }}$ is defined in 4.1). Then, $\zeta_{\lambda}$ is a weak- $L^{2}$ solution to (4.1) with $\zeta_{\lambda}^{\sigma, \tau_{1}}=\mathcal{T}_{\lambda, \tau_{1}}^{\sigma, \text { inv }} g_{\lambda}^{\sigma, \tau_{1}}$, $\delta \psi_{\lambda}^{\sigma}$ defined by (4.9) and $\left(H_{l, \lambda}^{\sigma}(t)\right)_{t \geq 0},\left(H_{n l, \lambda}^{\sigma}(t)\right)_{t \geq 0}$ defined by 4.10.

The proofs of Lemmas 3 and 4 are postponed to Section 5.2 Lemma 4 together with Propositions 2 and 3 yield the existence of at least one weak- $L^{2}$ solution to 4.1 for any $\zeta_{\lambda}^{\sigma, \tau_{1}} \in L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)$ provided that $\lambda \geq \lambda_{\sigma}$, and this solution satisfies the stability estimate 4.19 . Lemmas 2 and 4 yield uniqueness of this solution. As a consequence, the feedback control 4.8 stabilizes 4.1) exponentially with an arbitrary decay provided $\lambda$ is chosen large enough. The object of Corollary 1 is to summarize these points.

Corollary 1. Let $\sigma>0, \tau_{1} \geq 0, \lambda \geq \lambda_{\sigma}$ where $\lambda_{\sigma}$ is defined in Proposition 3 and $\zeta_{\lambda}^{\sigma, \tau_{1}} \in L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)$. Then, there exists a unique weak- $L^{2}$ solution to problem (4.1) in the sense of Definition 5 with $\delta \psi_{\lambda}^{\sigma}$ defined by (4.9) and operators $\left(H_{n l, \lambda}^{\sigma}(t)\right)_{t \geq \tau_{1}}$ and $\left(H_{l, \lambda}^{\sigma}(t)\right)_{t \geq \tau_{1}}$ defined by 4.10). Moreover, there exist constants $C, c>0$ independent of $\lambda, \sigma$ and $t$ such that this solution satisfies, for any $t \geq \tau_{1}$ :

$$
\begin{equation*}
\left\|\zeta_{\lambda}^{\sigma}(t)\right\|_{L^{2}(0, \bar{e}(t))} \leq C\left(1+\left(\frac{\lambda}{\sigma}\right)^{2}\right) e^{c \bar{e}\left(\tau_{1}\right) \sqrt{\lambda / \sigma}+c \bar{e}(t)-\lambda\left(t-\tau_{1}\right)}\left\|\zeta_{\lambda}^{\sigma, \tau_{1}}\right\|_{L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)} \tag{4.19}
\end{equation*}
$$

Proof. Existence and estimate : Let $k_{\lambda}^{\sigma}$ and $l_{\lambda}^{\sigma}$ be the kernels defined in Proposition 3 . Since $\left.k_{\lambda}^{\sigma}\right|_{D_{\tau_{1}}} \in L^{2}\left(D_{\tau_{1}}\right)$, one can define $g_{\lambda}^{\sigma, \tau_{1}}:=\mathcal{T}_{\lambda, \tau_{1}}^{\sigma} \zeta_{\lambda}^{\sigma, \tau_{1}} \in L^{2}\left(\left(0, \bar{e}\left(\tau_{1}\right)\right)\right)$. Then by Proposition 2 , there exists a unique weak- $L^{2}$ solution $g_{\lambda}^{\sigma}$ to (4.5) with initial condition $g_{\lambda}^{\sigma, \tau_{1}}$, and this solution satisfies 4.7). Since, for any $t \geq \tau_{1},\left.l_{\lambda}^{\sigma}\right|_{D_{t}} \in L^{2}\left(D_{t}\right)$, one can define $\zeta_{\lambda}^{\sigma}(t):=\mathcal{T}_{\lambda, t}^{\sigma, \text { inv }} g_{\lambda}^{\sigma}(t)$ and by Lemma 4 it defines a solution to 4.1 associated to operators $\left(H_{n l, \lambda}^{\sigma}(t)\right)_{t \geq \tau_{1}}$ and $\left(H_{l, \lambda}^{\sigma}(t)\right)_{t \geq \tau_{1}}$. Moreover, estimate 4.19) follows from the definition of $\mathcal{T}_{\lambda}^{\sigma, \text { inv }}$ together with the estimates 4.7) and (4.17):

$$
\begin{aligned}
\left\|\zeta_{\lambda}^{\sigma}(t)\right\|_{L^{2}(0, \bar{e}(t))} & \leq\left(1+\left\|l_{\lambda}^{\sigma}(t)\right\|_{L^{2}\left(D_{t}\right)}\right)\left(1+\left\|k_{\lambda}^{\sigma}\left(\tau_{1}\right)\right\|_{L^{2}\left(D_{\tau_{1}}\right)}\right) e^{-\lambda\left(t-\tau_{1}\right)}\left\|\zeta^{\sigma, \tau_{1}}\right\|_{L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)} \\
& \leq\left(1+C\left(\frac{\lambda}{\sigma}\right)^{2} e^{c \bar{e}(t)}\right)\left(1+C e^{c \bar{e}\left(\tau_{1}\right) \sqrt{\lambda / \sigma}}\right) e^{-\lambda\left(t-\tau_{1}\right)}\left\|\zeta_{\lambda}^{\sigma, \tau_{1}}\right\|_{L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)} \\
& \leq \tilde{C}\left(1+\left(\frac{\lambda}{\sigma}\right)^{2}\right) e^{c \bar{e}\left(\tau_{1}\right) \sqrt{\lambda / \sigma}+c \bar{e}(t)-\lambda\left(t-\tau_{1}\right)}\left\|\zeta_{\lambda}^{\sigma, \tau_{1}}\right\|_{L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)}
\end{aligned}
$$

Uniqueness : take two weak- $L^{2}$ solutions to (4.1) $\zeta_{1}$ and $\zeta_{2}$. Then by Lemma 3 it holds:

$$
\mathcal{T}_{\lambda}^{\sigma}\left(\zeta_{1}-\zeta_{2}\right)=0,
$$

but Lemma 2 yields:

$$
\zeta_{1}=\zeta_{2} .
$$

## 5 Proofs

### 5.1 Proof of Proposition 3

We begin by proving a few preliminary lemmas. In the following, the variable $x$ should be interpreted as the time variable of a wave equation.

Lemma 5. Let $\alpha \in \mathbb{R}, L>0$ and $f \in L^{2}\left((0, L)^{2}\right)$. Then, there exists a unique solution $K \in \mathcal{C}^{0}\left([0, L], H^{1}(0, L)\right)$ such that $\partial_{x} K \in \mathcal{C}^{0}\left([0, L], L^{2}(0, L)\right)$ and $\partial_{x x} K \in L^{2}\left((0, L),\left(H^{1}(0, L)\right)^{\prime}\right)$ solution to the equation

$$
\begin{cases}\partial_{x x} K(x, y)-\partial_{y y} K(x, y)=\alpha K(x, y)+f(x, y), & \text { for }(x, y) \in(0, L)^{2},  \tag{5.1}\\ \partial_{y} K(x, 0)=\partial_{y} K(x, L)=0, & \text { for } x \in(0, L), \\ K(0, y)=\partial_{x} K(0, y)=0, & \text { for } y \in(0, L),\end{cases}
$$

in the sense that, for all $v \in H^{1}(0, L)$, for almost all $x \in(0, L)$,

$$
\left\langle\partial_{x x} K(x, \cdot), v\right\rangle_{H^{1}(0, L)^{\prime}, H^{1}(0, L)}+\int_{0}^{L} \partial_{y} K(x, y) \partial_{y} v(y) d y=\alpha \int_{0}^{L} K(x, y) v(y) d y+\int_{0}^{L} f(x, y) v(y) d y
$$

Moreover, there exists a constant $C>0$ independent of $\alpha$ and $L$ such that for almost any $x \in(0, L)$,

$$
\begin{equation*}
\int_{0}^{L}\left(|K(x, y)|^{2}+|\nabla K(x, y)|^{2}\right) d y \leq\left(1+L^{2}\right) e^{C \max \left([\alpha]_{+}^{1 / 2}, 1\right) L}\|f\|_{L^{2}\left((0, L)^{2}\right)}^{2} \tag{5.2}
\end{equation*}
$$

where $[\alpha]_{+}:=\max (\alpha, 0)$ denotes the positive part of $\alpha$.
Proof. The existence and uniqueness of a solution $K$ to problem (5.1) in the sense of (5) such that $K \in$ $\mathcal{C}^{0}\left([0, L], H^{1}(0, L)\right), \partial_{x} K \in \mathcal{C}^{0}\left([0, L], L^{2}(0, L)\right)$ and $\partial_{x x} K \in L^{2}\left((0, L),\left(H^{1}(0, L)\right)^{\prime}\right)$ is a direct consequence of 9 [Theorem 10.14, p.345]. Let us now prove estimate 5.2.
Step 1 (smooth $f$ ): Let us first assume that $f$ satisfies the additional regularity constraint $\partial_{x} f \in L^{2}\left((0, L)^{2}\right)$. Then differentiating the equation with respect to $x$ as in the proof of [21][Theorem 5,p.389], it can be checked that $\partial_{x x} K \in L^{\infty}\left((0, L), L^{2}(0, L)\right), \partial_{x} K \in L^{\infty}\left((0, L), H^{1}(0, L)\right)$ and $K \in L^{\infty}\left((0, L), H^{2}(0, L)\right)$. In particular, for almost all $x \in(0, L), \partial_{x x} K(x, \cdot) \in L^{2}(0, L), \partial_{x} K(x, \cdot) \in H^{1}(0, L)$ and $K(x, \cdot) \in H^{2}(0, L)$.
Taking $v=\partial_{x} K(x, \cdot)$ as a test function in (5) yields that for almost all $x \in(0, L)$,

$$
\begin{aligned}
\left\langle\partial_{x x} K(x, \cdot), \partial_{x} K(x, \cdot)\right\rangle_{H^{1}(0, L)^{\prime}, H^{1}(0, L)}+\int_{0}^{L} \partial_{y} K(x, y) \partial_{x y} K(x, y) d y & =\alpha \int_{0}^{L} K(x, y) \partial_{x} K(x, y) d y \\
& +\int_{0}^{L} f(x, y) \partial_{x} K(x, y) d y
\end{aligned}
$$

This yields, using the Aubin-Lions theorem, that

$$
\frac{1}{2} \frac{d}{d x}\left(\int_{0}^{L}\left(\left|\partial_{x} K(x, y)\right|^{2}+\left|\partial_{y} K(x, y)\right|^{2}\right) d y\right)=\frac{\alpha}{2} \frac{d}{d x}\left(\int_{0}^{L}|K(x, y)|^{2} d y\right)+\int_{0}^{L} f(x, y) \partial_{x} K(x, y) d y
$$

Now, using the fact that $\partial_{y} K(0, y)=0$ (since $K(0, y)=0$ for almost all $y \in(0, L)$ ) and the fact that $f(x, y) \partial_{x} K(x, y) \leq \frac{1}{2}\left(f(x, y)^{2}+\partial_{x} K(x, y)^{2}\right)$ and integrating 5.1 between 0 and $x$, we obtain that for almost all $x \in(0, L)$ :
$\int_{0}^{L}\left[\left|\partial_{x} K(x, y)\right|^{2}+\left|\partial_{y} K(x, y)\right|^{2}\right] d y \leq \alpha \int_{0}^{L}|K(x, y)|^{2} d y+\int_{0}^{x} \int_{0}^{L}\left[\left|\partial_{x} K(s, y)\right|^{2}+\left|\partial_{y} K(s, y)\right|^{2}\right] d y d s+\|f\|_{L^{2}\left((0, L)^{2}\right)}^{2}$.
Case 1: If $\alpha \leq 0$, an immediate Gronwall argument yields that for almost all $x \in(0, L)$ :

$$
\begin{equation*}
\int_{0}^{L}\left[\left|\partial_{x} K(x, y)\right|^{2}+\left|\partial_{y} K(x, y)\right|^{2}\right] d y \leq e^{x}\|f\|_{L^{2}\left((0, L)^{2}\right)}^{2} \leq e^{L}\|f\|_{L^{2}\left((0, L)^{2}\right)}^{2} \tag{5.3}
\end{equation*}
$$

Case 2: If $\alpha>0$, let us define for all $\hat{x} \in\left(0, \alpha^{1 / 2} L\right)$,

$$
\hat{K}(\hat{x}, y)=K\left(\alpha^{-1 / 2} \hat{x}, y\right)
$$

We then have for all $\hat{x} \in\left(0, \alpha^{1 / 2} L\right)$, using the fact that $\partial_{\hat{x}} \hat{K}(\hat{x}, y)=\alpha^{-1 / 2} \partial_{x} K\left(\alpha^{-1 / 2} \hat{x}, y\right)$,

$$
\begin{align*}
\int_{0}^{L}\left[\left|\partial_{\hat{x}} \hat{K}(\hat{x}, y)\right|^{2}+\alpha^{-1}\left|\partial_{y} \hat{K}(\hat{x}, y)\right|^{2}\right] d y & \leq \int_{0}^{L}|\hat{K}(\hat{x}, y)|^{2} d y+ \\
& \alpha^{-1 / 2} \int_{0}^{\hat{x}} \int_{0}^{L}\left[\left|\partial_{\hat{x}} \hat{K}(\hat{s}, y)\right|^{2}+\alpha^{-1}\left|\partial_{y} \hat{K}(\hat{s}, y)\right|^{2}\right] d y d \hat{s}  \tag{5.4}\\
+ & \alpha^{-1}\|f\|_{L^{2}\left((0, L)^{2}\right)}^{2}
\end{align*}
$$

Let us define for almost all $\hat{x} \in\left(0, \alpha^{1 / 2} L\right)$

$$
V_{1}(\hat{x})=\int_{0}^{L}\left[\left|\partial_{\hat{x}} \hat{K}(\hat{x}, y)\right|^{2}+\alpha^{-1}\left|\partial_{y} \hat{K}(\hat{x}, y)\right|^{2}\right] d y \text { and } V_{2}(\hat{x})=\int_{0}^{L}|\hat{K}(\hat{x}, y)|^{2} d y
$$

The previous estimate can be equivalently rewritten as: for almost all $\hat{x} \in\left(0, \alpha^{1 / 2} L\right)$

$$
V_{1}(\hat{x}) \leq V_{2}(\hat{x})+\alpha^{-1 / 2} \int_{0}^{\hat{x}} V_{1}(s) d s+\alpha^{-1}\|f\|_{L^{2}}^{2} .
$$

Notice also that

$$
V_{2}^{\prime}(\hat{x})=2 \int_{0}^{L} \partial_{\hat{x}} \hat{K}(\hat{x}, y) \hat{K}(\hat{x}, y) d y \leq 2 V_{1}(\hat{x})^{1 / 2} V_{2}(\hat{x})^{1 / 2} \leq V_{1}(\hat{x})+V_{2}(\hat{x})
$$

so that

$$
V_{1}(\hat{x})+V_{2}^{\prime}(\hat{x}) \leq 3 V_{2}(\hat{x})+2 \alpha^{-1 / 2} \int_{0}^{\hat{x}} V_{1}(s) d s+2 \alpha^{-1}\|f\|_{L^{2}}^{2} .
$$

We are now in the position to use a Gronwall-type argument. Set $g(\hat{x}):=\int_{0}^{\hat{x}} V_{1}(s) d s+V_{2}(\hat{x})$. The previous estimate then reads as: for almost any $\hat{x} \in\left(0, \alpha^{1 / 2} L\right)$

$$
g^{\prime}(\hat{x}) \leq C_{\alpha} g(\hat{x})+D_{\alpha}\|f\|_{L^{2}}^{2} .
$$

with

$$
\begin{aligned}
C_{\alpha} & :=\max \left(3,2 \alpha^{-1 / 2}\right), \\
D_{\alpha} & :=2 \alpha^{-1}
\end{aligned}
$$

Therefore,

$$
g(\hat{x}) \leq D_{\alpha}\|f\|_{L^{2}}^{2} \hat{x} e^{C_{\alpha} \hat{x}} .
$$

Now rewrite 5 (4) in terms of $V_{1}, V_{2}$ : for almost any $\hat{x} \in\left(0, \alpha^{1 / 2} L\right)$

$$
V_{1}(\hat{x})=\int_{0}^{L}\left[\left|\partial_{\hat{x}} \hat{K}(\hat{x}, y)\right|^{2}+\alpha^{-1}\left|\partial_{y} K(\hat{x}, y)\right|^{2}\right] d y \leq V_{2}(\hat{x})+\alpha^{-1 / 2} \int_{0}^{\hat{x}} V_{1}(s) d s+\alpha^{-1}\|f\|_{L^{2}}^{2} .
$$

Thus,

$$
\begin{aligned}
\alpha^{-1} \int_{0}^{L}\left[\left|\partial_{x} K(\hat{x}, y)\right|^{2}+\left|\partial_{y} K(\hat{x}, y)\right|^{2}\right] d y & =V_{1}(\hat{x}) \\
& \leq \max \left(1, \alpha^{-1 / 2}\right) g(\hat{x})+\alpha^{-1}\|f\|_{L^{2}}^{2} \\
& \leq \alpha^{-1}\|f\|_{L^{2}}^{2}\left(1+2 \max \left(1, \alpha^{-1 / 2}\right) \hat{x} e^{C_{\alpha} \hat{x}}\right) \\
& \leq \alpha^{-1}\|f\|_{L^{2}}^{2}\left(1+2 \max \left(\alpha^{1 / 2}, 1\right) L e^{\max \left(3 \alpha^{1 / 2}, 2\right) L}\right) \\
& \leq \alpha^{-1}\|f\|_{L^{2}}^{2}\left(\left(1+2 \max \left(\alpha^{1 / 2}, 1\right) L\right) e^{\max \left(3 \alpha^{1 / 2}, 2\right) L}\right) \\
& \leq \alpha^{-1}\|f\|_{L^{2}}^{2} e^{3 \max \left(3 \alpha^{1 / 2}, 2\right) L} .
\end{aligned}
$$

We thus finally obtain that for almost all $x \in(0, L)$

$$
\begin{equation*}
\int_{0}^{L}\left[\left|\partial_{x} K(x, y)\right|^{2}+\left|\partial_{y} K(x, y)\right|^{2}\right] d y \leq\|f\|_{L^{2}}^{2} e^{\max \left(6 \alpha^{1 / 2}, 4\right) L} \tag{5.5}
\end{equation*}
$$

Therefore, combining (5.3) and 5.5 we have proven so far that, for $\alpha \in \mathbb{R}$,

$$
\begin{equation*}
\int_{0}^{L}\left[\left|\partial_{x} K(x, y)\right|^{2}+\left|\partial_{y} K(x, y)\right|^{2}\right] d y \leq e^{C \max \left([\alpha]_{+}^{1 / 2}, 1\right) L}\|f\|_{L^{2}\left((0, L)^{2}\right)}^{2} . \tag{5.6}
\end{equation*}
$$

Thanks to the null initial conditions $(x=0)$ it holds for almost any $(x, y) \in(0, L)^{2}$

$$
K(x, y)=\int_{0}^{x} \partial_{x} K(z, y) d z \leq \sqrt{L} \sqrt{\int_{0}^{L}\left|\partial_{x} K(z, y)\right|^{2} d z}
$$

Integrate over $y \in(0, L)$ the square of this inequality: for almost any $x \in(0, L)$

$$
\int_{0}^{L}|K(x, y)|^{2} d y \leq L \int_{0}^{L} \int_{0}^{L}\left|\partial_{x} K(z, y)\right|^{2} d y d z \leq L^{2} e^{C \max \left([\alpha]_{+}^{1 / 2}, 1\right) L}\|f\|_{L^{2}\left((0, L)^{2}\right)}^{2}
$$

where we used 5.6 for the last inequality. Hence the result when $f$ is a smooth function.
Step 2 (regularization): Let us now turn to the case when $f \in L^{2}\left((0, L)^{2}\right)$. Then, there exists a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ of functions in $C_{c}^{\infty}\left((0, L)^{2}\right)$ such that $\left\|f_{n}-f\right\|_{L^{2}\left((0, L)^{2}\right)} \xrightarrow{n \rightarrow \infty} 0$. Let us denote by $K_{n}$ the unique solution of 5.1. with $f=f_{n}$ for all $n \in \mathbb{N}$. By standard results on the wave equation (see [21][Theorem 5,p.410]), there exists a constant $C>0$ independent of $n$ such that for all $n \in \mathbb{N}$

$$
\left\|K_{n}-K\right\|_{L^{\infty}\left((0, L), H^{1}(0, L)\right)}+\left\|\partial_{x} K_{n}-\partial_{x} K\right\|_{L^{\infty}\left((0, L), L^{2}(0, L)\right)} \leq C\left\|f_{n}-f\right\|_{L^{2}((0, L))} .
$$

Thus, passing to the limit $n \rightarrow+\infty$ in the inequality

$$
\int_{0}^{L}\left(\left|K_{n}(x, y)\right|^{2}+\left|\nabla K_{n}(x, y)\right|^{2}\right) d y \leq\left(1+L^{2}\right) e^{C \max \left([\alpha]_{+}^{1 / 2}, 1\right) L}\left\|f_{n}\right\|_{L^{2}\left((0, L)^{2}\right)}^{2}
$$

which holds for almost all $x \in(0, L)$ yields the desired result.

Lemma 6. In the framework of Lemma 5, assume in addition that in 5.1,

$$
\text { Supp } f \subset D_{L}:=\left\{(x, y) \in(0, L)^{2}, 0<y \leq x<L\right\} .
$$

Then it holds that

$$
\begin{equation*}
K(x, y)=0 \text { a.e in }(0, L)^{2} \backslash D_{L} \tag{5.7}
\end{equation*}
$$

Proof. Consider the restriction of the $H^{1}$ energy: for almost any $x \in(0, L)$,

$$
E(x):=\frac{1}{2} \int_{x}^{L}\left(K^{2}(x, y)+\left(\partial_{x} K\right)^{2}(x, y)+\left(\partial_{y} K\right)^{2}(x, y)\right) d y .
$$

Assume first that $f$ is smooth in the sense that $\partial_{x} f \in L^{2}\left((0, L)^{2}\right)$.
Then, the function $E$ is absolutely continuous and it holds that

$$
\begin{aligned}
E^{\prime}(x) & =\int_{x}^{L}\left[\partial_{x} K(x, y) K(x, y)+\partial_{x x} K(x, y) \partial_{x} K(x, y)+\partial_{x y} K \partial_{y} K(x, y)\right] d y \\
& -\frac{1}{2}\left(K^{2}(x, x)+\left(\partial_{x} K\right)^{2}(x, x)+\left(\partial_{y} K\right)^{2}(x, x)\right)
\end{aligned}
$$

Integrating by parts the last term yields

$$
\int_{x}^{L}\left(\partial_{x y} K(x, y) \partial_{y} K(x, y)\right) d y=-\int_{x}^{L} \partial_{x} K(x, y) \partial_{y y} K(x, y) d y-\partial_{x} K(x, x) \partial_{y} K(x, x) .
$$

Using the fact that $K$ is a solution of 5.1), and that Supp $f \subset D_{L}=\{0<y \leq x<L\}$, we obtain:

$$
\begin{aligned}
E^{\prime}(x) & =(\alpha+1) \int_{x}^{L} \partial_{x} K(x, y) K(x, y) d y-\frac{1}{2} K^{2}(x, x)-\frac{1}{2}\left(\left(\partial_{x} K\right)^{2}(x, x)+\left(\partial_{y} K\right)^{2}(x, x)+2 \partial_{x} K(x, x) \partial_{y} K(x, x)\right) \\
& \leq(\alpha+1) \int_{x}^{L} \partial_{x} K(x, y) K(x, y) d y \\
& =-(\alpha+1) \int_{x}^{L} \partial_{x} K(x, y) \int_{y}^{L} \partial_{y} K(x, s) d s d y+(\alpha+1) K(x, L) \int_{x}^{L} \partial_{x} K(x, y) d y .
\end{aligned}
$$

The Cauchy-Schwarz inequality enables to bound the first term by $2|\alpha+1|(L-x) E(x)$ and the second term by $|\alpha+1||K(x, L)| \sqrt{L-x}(2 E(x))^{1 / 2}$. Then, we use the one-dimensional Sobolev inequality on $y \rightarrow K(x, y)$ to deal with $K(x, L)$ :

$$
\begin{aligned}
|K(x, L)| & \leq \sqrt{2} \max \left(\sqrt{L-x}, \frac{1}{\sqrt{L-x}}\right)\left(\int_{x}^{L} K(x, y)^{2}+\left(\partial_{y} K\right)^{2}(x, y) d y\right)^{1 / 2} \\
& \leq 2 \max \left(\sqrt{L-x}, \frac{1}{\sqrt{L-x}}\right) E(x)^{1 / 2}
\end{aligned}
$$

Finally, we obtain that there exists $C>0$ such that for almost all $x \in(0, L)$,

$$
E^{\prime}(x) \leq C|\alpha+1| \max (1, L-x) E(x),
$$

and since $E(0)=0$ a Gronwall argument yields that $E(x)=0$ for all $x \in[0, L]$. Hence 5.7) holds.
Lastly, reasoning as in Step 2 of the proof of Lemma 5 by a density argument, we can easily check that the result holds true for arbitrary $f \in L^{2}\left((0, L)^{2}\right)$.

We are now in position to prove Proposition 3
Proof of Proposition 3. First remark that, according to the relation 4.14) between the two kernels, it suffices to obtain existence, uniqueness and estimates for the solution $k^{\alpha}$ to the following problem with a parameter $\alpha \in \mathbb{R}$ :

$$
\left\{\begin{align*}
\partial_{x x}^{2} k^{\alpha}(x, y)-\partial_{y y}^{2} k^{\alpha}(x, y) & =\alpha k^{\alpha}(x, y) & & (x, y) \in D_{\infty},  \tag{5.8}\\
\partial_{y} k^{\alpha}(x, 0) & =0 & & x \in(0, \infty), \\
k^{\alpha}(x, x) & =-\frac{\alpha}{2} x & & x \in(0, \infty),
\end{align*}\right.
$$

where we notice that $k^{\alpha}$ is a solution to 4.12) with $\alpha=\frac{\lambda}{\sigma}$.
We introduce here the notion of weak solution we consider for problem $\sqrt{5.8}$ :
Definition 6. A function $k^{\alpha}: D_{\infty} \rightarrow \mathbb{R}$ is said to be a weak solution to (5.8) if and only if the two following conditions are satisfied:
(i) the function $\bar{k}^{\alpha}:(0,+\infty)^{2} \rightarrow \mathbb{R}$ defined such that

$$
\bar{k}^{\alpha}(x, y):= \begin{cases}k^{\alpha}(x, y) & \text { if }(x, y) \in D_{\infty}:=\{0<y \leq x<\infty\}, \\ -\frac{\alpha}{2} x & \text { otherwise }\end{cases}
$$

is such that, for any $L>0$, the function $\bar{k}_{L}^{\alpha}:=\left.\bar{k}^{\alpha}\right|_{[0, L]^{2}}$ is such that $\bar{k}_{L}^{\alpha} \in \mathcal{C}^{0}\left([0, L], H^{1}(0, L)\right)$, $\partial_{x} \bar{k}_{L}^{\alpha} \in$ $\mathcal{C}^{0}\left([0, L], L^{2}(0, L)\right)$ and $\partial_{x x} \bar{k}_{L}^{\alpha} \in \mathcal{C}^{0}\left([0, L], H^{1}(0, L)^{\prime}\right) ;$
(ii) for all $L>0$ and for all $v, w \in H^{1}(0, L)$,

$$
\begin{aligned}
& -\int_{0}^{L}\left(\int_{0}^{x} \partial_{x} k^{\alpha}(x, y) v(y) d y\right) \partial_{x} w(x) d x+w(L) \int_{0}^{L} \partial_{x} k^{\alpha}(L, y) v(y) d y \\
& +\int_{0}^{L} \int_{0}^{x} \partial_{y} k^{\alpha}(x, y) \partial_{y} v(y) d y w(x) d x \\
& =\alpha \int_{0}^{L}\left(\int_{0}^{x} k^{\alpha}(x, y) v(y) d y\right) w(x) d x \\
& +\frac{\alpha}{2} \int_{0}^{L} v(x) w(x) d x
\end{aligned}
$$

Let us begin to prove that there exists a unique weak solution $k^{\alpha}$ to 5.8 in the sense of Definition 6 for any $\alpha \in \mathbb{R}$. Let $L>0$.
Existence: Denote by $K^{\alpha}(x, y):=k^{\alpha}(x, y)+\frac{\alpha}{2} x$ for all $(x, y) \in D_{L}$. Then, it holds that $K^{\alpha}$ is solution to

$$
\left\{\begin{aligned}
\partial_{x x}^{2} K^{\alpha}(x, y)-\partial_{y y}^{2} K^{\alpha}(x, y) & =\alpha K^{\alpha}(x, y)-\frac{\alpha^{2}}{2} x & & (x, y) \in D_{L}, \\
\partial_{y} K^{\alpha}(x, 0) & =0 & & x \in(0, L), \\
K^{\alpha}(x, x) & =0 & & x \in(0, L),
\end{aligned}\right.
$$

and it is equivalent to solve one problem or the other. Now using Lemmas 5 and 6 , we obtain that the restriction of the unique weak solution $K=\widetilde{K}^{\alpha}$ to 5.1 with $f(x, y)=f^{\alpha}(x, y)=-\frac{\alpha^{2}}{2} x \mathbb{1}_{D_{L}}(x, y)$ to $D_{L}$ is a solution $K^{\alpha}$ to 5.1. Besides, from Lemma 6, it holds that $K=0$ in $(0, L)^{2} \backslash D_{L}$. In particular, it holds that $K$ satisfies the weak formulation: for almost all $x \in(0, L)$ and all $v \in H^{1}(0, L)$,

$$
\begin{aligned}
& \left\langle\partial_{x x} K(x, \cdot), v\right\rangle_{H^{1}(0, L)^{\prime}, H^{1}(0, L)}+\int_{0}^{x} \partial_{y} K(x, y) \partial_{y} v(y) d y \\
& =\alpha \int_{0}^{x}\left(K(x, y)-\frac{\alpha}{2} x\right) v(y) d y
\end{aligned}
$$

As a consequence, for all $w \in H^{1}(0, L)$, it holds that

$$
\begin{aligned}
& \int_{0}^{L}\left\langle\partial_{x x} K(x, \cdot), v\right\rangle_{H^{1}(0, L)^{\prime}, H^{1}(0, L)} w(x) d x+\int_{0}^{L} \int_{0}^{x} \partial_{y} K(x, y) \partial_{y} v(y) d y w(x) d x \\
& =\alpha \int_{0}^{L}\left(\int_{0}^{x}\left(K(x, y)-\frac{\alpha}{2} x\right) v(y) d y\right) w(x) d x
\end{aligned}
$$

Using the fact that

$$
\begin{aligned}
\int_{0}^{L}\left\langle\partial_{x x} K(x, \cdot), v\right\rangle_{H^{1}(0, L)^{\prime}, H^{1}(0, L)} w(x) d x & =-\int_{0}^{L}\left(\int_{0}^{L} \partial_{x} K(x, y), v(y) d y\right) \partial_{x} w(x) d x \\
& +w(L) \int_{0}^{L} \partial_{x} K(L, y) v(y) d y \\
& -w(0) \int_{0}^{L} \partial_{x} K(0, y) v(y) d y
\end{aligned}
$$

together with the fact that

$$
\partial_{x} K(0, y)=0
$$

we obtain that

$$
\begin{aligned}
\int_{0}^{L}\left\langle\partial_{x x} K(x, \cdot), v\right\rangle_{H^{1}(0, L)^{\prime}, H^{1}(0, L)} w(x) d x & =-\int_{0}^{L}\left(\int_{0}^{L} \partial_{x} K(x, y) v(y) d y\right) \partial_{x} w(x) d x \\
& +w(L) \int_{0}^{L} \partial_{x} K(L, y) v(y) d y \\
& =-\int_{0}^{L}\left(\int_{0}^{x} \partial_{x} K(x, y) v(y) d y\right) \partial_{x} w(x) d x \\
& +w(L) \int_{0}^{L} \partial_{x} K(L, y) v(y) d y
\end{aligned}
$$

Finally, since $k^{\alpha}=K-\frac{\alpha}{2} x$ on $D_{L}$, we finally obtain that $k^{\alpha}$ is solution to the following weak formulation: for all $v, w \in H^{1}(0, L)$,

$$
\begin{aligned}
& -\int_{0}^{L}\left(\int_{0}^{x} \partial_{x} k^{\alpha}(x, y) v(y) d y\right) \partial_{x} w(x) d x+w(L) \int_{0}^{L} \partial_{x} k^{\alpha}(L, y) v(y) d y \\
& +\int_{0}^{L} \int_{0}^{x} \partial_{y} k^{\alpha}(x, y) \partial_{y} v(y) d y w(x) d x \\
& =\alpha \int_{0}^{L}\left(\int_{0}^{x} k^{\alpha}(x, y) v(y) d y\right) w(x) d x \\
& -\frac{\alpha}{2} \int_{0}^{L}\left(\int_{0}^{x} v(y) d y\right) \partial_{x} w(x) d x+\frac{\alpha}{2} w(L) \int_{0}^{L} v(y) d y \\
& =\alpha \int_{0}^{L}\left(\int_{0}^{x} k^{\alpha}(x, y) v(y) d y\right) w(x) d x \\
& +\frac{\alpha}{2} \int_{0}^{L} v(x) w(x) d x
\end{aligned}
$$

We thus obtain the existence of a weak solution to 5.8 in the sense of Definition 6
Uniqueness: Let us now prove uniqueness of the solution for this problem. Assume there exist two solutions $k_{1}^{\alpha}$ and $k_{2}^{\alpha}$ and denote by $\hat{k}:=k_{1}^{\alpha}-k_{2}^{\alpha}$ their difference. Then $\hat{k}$ satisfies the homogeneous equation associated to (5.8). Since $\hat{k}$ has null trace on the diagonal $x=y$, it can be extended by 0 to the square $(0, L)^{2}$. But then one can check that it satisfies the assumptions of Lemma 5 without source term. Hence $\hat{k}=0$. Uniqueness is proved.

Estimates: Furthermore, Lemma 5 yields the following estimate for almost all $x \in(0, L)$

$$
\int_{0}^{L}\left(\left|\widetilde{K}^{\alpha}(x, y)\right|^{2}+\left|\nabla \widetilde{K}^{\alpha}(x, y)\right|^{2}\right) d y \leq\left(1+L^{2}\right) e^{C \max \left([\alpha]_{+}^{1 / 2}, 1\right) L}\left\|f^{\alpha}\right\|_{L^{2}\left((0, L)^{2}\right)}^{2}
$$

This yields that for almost all $x \in(0, L)$,

$$
\int_{0}^{x}\left(\left|K^{\alpha}(x, y)\right|^{2}+\left|\nabla K^{\alpha}(x, y)\right|^{2}\right) d y \leq\left(1+L^{2}\right) e^{C \max \left([\alpha]_{+}^{1 / 2}, 1\right) L}\left\|f^{\alpha}\right\|_{L^{2}\left((0, L)^{2}\right)}^{2}
$$

Since $\left\|f^{\alpha}\right\|_{L^{2}\left((0, L)^{2}\right)}^{2} \leq(\alpha L)^{4}$, and $K^{\alpha}(x, y)=k^{\alpha}(x, y)-\frac{\alpha}{2} x$, we obtain that

$$
\begin{aligned}
\int_{0}^{x}\left(\left|k^{\alpha}(x, y)\right|^{2}+\left|\nabla k^{\alpha}(x, y)\right|^{2}\right) d y & \leq 2 \int_{0}^{x}\left(\left|K^{\alpha}(x, y)\right|^{2}+\left|\nabla K^{\alpha}(x, y)\right|^{2}\right) d y+2\left[\frac{\alpha^{2}}{12} x^{3}+x \frac{\alpha^{2}}{4}\right] \\
& \leq C_{0}\left(\alpha^{2}\left(L^{3}+L\right)+\alpha^{4} L^{4}\left(1+L^{2}\right) e^{C \max \left([\alpha]_{+}^{1 / 2}, 1\right) L}\right)
\end{aligned}
$$

where $C_{0}>0$ is a constant independent of $\alpha$ and $L$.
We are now in a position to conclude the proof of Proposition 3 For any $\lambda, \sigma>0$, we define $k_{\lambda}^{\sigma}$ a weak solution to 4.12 as follows: for all $t \geq 0,\left.k_{\lambda}^{\sigma}\right|_{D_{t}}$ is defined as $k^{\alpha}$ with $L=\bar{e}(t)$ and $\alpha=\frac{\lambda}{\sigma}$. One can easily check from the previous results that $k_{\lambda}^{\sigma}$ is thus well-defined and unique and is a weak solution to 4.12. $l_{\lambda}^{\sigma}$ is defined from $k_{\lambda}^{\sigma}$ according to $(4.14)$. To get the desired estimates, it is now sufficient to apply the previously obtained estimates with $L=\bar{e}(t)$ and $\alpha=\frac{\lambda}{\sigma}>0$ for $k_{\lambda}^{\sigma}$ and $\alpha=-\frac{\lambda}{\sigma}<0$ for $l_{\lambda}^{\sigma}$. To this aim, we consider $\lambda \geq \lambda_{\sigma}:=\sigma$. Taking into account the fact that $\bar{e}(t) \geq \bar{e}_{0}$ for all $t \geq 0$ then yields the existence of constants $c, C>0$ independent of $t, \lambda$ and $\sigma$ such that

$$
\int_{0}^{x}\left(\left|k_{\lambda}^{\sigma}(x, y)\right|^{2}+\left|\nabla k_{\lambda}^{\sigma}(x, y)\right|^{2}\right) d y \leq C e^{c \bar{e}(t)} \sqrt{\lambda / \sigma}
$$

and

$$
\int_{0}^{x}\left(\left|l_{\lambda}^{\sigma}(x, y)\right|^{2}+\left|\nabla l_{\lambda}^{\sigma}(x, y)\right|^{2}\right) d y \leq C\left(\frac{\lambda}{\sigma}\right)^{4} e^{c \bar{e}(t)}
$$

Hence, 4.16) and 4.17) hold.

### 5.2 Proofs of Lemmas 3 and 4

We begin with the following lemma from which we will easily deduce Lemmas 3 and 4
Lemma 7. Let $\sigma, \lambda, \tau_{1}$ and some initial conditions $\zeta_{\lambda}^{\sigma, \tau_{1}}, g_{\lambda}^{\sigma, \tau_{1}}$ be defined as in Lemmas 3 and 4 . Assume that some functions $\zeta, g \in\left[L^{2}\left(0, T ; H^{1}\right)\right]_{\bar{e}}$ such that $\partial_{t} \zeta, \partial_{t} g \in\left[L^{2}\left(0, T ;\left(H^{1}\right)^{\prime}\right)\right]_{\bar{e}}$ are related to each other by the relation: for any $t \geq \tau_{1}, g(t)=\mathcal{T}_{\lambda, t}^{\sigma} \zeta(t)$ (or, equivalently from Lemma $2, \zeta(t)=\mathcal{T}_{\lambda, t}^{\sigma, \text {,inv }} g(t)$ ). Then the following assertions hold:
i) The linear operator $\mathcal{G}:\left[L^{2}\left((0, T), L^{2}\right)\right]_{\bar{e}} \rightarrow\left[L^{2}\left((0, T), L^{2}\right)\right]_{\bar{e}}$ defined for any $f \in\left[L^{2}\left((0, T), L^{2}\right)\right]_{\bar{e}}$ by

$$
\begin{equation*}
\mathcal{G} f(t, y)=f(t, y)-\int_{y}^{\bar{e}(t)} k_{\lambda}^{\sigma}(x, y) f(t, x) d x, \quad \text { for a.a. } t \in(0, T), x \in(0, \bar{e}(t)), \tag{5.9}
\end{equation*}
$$

is invertible from $D^{\text {targ }}$ to $D^{\text {ini }}$.
ii) For any test function $v \in D^{\text {targ }}$, it holds

$$
a^{\operatorname{targ}}(g, v)=a^{\operatorname{ini}}(\zeta, \mathcal{G} v)
$$

where $a^{\text {ini }}$ and $a^{\text {targ }}$ are given respectively by 4.11) and 4.6.
iii) As a consequence of $i$ ) and ii), for any test function $w \in D^{\mathrm{ini}}$, it holds

$$
a^{\operatorname{targ}}\left(g, \mathcal{G}^{-1} w\right)=a^{\mathrm{ini}}(\zeta, w)
$$

Proof. Let $\lambda, \sigma>0$. To simplify, we denote in the sequel $k:=k_{\lambda}^{\sigma}$.
i) Let $v \in D^{\operatorname{targ}}$ and differentiate 5.9). It holds for almost any $t \geq 0, y \in(0, \bar{e}(T))$,

$$
\partial_{y}(\mathcal{G} v)(t, y)=\partial_{y} v(t, x)+k(y, y) v(t, y)-\int_{y}^{\bar{e}(t)} \partial_{y} k(x, y) v(t, x) d x
$$

The previous equality holds in $\left[L^{2}\left(0, T ; L^{2}\right)\right]_{e}$ since

$$
v \in\left[L^{2}\left(0, T ; H^{2}\right)\right]_{\bar{e}} \subset\left[L^{2}\left(0, T ; L^{\infty}\right)\right]_{\bar{e}}
$$

and the function $(0, \bar{e}(t)) \ni y \mapsto k(y, y)$ belongs to $H^{1}(0, \bar{e}(t))$. Besides, the quantity $\left\|\partial_{y} k(x, \cdot)\right\|_{L^{2}(0, x)}$ is bounded uniformly in $x$ for $x \in(0, \bar{e}(t))$. Differentiate once again:

$$
\begin{aligned}
\partial_{x x}^{2}(\mathcal{G} v)(t, x)= & \partial_{x x}^{2} v(t, x)+\left(\frac{d}{d x} k(x, x)\right) v(t, x)+k(x, x) \partial_{x} v(t, x)+\partial_{y} k(x, x) v(t, x) \\
& -\left\langle\partial_{y y}^{2} k(x), v(t)\right\rangle_{\left(H^{1}(x, \bar{e}(t))\right)^{\prime}, H^{1}(x, \bar{e}(t))} .
\end{aligned}
$$

All the terms on the right-hand-side belong to $\left[L^{2}\left(0, T ; L^{2}\right)\right]_{\vec{e}}$. Therefore $\mathcal{G} v \in\left[L^{2}\left(0, T ; H^{2}\right)\right]_{\vec{e}}$. It is then clear that

$$
\mathcal{G} v \in D^{\mathrm{ini}}
$$

since in particular

$$
\sigma \partial_{x}(\mathcal{G} v)(t, \bar{e}(t))=0+\sigma k(\bar{e}(t), \bar{e}(t)) v(t, \bar{e}(t))-0=K_{l}(t)(\mathcal{G} v)(t, e(t)) .
$$

Therefore the range of $\mathcal{G}$ is a subset of $D^{\text {ini }}$. Besides, $\mathcal{G}$ is invertible in $L^{2}$ from classical results on Volterra operators (see Lemma 22. Finally, just as in Lemma 2, it can be easily checked following the same lines that the inverse has a similar form, and that it is defined from $D^{\text {ini }}$ with values in $D^{\text {targ }}$.


$$
\begin{align*}
& a^{\operatorname{targ}}(g, v)=\int_{\tau_{1}}^{T}\left\langle\partial_{t} v(t)+\sigma \partial_{x x}^{2} v(t)-\lambda v(t), g(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t)} d t+\int_{0}^{\bar{e}\left(\tau_{1}\right)} g\left(\tau_{1}, x\right) v\left(\tau_{1}, x\right) d x \\
& =\int_{\tau_{1}}^{T}\left\langle\partial_{t} v(t)+\sigma \partial_{x x}^{2} v(t)-\lambda v(t), \zeta(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} d t \\
& -\int_{\tau_{1}}^{T}\left\langle\partial_{t} v(t)+\sigma \partial_{x x}^{2} v(t)-\lambda v(t), \phi(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} d t  \tag{5.10}\\
& +\int_{0}^{\bar{e}\left(\tau_{1}\right)} \zeta\left(\tau_{1}, x\right) v\left(\tau_{1}, x\right) d x \\
& -\int_{0}^{\bar{e}\left(\tau_{1}\right)}\left(\int_{0}^{x} k(x, y) \zeta\left(\tau_{1}, y\right) d y\right) v\left(\tau_{1}, x\right) d x
\end{align*}
$$

Let us now look at the term in 5.10 involving the function $\phi$ and perform some integration by parts. Begin with the time derivative: it holds,

$$
\begin{aligned}
& \int_{\tau_{1}}^{T}\left\langle\partial_{t} v(t), \phi(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} d t \\
& =-\int_{\tau_{1}}^{T}\left\langle\partial_{t} \phi(t), v(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} d t+\int_{0}^{\bar{e}\left(\tau_{1}\right)} v\left(\tau_{1}, x\right) \phi\left(\tau_{1}, x\right) d x \\
& -\bar{v} \int_{\tau_{1}}^{T} \phi(t, \bar{e}(t)) v(t, \bar{e}(t)) \\
& =-\int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left\langle\partial_{t} \zeta(t), k(x, \cdot)\right\rangle_{H^{1}(0, x)^{\prime}, H^{1}(0, x)} v(t, x) d x d t \\
& -\int_{0}^{\bar{e}\left(\tau_{1}\right)}\left(\int_{0}^{x} k(x, y) \zeta\left(\tau_{1}, y\right) d y\right) v\left(\tau_{1}, x\right) d x \\
& -\bar{v} \int_{\tau_{1}}^{T} \phi(t, \bar{e}(t)) v(t, \bar{e}(t)) .
\end{aligned}
$$

Now the space derivative:

$$
\begin{aligned}
& \int_{\tau_{1}}^{T}\left\langle\sigma \partial_{x x}^{2} v(t), \phi(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} d t \\
& =-\int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left(k(x, x) \zeta(t, x)+\int_{0}^{x} \partial_{x} k(x, y) \zeta(t, y) d y\right) \sigma \partial_{x} v(t, x) d x d t \\
& =\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left[\frac{d}{d x} k(x, x) \zeta(t, x)+k(x, x) \partial_{x} \zeta(t, x)\right] v(t, x) d x d t \\
& -\int_{\tau_{1}}^{T} v(t, \bar{e}(t))[\sigma k(\bar{e}(t), \bar{e}(t)) \zeta(t, \bar{e}(t))] d t \\
& -\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left(\int_{0}^{x} \partial_{x} k(x, y) \zeta(t, y) d y\right) \partial_{x} v(t, x) d x d t .
\end{aligned}
$$

Using the weak formulation of $k$, we obtain that for all $t \geq \tau_{1}$

$$
\begin{aligned}
& -\sigma \int_{0}^{\bar{e}(t)}\left(\int_{0}^{x} \partial_{x} k(x, y) \zeta(t, y) d y\right) \partial_{x} v(t, x) d x d t \\
& =-v(t, \bar{e}(t)) \int_{0}^{\bar{e}(t)} \sigma \partial_{x} k(\bar{e}(t), y) \zeta(t, y) d y \\
& -\sigma \int_{0}^{\bar{e}(t)} v(t, x)\left(\int_{0}^{x} \partial_{y} k(x, y) \partial_{y} \zeta(t, y) d y\right) d x \\
& +\lambda \int_{0}^{\bar{e}(t)} \int_{0}^{x} k(x, y) \zeta(t, y) d y v(t, x) d x \\
& -\frac{\lambda}{2} \int_{0}^{\bar{e}(t)} \zeta(t, x) v(t, x) d x .
\end{aligned}
$$

## Remember that:

$$
H_{n l}(t) \zeta(t)=\int_{0}^{\bar{e}(t)}\left[\sigma \partial_{x} k(\bar{e}(t), y)+\bar{v} k(\bar{e}(t), y)\right] \zeta(t, y) d y
$$

and now insert the two previous calculations into 5.10). It holds that:

$$
\begin{aligned}
a^{\operatorname{targ}}(g, v) & =\int_{\tau_{1}}^{T}\left\langle\partial_{t} v(t)+\sigma \partial_{x x}^{2} v(t)-\lambda v(t), \zeta(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))}+\int_{\tau_{1}}^{T} H_{n l}(t) \zeta(t) v(t, \bar{e}(t)) d t \\
& +\int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left\langle\partial_{t} \zeta(t), k(x, \cdot)\right\rangle_{\left(H^{1}(0, x)\right)^{\prime}, H^{1}(0, x)} v(t, x) d x d t \\
& -\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left[\frac{d}{d x} k(x, x) \zeta(t, x)+k(x, x) \partial_{x} \zeta(t, x)\right] v(t, x) d x d t \\
& +\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left(\int_{0}^{x} \partial_{y} k(x, y) \partial_{y} \zeta(t, y) d y\right) v(t, x) d x d t \\
& +\frac{\lambda}{2} \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)} \zeta(t, x) v(t, x) d x \\
& +\int_{\tau_{1}}^{T} v(t, \bar{e}(t)) K_{l}(t) \zeta(t, \bar{e}(t)) d t+\int_{0}^{\bar{e}\left(\tau_{1}\right)} \zeta\left(\tau_{1}, x\right) v\left(\tau_{1}, x\right) d x .
\end{aligned}
$$

Note that we have

$$
\frac{\lambda}{2} \int_{0}^{\bar{e}(t)} \zeta(t, x) v(t, x) d x=-\sigma \int_{0}^{\bar{e}(t)} \frac{d}{d x} k(x, x) \zeta(t, x) v(t, x) d x
$$

Hence, we obtain that

$$
\begin{aligned}
a^{\operatorname{targ}}(g, v) & =\int_{\tau_{1}}^{T}\left\langle\partial_{t} v(t)+\sigma \partial_{x x}^{2} v(t), \zeta(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))}+\int_{\tau_{1}}^{T} H_{n l}(t) \zeta(t) v(t, \bar{e}(t)) d t \\
& +\int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left\langle\partial_{t} \zeta(t), k(x, \cdot)\right\rangle_{\left(H^{1}(0, x)\right)^{\prime}, H^{1}(0, x)} v(t, x) d x d t \\
& -\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)} k(x, x) \partial_{x} \zeta(t, x) v(t, x) d x d t \\
& +\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left(\int_{0}^{x} \partial_{y} k(x, y) \partial_{y} \zeta(t, y) d y\right) v(t, x) d x d t \\
& +\int_{\tau_{1}}^{T} v(t, \bar{e}(t)) K_{l}(t) \zeta(t, \bar{e}(t)) d t+\int_{0}^{\bar{e}\left(\tau_{1}\right)} \zeta\left(\tau_{1}, x\right) v\left(\tau_{1}, x\right) d x .
\end{aligned}
$$

Let us now denote by $w:=\mathcal{G} v$ and by $\psi(t, y):=\int_{y}^{\bar{e}(t)} k(x, y) v(t, x) d x$. It then holds that

$$
\begin{aligned}
a^{\text {ini }}(\zeta, w) & :=\int_{\tau_{1}}^{T}\left\langle\partial_{t} w(t)+\sigma \partial_{x x}^{2} w(t), \zeta(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} d t+\int_{\tau_{1}}^{T} H_{n l}(t) \zeta(t) w(t, \bar{e}(t)) d t \\
& +\int_{0}^{\bar{e}\left(\tau_{1}\right)} \zeta\left(\tau_{1}, x\right) w\left(\tau_{1}, x\right) d x \\
& =\int_{\tau_{1}}^{T}\left\langle\partial_{t} v(t)+\sigma \partial_{x x}^{2} v(t), \zeta(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} d t+\int_{\tau_{1}}^{T} H_{n l}(t) \zeta(t) v(t, \bar{e}(t)) d t \\
& +\int_{0}^{\bar{e}\left(\tau_{1}\right)} \zeta\left(\tau_{1}, x\right) v\left(\tau_{1}, x\right) d x \\
& -\int_{\tau_{1}}^{T}\left\langle\partial_{t} \psi(t)+\sigma \partial_{x x}^{2} \psi(t), \zeta(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} d t-\int_{0}^{\bar{e}\left(\tau_{1}\right)} \zeta\left(\tau_{1}, x\right) \psi\left(\tau_{1}, x\right) d x
\end{aligned}
$$

Doing similar computations as above, we obtain that

$$
\begin{aligned}
\int_{\tau_{1}}^{T}\left\langle\partial_{t} \psi(t), \zeta(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} & =-\int_{\tau_{1}}^{T}\left\langle\partial_{t} \zeta(t), \psi(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} \\
& -\int_{0}^{\bar{e}\left(\tau_{1}\right)} \zeta\left(\tau_{1}, y\right) \psi\left(\tau_{1}, y\right) d y-\bar{v} \int_{\tau_{1}}^{T} \zeta(t, \bar{e}(t)) \psi(t, \bar{e}(t)) d t \\
& =-\int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left\langle\partial_{t} \zeta(t), k(x, \cdot)\right\rangle_{\left(H^{1}(0, x)\right)^{\prime}, H^{1}(0, x)} v(t, x) d x d t \\
& -\int_{0}^{\bar{e}\left(\tau_{1}\right)} \zeta\left(\tau_{1}, y\right) \psi\left(\tau_{1}, y\right) d y-\bar{v} \int_{\tau_{1}}^{T} \zeta(t, \bar{e}(t)) \psi(t, \bar{e}(t)) d t \\
& =-\int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)}\left\langle\partial_{t} \zeta(t), k(x, \cdot)\right\rangle_{\left(H^{1}(0, x)\right)^{\prime}, H^{1}(0, x)} v(t, x) d x d t \\
& -\int_{0}^{\bar{e}\left(\tau_{1}\right)} \zeta\left(\tau_{1}, y\right) \psi\left(\tau_{1}, y\right) d y
\end{aligned}
$$

Moreover, since $\partial_{y} \psi(t, y)=k(y, y) v(t, y)-\int_{y}^{\bar{e}(t)} \partial_{y} k(x, y) v(t, x) d x$, we have

$$
\begin{aligned}
& \int_{\tau_{1}}^{T}\left\langle\sigma \partial_{x x} \psi(t), \zeta(t)\right\rangle_{H^{1}(0, \bar{e}(t))^{\prime}, H^{1}(0, \bar{e}(t))} \\
& =-\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)} \partial_{y} \zeta(t, y) \partial_{y} \psi(t, y) d y+\sigma \int_{\tau_{1}}^{T} \zeta(t, \bar{e}(t)) k(\bar{e}(t), \bar{e}(t)) v(t, \bar{e}(t)), \\
& =-\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)} \partial_{y} \zeta(t, y) k(y, y) v(t, y) d y+\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)} \partial_{y} \zeta(t, y)\left(\int_{y}^{\bar{e}(t)} \partial_{y} k(x, y) v(t, x) d x\right) d y \\
& +\sigma \int_{\tau_{1}}^{T} \zeta(t, \bar{e}(t)) k(\bar{e}(t), \bar{e}(t)) v(t, \bar{e}(t)), \\
& =-\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)} \partial_{y} \zeta(t, y) k(y, y) v(t, y) d y+\sigma \int_{\tau_{1}}^{T} \int_{0}^{\bar{e}(t)} v(t, x)\left(\int_{0}^{x} \partial_{y} \zeta(t, y) \partial_{y} k(x, y) d y\right) d x \\
& +\int_{\tau_{1}}^{T} K_{l}(t) \zeta(t) v(t, \bar{e}(t)) .
\end{aligned}
$$

As a consequence, we obtain that

$$
a^{\operatorname{targ}}(g, v)=a^{\operatorname{ini}}(\zeta, w)
$$

Hence the desired result.
iii) The proof of (iii) is a direct consequence of (i) and (ii).

Now we provide the proofs of Lemmas 3 and 4
Proof of Lemma 3 and 4 Let $\zeta_{\lambda}^{\sigma}$ be a weak- $L^{2}$ solution to (4.1) in the sense of Definition 5 Define now, for all $t \geq \tau_{1}, x \in(0, \bar{e}(t))$,

$$
g_{\lambda}^{\sigma}(t, x):=\mathcal{T}_{\lambda, t}^{\sigma} \zeta_{\lambda}^{\sigma}(t, x)=\zeta_{\lambda}^{\sigma}(t, x)-\int_{0}^{x} k_{\lambda}^{\sigma}(x, y) \zeta_{\lambda}^{\sigma}(t, y) d y
$$

Continuity and initial data: $\left.\quad \zeta_{\lambda}^{\sigma} \in\left[\mathcal{C}^{0}\left(\left[\tau_{1}, T\right]\right) ; L^{2}\right)\right]_{\bar{e}}$ by assumption and the Cauchy-Schwarz inequality provides the following estimate, for any $\tau_{1} \leq s, t \leq T$,

$$
\left\|\int_{0}^{x} k_{\lambda}^{\sigma}(x, y)\left(\zeta_{\lambda}^{\sigma}(t, y)-\zeta_{\lambda}^{\sigma}(s, y)\right) d y\right\|_{L^{2}(0, \bar{e}(T))} \leq\left\|k_{\lambda}^{\sigma}\right\|_{L^{2}\left(D_{T}\right)}\| \| \zeta_{\lambda}^{\sigma}(t)-\zeta_{\lambda}^{\sigma}(s) \|_{L^{2}((0, \bar{e}(T)))},
$$

which goes to 0 by assumption as $t$ goes to $s$. Therefore $\left.g_{\lambda}^{\sigma} \in\left[\mathcal{C}^{0}\left(\left[\tau_{1}, T\right]\right), L^{2}\right)\right]_{\bar{e}}$ as well. The initial data $g_{\lambda}^{\sigma, \tau_{1}}=$ $\mathcal{T}_{\lambda, \tau_{1}}^{\sigma} \zeta_{\lambda}^{\sigma, \tau_{1}}$ follows from continuity and the initial data of $\zeta_{\lambda}^{\sigma}$.
Time derivative : We want to differentiate this formula with respect to time. It gives formally for almost any $t \in\left(\tau_{1}, T\right), x \in(0, \bar{e}(t))$

$$
\partial_{t} g_{\lambda}^{\sigma}(t, x)=\partial_{t} \zeta_{\lambda}^{\sigma}(t, x)-\int_{0}^{x} k_{\lambda}^{\sigma}(x, y) \partial_{t} \zeta_{\lambda}^{\sigma}(t, y) d y
$$

By assumption, $\partial_{t} \zeta_{\lambda}^{\sigma} \in\left[L^{2}\left(\left(\tau_{1}, T\right) ;\left(H^{1}\right)^{\prime}\right]_{\bar{e}}\right.$ and from Proposition 3 it holds that for almost all $x \in(0, \bar{e}(T)), k_{\lambda}^{\sigma}(x ; \cdot) \in$ $H^{1}(0, x)$, uniformly in $x$. Therefore the integral terms are well-defined as duality products:

$$
\partial_{t} g_{\lambda}^{\sigma}(t, x)=\partial_{t} \zeta_{\lambda}^{\sigma}(t, x)-\left\langle\partial_{t} \zeta_{\lambda}^{\sigma}(t), k_{\lambda}^{\sigma}(x)\right\rangle_{\left(H^{1}(0, x)\right)^{\prime}, H^{1}(0, x)},
$$

where the second term can be estimated as:

$$
\left\langle\partial_{t} \zeta_{\lambda}^{\sigma}(t), k_{\lambda}^{\sigma}(x)\right\rangle_{\left(H^{1}(0, x)\right)^{\prime}, H^{1}(0, x)} \leq\left\|\partial_{t} \zeta_{\lambda}^{\sigma}(t)\right\|_{\left(H^{1}(0, x)\right)^{\prime}}\left\|k_{\lambda}^{\sigma}(x)\right\|_{H^{1}(0, x)} \leq\left\|\partial_{t} \zeta_{\lambda}^{\sigma}(t)\right\|_{\left(H^{1}(0, \bar{e}(t))\right)^{\prime}} \sup _{0 \leq x \leq \bar{e}(T)}\left\|k_{\lambda}^{\sigma}(x)\right\|_{H^{1}(0, x)}
$$

where the last term is independent of $x$ and belongs to $L^{2}\left(\tau_{1}, T\right)$ by assumption. Hence $\partial_{t} g_{\lambda}^{\sigma} \in\left[L^{2}\left(\left(\tau_{1}, T\right) ;\left(H^{1}\right)^{\prime}\right)\right]_{\bar{e}}$. Therefore $g_{\lambda}^{\sigma}$ and $\zeta_{\lambda}^{\sigma}$ satisfy the assumptions of Lemma 7 It follows that for any $v \in D^{\operatorname{targ}}, a^{\operatorname{targ}}\left(g_{\lambda}^{\sigma}, v\right)=0$, so that $g_{\lambda}^{\sigma}$ satisfies indeed Definition 4
The proof of Lemma 4 follows the exact same lines.

### 5.3 Proof of Theorem 1

Fix $\mu>0$ and $(\bar{u}, \bar{e})$. We need to check all the conditions of Definitions 1.2 .
Let us first deal with the thickness and remember from $\sqrt{2.6}-(2.9)$ that $\delta e^{\prime}(t)=\delta \theta(t)$. The exponential stabilization of $\delta e$ can then be achieved with no effort. It suffices to define $\Theta(t, w)=-\mu w$ for all $t \geq 0$ and $w \in \mathbb{R}$ to get (2) with $C_{\bar{e}, \mu}=1$.
Let us now focus on the exponential stabilization of $\delta u$ with the control variables $\delta \psi$ in 2.7). Remember the decomposition (3.3) and choose $\lambda>0$ such that $\lambda \geq \max _{1 \leq i \leq n} \lambda_{\sigma_{i}}$ where $\lambda_{\sigma_{i}}$ is defined as in Corollary 1 .
Then it follows by Proposition 3 that there exists a unique solution $k_{\lambda}^{\sigma_{i}}$ (respectively $l_{\lambda}^{\sigma_{i}}$ ) to the kernel problem 4.12) (respectively to the inverse kernel problem (4.13) satisfying estimates 4.18 ) and (3) with $\sigma=\sigma_{i}$. Then, for all $1 \leq i \leq n, t \geq 0$ and $z \in H^{1}(0, \bar{e}(t))$, let us define

$$
\begin{align*}
H_{l, \lambda}^{\sigma_{i}}(t) z & :=\sigma_{i} k_{\lambda}^{\sigma_{i}}(\bar{e}(t), \bar{e}(t)) z(\bar{e}(t)), \\
H_{n l, \lambda}^{\sigma_{i}}(t) z & =\int_{0}^{\bar{e}(t)}\left[\sigma_{i} \partial_{x} k_{\lambda}^{\sigma_{i}}(\bar{e}(t), y)+\bar{v} k_{\lambda}^{\sigma_{i}}(\bar{e}(t), y)\right] z(y) d y, \tag{5.11}
\end{align*}
$$

Defining now

$$
\delta \psi^{\sigma_{i}, \lambda}(t):=H_{l, \lambda}^{\sigma_{i}}(t) \zeta_{\lambda}^{\sigma_{i}}(t)+H_{n l, \lambda}^{\sigma_{i}}(t) \zeta_{\lambda}^{\sigma_{i}}(t),
$$

it follows from Corollary 1 that there exists a unique weak- $L^{2}$ solution $\zeta_{\lambda}^{\sigma_{i}}$ to 4.1 in the sense of Definition 5 with $\tau_{1}=0$ and $\zeta_{\lambda}^{\sigma_{i}, 0}=z_{i}^{0}$. To simplify notations, we will denote by $z_{i}^{\lambda}$ the solution $\zeta_{\lambda}^{\sigma_{i}}$. Note that $z_{i}^{\lambda}$ is then also solution to problem (3.3) with $\delta \psi^{i}$ given by

$$
\delta \psi^{i}(t)=\delta \psi^{\sigma_{i}, \lambda}(t):=H_{l, \lambda}^{\sigma_{i}}(t) z_{i}(t)+H_{n l, \lambda}^{\sigma_{i}}(t) z_{i}(t) .
$$

From Corollary 1 there exist constants $C, c>0$ independent of $\lambda, 1 \leq i \leq n$ and $t$ such that for any $1 \leq i \leq n$, and $t \geq 0$,

$$
\left\|z_{i}^{\lambda}(t)\right\|_{L^{2}(0, \bar{e}(t))} \leq C e^{c \bar{e}_{0} \sqrt{\lambda / \sigma_{i}}+c \bar{e}(t)-\lambda t}\left\|z_{i}^{0}\right\|_{L^{2}\left(0, \bar{e}_{0}\right)} .
$$

It follows that there exists a $\lambda_{\mu}>0$ large enough and a constant $C_{\mu}>0$ that depends on ( $\max _{1 \leq i \leq n} \sigma_{i}, \lambda_{\mu}, \bar{e}_{0}$ ) such that for any $t \geq 0$,

$$
\left\|z^{\lambda_{\mu}}(t)\right\|_{L^{2}(0, \bar{e}(t))^{n}} \leq C_{\mu} e^{-\mu t}\left\|z^{0}\right\|_{L^{2}\left(0, \bar{e}_{0}\right)^{n}}
$$

where $z^{\lambda_{\mu}}:=\left(z_{i}^{\lambda_{\mu}}\right)_{1 \leq i \leq n}$ and $z^{0}:=\left(z_{i}^{0}\right)_{1 \leq i \leq n}$. It remains to check that the operators $\left(H_{l, \lambda_{\mu}}(t)\right)_{t \geq 0}$ and $\left(H_{n l, \lambda_{\mu}}(t)\right)_{t \geq 0}$ defined such that for any $t \geq 0$ and $z:=\left(z_{i}\right)_{1 \leq i \leq n} \in H^{1}(0, \bar{e}(t))^{n}$,

$$
\begin{aligned}
H_{l, \lambda_{\mu}}(t) z & :=Q(\bar{u})^{-1}\left(H_{l, \lambda_{\mu}}^{\sigma_{i}}(t) z_{i}\right)_{1 \leq i \leq n} \\
H_{n l, \lambda_{\mu}}(t) z & :=Q(\bar{u})^{-1}\left(H_{n l, \lambda_{\mu}}^{\sigma_{i}}(t) z_{i}\right)_{1 \leq i \leq n}
\end{aligned}
$$

satisfy assumptions (P1)-(P2)-(P3). To prove this, it is sufficient to show that for all $1 \leq i \leq n$, the families of operators $\left(H_{l, \lambda_{\mu}}^{\sigma_{i}}(t)\right)_{t \geq 0}$ and $\left(H_{n l, \lambda_{\mu}}^{\sigma_{i}}(t)\right)_{t \geq 0}$ satisfy the scalar assumptions (P1')-(P2')-(P3').
Let $1 \leq i \leq n$. It follows from Proposition 3 that for all $t \geq 0$, the functions $(0, \bar{e}(t)) \ni y \rightarrow \partial_{x} k_{\lambda_{\mu}}^{\sigma_{i}}(t, \bar{e}(t), y)$ and $(0, \bar{e}(t)) \ni y \rightarrow k_{\lambda_{\mu}}^{\sigma_{i}}(t, \bar{e}(t), y)$ are well-defined almost everywhere and belong to $L^{2}((0, \bar{e}(t))$. As a consequence, $H_{n l, \lambda \mu}^{\sigma_{i}}(t)$ defined by 5.11 is well-defined and satisfies ( $\mathrm{P} 1^{\prime}$ ). Now in order to check ( $\mathrm{P} 2^{\prime}$ ), for any $T>0$, it holds by the Cauchy-Schwarz inequality that for all $z \in\left[L^{2}\left((0, T), L^{2}\right]_{\bar{e}}\right.$,

$$
\left\|H_{n l, \lambda_{\mu}}^{\sigma_{i}}(\cdot) z(\cdot)\right\|_{L^{2}(0, T)}^{2} \leq \int_{0}^{T}\left(\int_{0}^{\bar{e}(t)}\left[\sigma \partial_{x} k_{\lambda_{\mu}}^{\sigma_{i}}(\bar{e}(t), y)+V k_{\lambda_{\mu}}^{\sigma_{i}}(\bar{e}(t), y)\right]^{2} d y\right)\|z(t)\|_{L^{2}(0, \bar{e}(t))}^{2} d t .
$$

But according to the uniform estimate 4.16) in Proposition 3 it holds that for any $0 \leq t \leq T$,

$$
\int_{0}^{\bar{e}(t)}\left[\sigma_{i} \partial_{x} k_{\lambda_{\mu}}^{\sigma_{i}}(\bar{e}(t), y)+\bar{v} k_{\lambda_{\mu}}^{\sigma_{i}}(\bar{e}(t), y)\right]^{2} \leq C\left(\sigma_{i}, \bar{v}\right) e^{c \bar{e}(T) \sqrt{\lambda_{\mu} / \sigma_{i}}}
$$

hence ( ${ }^{2} 2^{\prime}$ ).
Finally, the family $\left(H_{l, \lambda_{\mu}}^{\sigma_{i}}(t)\right)_{t \geq 0}$ satisfies ( $\mathrm{P}^{\prime}$ ), provided that $\mathbb{R}_{+}^{*} \ni t \rightarrow k_{\lambda_{\mu}}^{\sigma_{i}}(t, \bar{e}(t), \bar{e}(t))$ belongs to $L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}^{*} ; \mathbb{R}\right)$. It is in fact again a consequence of Proposition 3 and the one-dimensional Sobolev inequality. Indeed, for $t \geq 0$, we then write for all $(y, \tilde{y}) \in[0, \bar{e}(t)]^{2}$,

$$
k_{\lambda_{\mu}}^{\sigma_{i}}(\bar{e}(t), y)=\int_{\tilde{y}}^{y} \partial_{y} k_{\lambda_{\mu}}^{\sigma_{i}}\left(\bar{e}(t), y^{\prime}\right) d y^{\prime}+k_{\lambda_{\mu}}^{\sigma_{i}}(\bar{e}(t), \tilde{y}) .
$$

Integration with respect to $\tilde{y} \in[0, \bar{e}(t)]$ leads to:

$$
\begin{aligned}
\left|k_{\lambda_{\mu}}^{\sigma_{i}}(\bar{e}(t), y)\right| & \leq \frac{1}{\bar{e}(t)} \int_{0}^{\bar{e}(t)} \int_{\tilde{y}}^{y}\left|\partial_{y} k_{\lambda_{\mu}}^{\sigma_{i}}\left(\bar{e}(t), y^{\prime}\right)\right| d y^{\prime} d \tilde{y}+\frac{1}{\bar{e}(t)} \int_{0}^{\bar{e}(t)}\left|k_{\lambda_{*}}^{\sigma_{i}}(\bar{e}(t), \tilde{y})\right| d \tilde{y} \\
& \leq C\left(\sqrt{\bar{e}(t)}+\frac{1}{\sqrt{\bar{e}(t))}}\right) e^{c \bar{e}(t) \sqrt{\lambda_{\mu} / \sigma_{i}}},
\end{aligned}
$$

where we have used again estimate (4.16) as well as Cauchy-Schwarz inequality. Hence (P3') and the proof of Theorem 1

### 5.4 Proof of Theorem 2

Let us fix $T>0$. Let us first explain how the function $\Theta$ can be chosen so as to ensure condition b) of Definition 3 . The main idea is to go from the autonomous feedback $\Theta(w)=-\mu w$ to piecewise constant in time. Let $\left(t_{m}^{\prime}\right)_{m \in \mathbb{N}}$ be an increasing sequence of real numbers such that $t_{0}^{\prime}=0$ and $t_{m}^{\prime} \underset{m \rightarrow \infty}{\longrightarrow} T^{-}$. Let $\left(\mu_{m}\right)_{m \in \mathbb{N}}$ be a non decreasing sequence of positive numbers which will be made precise below and define, for all $t \geq 0$ and $w \in \mathbb{R}$,

$$
\Theta(t, w)=-\mu_{m} w \quad \text { if } t \in\left[t_{m}^{\prime}, t_{m+1}^{\prime}\right)
$$

Then, it holds that for all $m \in \mathbb{N}$ and for all $t \in\left[t_{m}^{\prime}, t_{m+1}^{\prime}\right)$,

$$
|\delta e(t)| \leq e^{-\mu_{m}\left(t-t_{m}^{\prime}\right)}\left|\delta e\left(t_{m}^{\prime}\right)\right| \leq e^{-\sum_{k=0}^{m-1} \mu_{k}\left(t_{k+1}^{\prime}-t_{k}^{\prime}\right)}|\delta e(0)|
$$

It is then clear that condition b-i) is always satisfied with this choice. Moreover, if the series $\sum_{k \in \mathbb{N}} \mu_{k}\left(t_{k+1}^{\prime}-t_{k}^{\prime}\right)$ diverges, then $\delta e(t) \underset{t \rightarrow T^{-}}{\longrightarrow} 0$. For instance, this is the case when defining $t_{m}^{\prime}=T-\frac{1}{m}$ and $\mu_{m}=m$ for all $m \geq 1$. Hence b-ii).
Let us now turn to the proof of condition a) of Definition 3 Let us introduce again an increasing sequence $\left(t_{m}\right)_{m \in \mathbb{N}}$ of real numbers such that $t_{0}=0$ and $t_{m} \underset{m \rightarrow \infty}{ } T^{-}$. Let us introduce a sequence of positive numbers $\left(\lambda_{m}\right)_{m \in \mathbb{N}}$ such that $\lambda_{m} \geq \max _{1 \leq i \leq n} \lambda_{\sigma_{i}}$ for all $m \in \mathbb{N}$, where $\lambda_{\sigma_{i}}$ is defined in Proposition 3 for $\sigma=\sigma_{i}$. Then, for all $1 \leq i \leq n$, we define the families of operators $\left(H_{n l}^{i}(t)\right)_{t \geq 0}$ and $\left(H_{l}^{i}(t)\right)_{t \geq 0}$ as follows:

$$
H_{n l}^{i}(t)=H_{n l, \lambda_{m}}^{\sigma_{i}}(t) \quad \text { and } H_{n l}^{i}(t)=H_{l, \lambda_{m}}^{\sigma_{i}}(t) \text { if } t \in\left[t_{m}, t_{m+1}\right) \text {. }
$$

We also define for all $t \geq 0$ and $z:=\left(z_{i}\right)_{1 \leq i \leq n} \in H^{1}(0, \bar{e}(t))^{n}$,

$$
\begin{aligned}
H_{l}(t) z & :=Q(\bar{u})^{-1}\left(H_{l}^{i}(t) z_{i}\right)_{1 \leq i \leq n} \\
H_{n l}(t) z & :=Q(\bar{u})^{-1}\left(H_{n l}^{i}(t) z_{i}\right)_{1 \leq i \leq n}
\end{aligned}
$$

We wish to identify some sufficient conditions on the sequence $\left(\lambda_{m}\right)_{m \in \mathbb{N}}$ and $\left(t_{m}\right)_{m \in \mathbb{N}}$ in order to guarantee condition a) of Definition 3

To this aim, we first prove the following lemma.
Lemma 8. Let $\left(\lambda_{m}\right)_{m \in \mathbb{N}}$ be a nondecreasing sequence of positive coefficients and let $\left(t_{m}\right)_{m \in \mathbb{N}}$ be an increasing sequence of times such that $t_{0}=0$ and $t_{m} \xrightarrow[m \rightarrow \infty]{\longrightarrow} T^{-}$. Let us define, for $m \geq 0, s_{m}:=\sum_{k=0}^{m} \lambda_{k}\left(t_{k+1}-t_{k}\right)$. Then, there exists a constant $\gamma>0$ such that, if

$$
\begin{equation*}
\forall m \in \mathbb{N}, \quad\left(t_{m+1}-t_{m}\right) \sqrt{\lambda_{m}} \geq \gamma \tag{5.12}
\end{equation*}
$$

then, there exists positive constants $C>0$ and $\alpha>0$ such that for any $m \in \mathbb{N}$ and any $t \in\left[t_{m}, t_{m+1}\right)$,

$$
\|z(t)\|_{L^{2}(0, \bar{e}(t))^{n}} \leq C e^{-s_{m}+\alpha m}\left\|z_{0}\right\|_{L^{2}\left(0, \bar{e}_{0}\right)^{n}}
$$

where $z:=\left(z_{i}\right)_{1 \leq i \leq n}$ with $z_{i}$ the unique weak solution of 3.3) and $\delta \psi^{i}$ defined by:

$$
\forall t \geq 0, \quad \delta \psi_{i}(t)=H_{l}^{i}(t) z_{i}(t)+H_{n l}^{i}(t) z_{i}(t)
$$

Besides, if we assume in addition that:

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} \frac{s_{m}}{m}=+\infty \tag{5.13}
\end{equation*}
$$

then it holds:

$$
\lim _{t \rightarrow T_{-}}\|z(t)\|_{L^{2}(0, \bar{e}(t))^{n}}=0
$$

Proof of Lemma 8. From Proposition 3] it holds that for all $1 \leq i \leq n$, for any $m \in \mathbb{N}$, for any $t \in\left[t_{m}, t_{m+1}\right)$,

$$
\begin{aligned}
& \left\|k_{\lambda_{m}}^{\sigma_{i}}(t)\right\|_{L^{2}\left(D_{t}\right)} \leq C e^{c \bar{e}(t)} \sqrt{\lambda_{m} / \sigma_{i}} \\
& \left\|l_{\lambda_{m}}^{\sigma_{i}}(t)\right\|_{L^{2}\left(D_{t}\right)} \leq C\left(\frac{\lambda_{m}}{\sigma_{i}}\right)^{2} e^{c \bar{e}(t)}
\end{aligned}
$$

Fix $m \in \mathbb{N}$ and $t_{m} \leq t<t_{m+1}$. Denoting by $g_{i}(t):=\mathcal{T}_{\lambda_{m}, t}^{\sigma_{i}} z_{i}(t)$, it holds that

$$
\begin{aligned}
\left\|g_{i}(t)\right\|_{L^{2}(0, \bar{e}(t))}^{2} & \leq\left(1+\left\|k_{\lambda_{m}}^{\sigma_{i}}(t)\right\|_{L^{2}\left(D_{t}\right)}^{2}\right)\left\|z_{i}(t)\right\|_{L^{2}(0, \bar{e}(t))}^{2} \\
& \leq C e^{c \bar{e}(t) \sqrt{\lambda_{m} / \sigma_{i}}}\left\|z_{i}(t)\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Moreover, using the fact that $z_{i}(t)=\mathcal{T}_{\lambda_{m}, t}^{\mathrm{inv}, \sigma_{i}} g_{i}(t)$, we obtain that

$$
\left\|z_{i}(t)\right\|_{L^{2}(0, \bar{e}(t))}^{2} \leq \frac{C}{\sigma_{i}^{4}} \lambda_{m}^{4} e^{c \bar{e}(t)}\left\|g_{i}(t)\right\|_{L^{2}(0, \bar{e}(t))}^{2} .
$$

Besides, from Proposition 2 for any $t_{m} \leq \tau_{1} \leq \tau_{2}<t_{m+1}$, we have

$$
\left\|g_{i}\left(\tau_{2}\right)\right\|_{L^{2}\left(0, \bar{e}\left(\tau_{2}\right)\right)}^{2} \leq e^{-2 \lambda_{m}\left(\tau_{2}-\tau_{1}\right)}\left\|g_{i}\left(\tau_{1}\right)\right\|_{L^{2}\left(0, \bar{e}\left(\tau_{1}\right)\right)}^{2}
$$

Since $z_{i}$ and $g_{i}$ are in $C\left([0, T], L^{2}\right)$, we can combine these inequalities as $\tau_{2} \rightarrow t_{m+1}^{-}$and $\tau_{1} \rightarrow t_{m}^{+}$. We thus obtain, with $C>0$ and $c>0$ being arbitrary constants independent of $t, i$ and $m$ which may change along the computations, and using the fact that $\ln (x) \leq \sqrt{x}$ for all $x>0$,

$$
\begin{aligned}
\left\|z_{i}\left(t_{m+1}\right)\right\|_{L^{2}\left(0, \bar{e}\left(t_{m+1}\right)\right)}^{2} & \leq \frac{C}{\sigma_{i}^{4}} \lambda_{m}^{4} e^{c \bar{e}\left(t_{m+1}\right)}\left\|g_{i}\left(t_{m+1}\right)\right\|_{L^{2}\left(0, \bar{e}\left(t_{m+1}\right)\right)}^{2} \\
& \leq C e^{c \bar{e}(T)+4 \ln \left(\lambda_{m} / \sigma_{i}\right)}\left\|g_{i}\left(t_{m+1}\right)\right\|_{L^{2}\left(0, \bar{e}\left(t_{m+1}\right)\right)}^{2} \\
& \leq C e^{4 \log \left(\lambda_{m} / \sigma_{i}\right)-2 \lambda_{m}\left(t_{m+1}-t_{m}\right)}\left\|g_{i}\left(t_{m}\right)\right\|_{L^{2}\left(0, \bar{e}\left(t_{m}\right)\right)}^{2} \\
& \leq C e^{4 \log \left(\lambda_{m} / \sigma_{i}\right)+c \bar{e}\left(t_{m}\right) \sqrt{\lambda_{m} / \sigma_{i}-2 \lambda_{m}\left(t_{m+1}-t_{m}\right)}\left\|z_{i}\left(t_{m}\right)\right\|_{L^{2}\left(0, \bar{e}\left(t_{m}\right)\right)}^{2},} \\
& \leq C e^{c \sqrt{\lambda_{m} / \sigma_{i}}-2 \lambda_{m}\left(t_{m+1}-t_{m}\right)}\left\|z_{i}\left(t_{m}\right)\right\|_{L^{2}\left(0, \bar{e}\left(t_{m}\right)\right)}^{2} .
\end{aligned}
$$

Denoting by $\gamma:=\max _{1 \leq i \leq n} \frac{c}{\sqrt{\sigma_{i}}}$, then, if $\sqrt{5.12}$ holds, we obtain that for all $m \in \mathbb{N}$,

$$
\left\|z\left(t_{m+1}\right)\right\|_{L^{2}\left(0, \bar{e}\left(t_{m+1}\right)\right.}^{2} \leq C e^{-\lambda_{m}\left(t_{m+1}-t_{m}\right)}\left\|z\left(t_{m}\right)\right\|_{L^{2}\left(0, \bar{e}\left(t_{m}\right)\right)}^{2} \leq C e^{-s_{m}+\alpha m}\left\|z_{0}\right\|_{L^{2}\left(0, \bar{e}_{0}\right)}^{2}
$$

with $\alpha:=\ln (C)$. This estimate together with 5.13) yields (8) and the proof of the desired result.
We are now in position to terminate the proof of Theorem 2 Indeed, for any $\gamma>0$, there always exist sequences $\left(t_{m}\right)_{m \in \mathbb{N}}$ and $\left(\lambda_{m}\right)_{m \in \mathbb{N}}$ that satisfy (5.12) and (5.13). Indeed, let us define, as in [17, $t_{m}=T-\frac{1}{m^{2}}$ and $\lambda_{m}=$ $\gamma^{2}(m+1)^{8}$. Then, it holds that for all $m \geq 1$

$$
\left(t_{m+1}-t_{m}\right) \sqrt{\lambda_{m}}=\gamma \frac{(2 m+1)(m+1)^{2}}{m^{2}} \geq \gamma
$$

Besides, $\left(t_{m+1}-t_{m}\right) \lambda_{m}=\gamma^{2} \frac{(2 m+1)(m+1)^{6}}{m^{2}}$ so that $\frac{s_{m}}{m} \underset{m \rightarrow+\infty}{\longrightarrow}+\infty$.
Choosing such sequences, and defining the families of operators $\left(H_{n l}(t)\right)_{t \geq 0}$ and $\left(H_{l}(t)\right)_{t \geq 0}$ with 5.4) and 5.4. then yields the desired result.
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## Appendices

## A Weak formulation of the controlled linearized system in $L^{2}$

We start from the strong formulation $(2.7)$ with a feedback of the form (3.1)- $\sqrt{3.2}$. We test against a regular test function $v$ that satisfies for all $x \in(0, T), v(T, x)=0$ and integrate with respect to time and space. Considering the moving boundary, the integration of the time derivative gives:

$$
\int_{0}^{T} \int_{0}^{\bar{e}(t)}\left(\partial_{t} u \cdot v\right)(t, x) d x d t=-\int_{0}^{T} \int_{0}^{\bar{e}(t)}\left(\partial_{t} v \cdot u\right)(t, x) d x d t-\int_{0}^{T} \bar{e}(t)^{\prime}(u \cdot v)(t, \bar{e}(t)) d t-\int_{0}^{\bar{e}_{0}} u^{0}(x) \cdot v(0, x) d x .
$$

Recall that $\bar{e}(t)^{\prime}=\bar{v}>0$. Now we consider the space derivatives and perform two integration by parts:

$$
\begin{aligned}
\int_{0}^{T} \int_{0}^{\bar{e}(t)} A(\bar{u}) \partial_{x x}^{2} u \cdot v d x d t= & \int_{0}^{T} A(\bar{u}) \partial_{x} u(t, \bar{e}(t)) \cdot v(t, \bar{e}(t)) d t-\int_{0}^{T} \int_{0}^{\bar{e}(t)} A(\bar{u}) \partial_{x} u \cdot \partial_{x} v d x d t \\
= & \int_{0}^{T} A(\bar{u}) \partial_{x} u(t, \bar{e}(t)) \cdot v(t, \bar{e}(t)) d t+\int_{0}^{T} \int_{0}^{\bar{e}(t)} A(\bar{u}) u \cdot \partial_{x x}^{2} v d x d t \\
& -\int_{0}^{T} A(\bar{u}) u\left(t, \bar{e}(t) \cdot \partial_{x} v(t, \bar{e}(t)) d t+\int_{0}^{T} A(\bar{u}) u(t, 0) \cdot \partial_{x} v(t, 0) d t .\right.
\end{aligned}
$$

Now we write the equality of these two quantities with the appropriate factorizations:

$$
\begin{aligned}
0= & \int_{0}^{T} \int_{0}^{\bar{e}(t)} u \cdot\left[\partial_{t} v+A(\bar{u})^{T} \partial_{x x} v\right] d x d t+\int_{0}^{\bar{e}_{0}} u^{0}(x) \cdot v(0, x) d x-\int_{0}^{T} A(\bar{u}) u(t, \bar{e}(t)) \cdot \partial_{x} v(t, \bar{e}(t)) d t \\
& +\int_{0}^{T} A(\bar{u}) u(t, 0) \cdot \partial_{x} v(t, 0) d t+\int_{0}^{T} v(t, \bar{e}(t)) \cdot\left[A(\bar{u}) \partial_{x} u(t, \bar{e}(t))+\bar{v} u(t, \bar{e}(t))\right] d t .
\end{aligned}
$$

In the last integral we recognize the boundary condition at $x=\bar{e}(t)$, that is nothing else than $\delta \psi(t)=H_{n l}(t) u(t)+$ $K_{l}(t) u(t, \bar{e}(t))$. Now all the terms that do not make sense for $u \in\left[\mathcal{C}^{0}\left([0,+\infty), L^{2}(0,1)\right)^{n}\right]_{\bar{e}}$ must vanish if this is to be true against any test function. It entails conditions on the test functions, the so-called dual boundary conditions. The first condition at $x=0$ is:

$$
\forall t \in(0, T), A(\bar{u})^{T} \partial_{x} v(t, 0)=0
$$

Now we examine the condition at $x=\bar{e}(t)$ where the local part of the feedback intervenes:

$$
\forall t \in(0, T), K(t)^{T} v(t, \bar{e}(t))-A(\bar{u})^{T} \partial_{x} v(t, \bar{e}(t))=0 .
$$

The remaining terms make sense for $u \in\left[\mathcal{C}^{0}\left([0,+\infty), L^{2}\right)^{n}\right]_{\bar{e}}$ provided:

$$
v \in\left[L^{2}\left((0, T) ; H^{2}\right)^{n}\right]_{\bar{e}} \cap\left[\mathcal{C}^{0}\left([0, T], L^{2}\right)^{n}\right]_{\bar{e}}, \partial_{t} v \in\left[L^{2}\left((0, T) ; L^{2}\right)^{n}\right]_{\bar{e}} .
$$

Putting together all the conditions we obtain Definition 1

## B Analysis of the target problem

For the sake of the analysis, we consider the rescaled version of 4.5) given by the change of variables $x \rightarrow x / \bar{e}(t)$ so that the space variable is now defined in a fixed domain:
and the associated notion of weak $L^{2}$ solution:
Definition 7. A function $w \in \mathcal{C}^{0}\left([0,+\infty), L^{2}(0,1)\right)$ is said to be a $L^{2}$-weak solution of (B.1) if for any $T>0$, it satisfies:

$$
\int_{0}^{T} \int_{0}^{1} w(t, x)\left[\partial_{t} \tilde{v}(t, x)+\frac{\sigma}{\bar{e}(t)^{2}} \partial_{x x}^{2} \tilde{v}(t, x)-\frac{\bar{v}}{\bar{e}(t)} x \partial_{x} \tilde{v}(t, x)-\left(\lambda+\frac{\bar{v}}{\bar{e}(t)}\right) \tilde{v}(t, x)\right] d x d t+\int_{0}^{1} w(0, x) \tilde{v}(0, x) d x=0,
$$

for any test function $\tilde{v}$ that satisfies:

- $\tilde{v} \in\left(L^{2}\left((0, T) ; H^{2}(0,1)\right)\right) \cap \mathcal{C}^{0}\left([0, T], L^{2}(0,1)\right)$,
- $\partial_{t} \tilde{v} \in\left(L^{2}\left((0, T) ; L^{2}\right)\right)$,
- $\tilde{v}(T, \cdot)=0$,
- $\sigma \partial_{x} \tilde{v}(t, 0)=0, \forall t \in(0, T)$,
- $\sigma \partial_{x} \tilde{v}(t, \bar{e}(t))=0, \forall t \in(0, T)$.

Note that the two definitions 4 and 7 are equivalent: from the latter to the former, take a test function of the form $\bar{e}(t) v(t, \bar{e}(t) x)$ where $v$ satisfies the assumptions in 4 The other way around, take a test function of the form $\frac{1}{\bar{e}(t)} \tilde{v}\left(t, \frac{x}{\bar{e}(t)}\right)$ where $\tilde{v}$ satisfies the previous assumptions.
The problem is uniformly parabolic: for any $0 \leq t \leq T$

$$
\frac{\sigma}{\bar{e}(t)^{2}} \geq \frac{\sigma}{\bar{e}(T)^{2}}>0
$$

so that we expect the classical parabolic estimates and well-posedness in $\mathcal{C}^{0}\left([0, T], H^{k}(0,1)\right)$ for any $k \in \mathbb{N}$ as soon as $w^{0} \in H^{k}(0,1)$. In fact we have the following a priori estimates

Lemma 9. Assume $w^{0} \in L^{2}((0,1))$. Any smooth solution $w$ to must satisfy the energy estimate:

$$
\begin{align*}
& \frac{1}{2}\|w\|_{L^{\infty}\left(0, T ; L^{2}\right)}^{2}+\frac{\sigma}{\bar{e}(T)^{2}}\left\|\partial_{x} w\right\|_{L^{2}\left(0, T ; L^{2}(0,1)\right)}^{2} \\
+ & \frac{\bar{v}}{2 \bar{e}(T)} \int_{0}^{T} w(t, 1)^{2}+\left(\frac{\bar{v}}{2 \bar{e}(T)}+\lambda\right)\|w\|_{L^{2}\left(0, T ; L^{2}(0,1)\right)}^{2} \leq\left\|w^{0}\right\|_{L^{2}(0,1)}^{2} . \tag{B.2}
\end{align*}
$$

Furthermore, it must satisfy the stability estimate: for any $0 \leq t \leq T$

$$
\begin{equation*}
\|w(t)\|_{L^{2}(0,1)} \leq e^{-\lambda t}\left\|w^{0}\right\|_{L^{2}(0,1)} \tag{B.3}
\end{equation*}
$$

Proof. Multiply the equation by $w$ and integrate by parts in space at time $t$. It comes in particular:

$$
\frac{1}{2} \frac{d}{d t}\|w(t)\|_{L^{2}(0,1)}^{2} \leq-\lambda\|w(t)\|_{L^{2}(0,1)}^{2},
$$

from which we conclude to $\bar{B} .3$ with the Gronwall lemma. Keeping all the terms and integrating in time in $[0, T]$, one finds (B.2).

From these estimates we define a notion of energy solution for the problem.
Definition 8. A function $w \in \mathcal{C}^{0}\left([0, T], L^{2}(0,1)\right) \cap L^{2}\left((0, T) ; H^{1}(0,1)\right)$ such that $\partial_{t} w \in L^{2}\left((0, T) ;\left(H^{1}(0,1)\right)^{\prime}\right)$ is an energy solution to (B.1) if, for almost any time $0 \leq t \leq T$ and any function $\tilde{v} \in H^{1}(0,1)$, it satisfies

$$
\left\langle\partial_{t} w(t), \tilde{v}(t)\right\rangle_{\left(H^{1}\right)^{\prime}, H^{1}}+a(t ; w, \tilde{v})=0,
$$

where the bilinear form $a$ is given by:

$$
a(t ; w, \tilde{v})=\int_{0}^{1}\left(\frac{\sigma}{\bar{e}(t)^{2}} \partial_{x} w \partial_{x} \tilde{v}-\frac{\bar{v}}{\bar{e}(t)} w\left(\tilde{v}+x \partial_{x} \tilde{v}\right)+\lambda w \tilde{v}\right) d x .
$$

By construction of the weak formulation, such solutions still satisfy the previous estimates. In particular and by linearity, such a solution is unique, if it exists. The existence follows from the Galerkin method (see [8] Theorem 10.9, p.341] for a general result). This is summarized in the following proposition

Proposition 4. Let $w^{0} \in L^{2}(0,1)$. There exists a unique energy solution to (B.1). This solution satisfies (B.2) and B.3.

Proposition 4 gives existence to a weak $L^{2}$ solution since the energy solution is a particular one, and this solution satisfies in particular B.3). But one cannot directly conclude that any weak $L^{2}$ satisfies B.3 and deduce uniqueness from the estimate. Indeed, such an estimate cannot be deduced directly from the weak formulation in (4). Instead, we will first prove uniqueness from the weak formulation, then deduce that the only weak $L^{2}$ solution satisfies indeed the estimate.

Lemma 10. There is at most one weak $L^{2}$ solution in the sense of Definition 7 .
Proof. Consider two such solutions $w_{1}, w_{2} \in \mathcal{C}^{0}\left([0, T] ; L^{2}(0,1)\right)$. Then the difference satisfies, for any test function $\tilde{v}$ that satisfies the assumptions of Definition 7

$$
\int_{0}^{T} \int_{0}^{1}\left(w_{1}-w_{2}\right)\left(\partial_{t} \tilde{v}+\frac{\sigma}{\bar{e}(t)^{2}} \tilde{v}-\frac{\bar{v}}{\bar{e}(t)} x \partial_{x} \tilde{v}-\left(\lambda+\frac{\bar{v}}{\bar{e}(t)}\right) \tilde{v}\right) d x d t=0
$$

Now fix $S \in L^{2}\left((0, T) ; L^{2}(0,1)\right)$ and consider the inhomogeneous dual problem with source term $S$ :

$$
\left\{\begin{array}{rlrl}
\partial_{t} \tilde{v}+\frac{\sigma}{\bar{e}(t)^{2}} \partial_{x x}^{2} \tilde{v}-\frac{\bar{v}}{\bar{e}(t)} x \partial_{x} \tilde{v}-\left(\lambda+\frac{\bar{v}}{\bar{e}(t)}\right) \tilde{v}=S, & \text { for }(t, x) \in[0, T] \times(0,1) \\
\partial_{x} \tilde{v}(t, 1)=0, & & \text { for } t \in[0, T] \\
\partial_{x} \tilde{v}(t, 0)=0, & & \text { for } t \in[0, T] \\
\tilde{v}(T, x)=0, & \text { for } x \in(0,1)
\end{array}\right.
$$

Up to time reversal $t \rightarrow T-t$, this is a classical parabolic problem with smooth coefficients. Therefore, there exists a (unique) solution $\tilde{v} \in\left(L^{2}\left((0, T) ; H^{2}(0,1)\right)\right) \cap \mathcal{C}^{0}\left([0, T], L^{2}(0,1)\right)$ and such that $\partial_{t} \tilde{v} \in\left(L^{2}\left((0, T) ; L^{2}(0,1)\right)\right)$ (the regularity is limited by $S \in L^{2}$ ). Consequently, $\tilde{v}$ can be taken as a test function against $\left(w_{1}-w_{2}\right)$ and it holds:

$$
\int_{0}^{T} \int_{0}^{1}\left(w_{1}-w_{2}\right) S d x d t=0
$$

Since this is true for any $S \in L^{2}\left((0, T) ; L^{2}(0,1)\right), w_{1}=w_{2}$ and uniqueness is proved.

Proposition 2 follows from Proposition 4 and 10

## C Formal derivation of the backstepping kernel problems

We continue the derivation started in Section 4.3 and now differentiate 4.2 at $x=0$. It gives:

$$
\partial_{x} g(t, 0)=-k(t, 0,0) \zeta(t, 0)
$$

which suggests, since $\zeta(t, 0)$ is undetermined, that the kernel $k$ should be supplied with the condition

$$
k(t, 0,0)=0
$$

for the boundary condition at $x=0$ in 4.5 to be satisfied.
Next we want derive the equation satisfied by $k$ in $D$. At this stage, it is unclear how the kernel depends on time. We make it explicit by applying a rescaling in the space variable into a fixed domain. More precisely, we consider the rescaled versions of problems 4.1 and 4.5 . The latter one was defined in $\overline{B .1}$ while the former is given by:

$$
\left\{\begin{align*}
\partial_{t} z-\frac{1}{\bar{e}(t)^{2}} \sigma \partial_{x x}^{2} z-\frac{\bar{v}}{\bar{e}(t)} x \partial_{x} z & =0, & \text { for }(t, x) & \in \mathbb{R}_{+}^{*} \times(0,1)  \tag{C.1}\\
\frac{\sigma}{\bar{e}(t)} \partial_{x} z(t, 1)+\bar{v} z(t, 1) & =\delta \psi(t), & & \text { for } t \in \mathbb{R}_{+}^{*} \\
\frac{\sigma}{\bar{e}(t)} \partial_{x} z(t, 0) & =0, & & \text { for } t \in \mathbb{R}_{+}^{*} \\
z(0, x) & =\zeta^{0}(x \bar{e}(t)), & & \text { for } x \in(0,1)
\end{align*}\right.
$$

We consider the backstepping transformation associated to these rescaled problems: for any $t \geq 0, x \in(0,1)$ :

$$
\begin{equation*}
w(t, x):=z(t, x)-\int_{0}^{x} \tilde{k}(t, x, y) z(t, y) d y, \tag{C.2}
\end{equation*}
$$

where $z$ is a solution to C.1 $w$ a solution to B.1 and $\tilde{k}$ an unknown function defind in $D_{1}:=\{0<y \leq x<1\}$. Assume everything is smooth and compute derivatives:

$$
\begin{align*}
\partial_{x} w(t, x) & =\partial_{x} z(t, x)-\tilde{k}(t, x, x) z(t, x)-\int_{0}^{x} \partial_{x} \tilde{k}(t, x, y) z(t, y) d y  \tag{C.3}\\
\partial_{x x}^{2} w(t, x) & =\partial_{x x}^{2} z(t, x)-\partial_{x}(\tilde{k}(t, x, x) z(t, x))-\partial_{x} \tilde{k}(t, x, x) z(t, x)-\int_{0}^{x} \partial_{x x}^{2} \tilde{k}(t, x, y) z(t, y) d y .
\end{align*}
$$

and:

$$
\begin{aligned}
\partial_{t} w(t, x) & =\partial_{t} z-\int_{0}^{x} \tilde{k}(t, x, y) \partial_{t} z(t, y) d y-\int_{0}^{x} \partial_{t} \tilde{k}(t, x, y) z(t, y) d y \\
& =\frac{\sigma}{\bar{e}(t)^{2}} \partial_{x x}^{2} z+\frac{\bar{v}}{\bar{e}(t)} x \partial_{x} z-\int_{0}^{x} \tilde{k}(t, x, y)\left(\frac{\sigma}{\bar{e}(t)^{2}} \partial_{y y}^{2} z+\frac{\bar{v}}{\bar{e}(t)} y \partial_{y} z\right) d y-\int_{0}^{x} \partial_{t} \tilde{k}(t, x, y) z(t, y) d y
\end{aligned}
$$

Now use integration by parts for the integral terms in the middle. It holds:

$$
\int_{0}^{x} \tilde{k}(t, x, y) y \partial_{x} z(t, y) d y=\tilde{k}(t, x, x) x z(t, x)-\int_{0}^{x} \partial_{y}(y \tilde{k}(t, x, y)) z(t, y) d y
$$

and, using $\partial_{x} z(0)=0$ :

$$
\begin{aligned}
-\int_{0}^{x} \tilde{k}(t, x, y) \partial_{y y}^{2} z & =-\tilde{k}(t, x, x) \partial_{x} z(t, x)+\int_{0}^{x} \partial_{y} \tilde{k}(t, x, y) \partial_{x} z d y \\
& =-\tilde{k}(t, x, x) \partial_{x} z(t, x)+\left(\partial_{y} \tilde{k}(t, x, x) z(t, x)-\partial_{y} \tilde{k}(t, x, 0) z(t, 0)\right)-\int_{0}^{x} \partial_{y y}^{2} \tilde{k}(t, x, y) z(t, y) d y,
\end{aligned}
$$

so that it holds:

$$
\begin{align*}
\partial_{t} g(t, x)= & \frac{\sigma}{\bar{e}(t)^{2}}\left(\partial_{x x}^{2} z-\tilde{k}(t, x, x) \partial_{x} z(t, x)+\left(\partial_{y} \tilde{k}(t, x, x) z(t, x)-\partial_{y} \tilde{k}(t, x, 0) z(t, 0)\right)\right. \\
& \left.-\int_{0}^{x} \partial_{y y}^{2} \tilde{k}(t, x, y) z(t, y) d y\right)  \tag{C.4}\\
& +\frac{\bar{v}}{\bar{e}(t)}\left(x \partial_{x} z+\int_{0}^{x}\left(y \partial_{y} \tilde{k}(t, x, y)\right) z(t, y) d y-\tilde{k}(t, x, x) x z(x)\right)-\int_{0}^{x} \partial_{t} \tilde{k}(t, x, y) z(t, y) d y
\end{align*}
$$

Now we insert C.3, C.4 into the equation satisfied by $g$ :

$$
\partial_{t} g-\frac{\sigma}{\bar{e}(t)^{2}} \partial_{x x}^{2} g-\frac{\bar{v}}{\bar{e}(t)} x \partial_{x} g+\lambda g=0 .
$$

After cancellations, it remains, for any $x \in(0,1)$ :

$$
\begin{array}{r}
0=\frac{\sigma}{\bar{e}(t)^{2}}\left(2 \frac{d}{d x} \tilde{k}(t, x, x)+\lambda\right) z(x)-\partial_{y} \tilde{k}(t, x, 0) z(0) \\
-\int_{0}^{x} z\left(\partial_{t} \tilde{k}-\frac{\sigma}{\bar{e}(t)^{2}}\left(\partial_{x x}^{2} \tilde{k}-\partial_{y y}^{2} \tilde{k}\right)-\frac{\bar{v}}{\bar{e}(t)}\left(x \partial_{x} \tilde{k}+\partial_{y}(y \tilde{k})\right)+\lambda \tilde{k}\right) d y
\end{array}
$$

which leads to the following problem for $t>0$

$$
\left\{\begin{array}{rrr}
\partial_{t} \tilde{k}-\frac{\sigma}{\bar{e}(t)^{2}}\left(\partial_{y y}^{2} \tilde{k}(t, x, y)-\partial_{x x}^{2} \tilde{k}(t, x, y)\right)-\frac{\bar{v}}{\bar{e}(t)}\left(x \partial_{x} \tilde{k}+y \partial_{y} \tilde{k}+\tilde{k}\right)+\lambda \tilde{k}=0 & (x, y) \in\{0<y \leq x<1\},  \tag{C.5}\\
\frac{\sigma}{\bar{e}(t)^{2}} \partial_{y} \tilde{k}(t, x, 0)=0 & x \in(0,1), \\
\frac{2 \sigma}{\bar{e}(t)^{2}} \frac{d}{d x} \tilde{k}(t, x, x)=-\lambda & x \in(0,1) .
\end{array}\right.
$$

Now we look for a solution with separate variables under the form ( $k$ does not depend explicitly on time):

$$
\begin{equation*}
\tilde{k}(t, x, y)=\bar{e}(t) k(x \bar{e}(t), y \bar{e}(t)) . \tag{C.6}
\end{equation*}
$$

Inserting C.6 into C.5 , the terms in $\bar{e}(t)$ cancel each other and coming back to the original domain $D$ we obtain (4.12). Moreover, inserting (C.6) into (C.2), it is clear with a change of variables that the $k$ defined from C.6) enables to recover the original kernel in 4.2 we were looking for.

## D Failure of the direct Lyapunov approach

We show why the common approach of directly using a basic quadratic Lyapunov function would fail to show the exponential stability. In order to have a proper basic quadratic Lyapunov function we work on the rescaled system C.1. A basic quadratic Lyapunov function for the $L^{2}$ norm has the form, for some positive function $f \in C^{2}((0,1)) \cap C^{1}([0,1])$,

$$
V(z(t, \cdot))=\int_{0}^{1} f(x) z(t, x)^{2} d x .
$$

Let us take $V$ as a Lyapunov function candidate. By differentiating along $C^{2}$ solutions of C.1), we have

$$
\frac{d}{d t} V(z(t, \cdot))=\int_{0}^{1} 2 f z\left[\frac{\sigma}{\bar{e}(t)^{2}} \partial_{x x}^{2} z+\frac{\bar{v}}{\bar{e}(t)} x \partial_{x} z\right] d x,
$$

Using integration by parts, it holds

$$
\begin{aligned}
\frac{d}{d t} V(z(t, \cdot))=\left(\left[2 f \frac{\sigma}{\bar{e}(t)^{2}} z \partial_{x} z\right]_{0}^{1}+\left[f x x \frac{\bar{v}}{\bar{e}(t)} z^{2}\right]_{0}^{1}\right)-\frac{\sigma}{\bar{e}(t)^{2}} \int_{0}^{1} & {\left[2 f(x)\left(\partial_{x} z\right)^{2}+2 f^{\prime}(x) z \partial_{x} z\right] d x } \\
& -\frac{\bar{v}}{\bar{e}(t)} \int_{0}^{1} z^{2}\left(f+x f^{\prime}\right) d x
\end{aligned}
$$

which gives, using again an integration by parts for the second term in the first integral and the boundary conditions of (C.1)

$$
\begin{aligned}
\frac{d}{d t} V(z(t, \cdot))= & \left(\left[2 f \frac{\sigma}{\bar{e}(t)^{2}} z \partial_{x} z\right]_{0}^{1}+\left[f x \frac{\bar{v}}{\bar{e}(t)} z^{2}\right]_{0}^{1}-\left[z^{2} f^{\prime} \frac{\sigma}{\bar{e}(t)^{2}}\right]_{0}^{1}\right) \\
& -\frac{\sigma}{\bar{e}(t)^{2}} \int_{0}^{1}\left[2 f(x)\left(\partial_{x} z\right)^{2}-f^{\prime \prime}(x) z^{2}\right] d x-\frac{\bar{v}}{\bar{e}(t)} \int_{0}^{1} z^{2}\left(f+x f^{\prime}\right) d x . \\
= & \left.\left(\frac{2}{\bar{e}(t)} f(1) \delta \psi(t) z(t, 1)-\frac{\bar{v}}{\bar{e}(t)} z^{2}(t, 1)\right)+\frac{\sigma}{\bar{e}(t)^{2}}\left(z(t, 0)^{2} f^{\prime}(0)-z(t, 1)^{2} f^{\prime}(1)\right)\right) \\
& -\frac{\sigma}{\bar{e}(t)^{2}} \int_{0}^{1}\left[2 f(x)\left(\partial_{x} z\right)^{2}-f^{\prime \prime}(x) z^{2}\right] d x-\frac{\bar{v}}{\bar{e}(t)} \int_{0}^{1} z^{2}\left(f+x f^{\prime}\right) d x .
\end{aligned}
$$

To have a Lyapunov function ensuring an exponential stability estimate, there has to exists $\gamma>0$ such that the right-hand side is lower or equal than $-\gamma V$ for any $t \in[0, T]$ and any solution of (C.1]. From that point one would typically require in the Lyapunov approach that for all $t \in[0,+\infty)$ and $Z \in C^{2}([0,1])$,

$$
\begin{aligned}
& \left.\left(\frac{2}{\bar{e}(t)} f(1) \delta \psi(t) Z(1)-\frac{\bar{v}}{\bar{e}(t)} Z^{2}(1)\right)+\frac{\sigma}{\bar{e}(t)^{2}}\left(Z(0)^{2} f^{\prime}(0)-Z(1)^{2} f^{\prime}(1)\right)\right) \\
& -\int_{0}^{1}\left[2 f(x) \frac{\sigma}{\bar{e}(t)^{2}}\left(\partial_{x} Z\right)^{2}+\left(\frac{\bar{v}}{\bar{e}(t)}\left(f+x f^{\prime}\right)-f^{\prime \prime}(x) \frac{\sigma}{\bar{e}(t)^{2}}-\gamma f(x)\right) Z^{2}\right] d x \leq 0
\end{aligned}
$$

In particular this would be true for any $Z \in C^{2}([0,1])$ with compact support which implies that

$$
\int_{0}^{1}\left[2 f(x) \frac{\sigma}{\bar{e}(t)^{2}}\left(\partial_{x} Z\right)^{2}+\left(\frac{\bar{v}}{\bar{e}(t)}\left(f+x f^{\prime}\right)-f^{\prime \prime}(x) \frac{\sigma}{\bar{e}(t)^{2}}-\gamma f(x)\right) Z^{2}\right] d x \geq 0 .
$$

Since this has to be true for any time and any $Z \in C_{c}^{2}([0,1])$, and since $\bar{e}(t) \rightarrow+\infty$ when $t \rightarrow+\infty$, this implies that for any $x \in(0,1)$,

$$
x f^{\prime}(x)-\gamma f(x) \geq 0
$$

but as $f \in C^{1}([0,1] ;(0,+\infty))$ this is impossible: indeed, denoting $M=\sup _{[0,1]}\left(f^{\prime}\right) \in \mathbb{R}$ and $m=\inf _{[0,1]}(f)>0$ this would imply in particular that

$$
x M \geq \gamma m>0, \forall x \in(0,1),
$$

which would lead to a contradiction.

## References

[1] Luca Alasio et al. "Trend to Equilibrium for Systems with Small Cross-Diffusion". In: ESAIM: Mathematical Modelling and Numerical Analysis 54.5 (Sept. 2020), pp. 1661-1688. ISSN: 0764-583X, 12903841. DOI: $10.1051 / \mathrm{m} 2 \mathrm{an} / 2020008$.
[2] Jean Auriol and Florent Di Meglio. "Minimum time control of heterodirectional linear coupled hyperbolic PDEs". In: Automatica J. IFAC 71 (2016), pp. 300-307. ISSN: 0005-1098. DOI: $10.1016 / \mathrm{j}$. automatica.2016.05.030. URL: http://dx.doi.org/10.1016/j.automatica.2016.05.030
[3] Jean Auriol et al. "Delay-robust stabilization of a hyperbolic PDE-ODE system". In: Automatica 95 (2018), pp. 494-502.
[4] Antonello Baccoli, Alessandro Pisano, and Yury Orlov. "Boundary Control of Coupled Reac-tion-Diffusion Processes with Constant Parameters". In: Automatica 54 (Apr. 2015), pp. 80-90. ISSN: 0005-1098. DOI: $10.1016 / \mathrm{j}$.automatica. 2015.01.032.
[5] Athmane Bakhta and Virginie Ehrlacher. "Cross-Diffusion Systems with Non-Zero Flux and Moving Boundary Conditions". In: ESAIM: Mathematical Modelling and Numerical Analysis 52.4 (July 2018), pp. 1385-1415. ISSN: 0764-583X, 1290-3841. DOI: $10.1051 / \mathrm{m} 2 \mathrm{an} / 2017053$.
[6] Andras Balogh and Miroslav Krstic. "Infinite dimensional backstepping-style feedback transformations for a heat equation with an arbitrary level of instability". In: European journal of control 8.2 (2002), pp. 165-175.
[7] Dejan M. Bošković, Andras Balogh, and Miroslav Krstić. "Backstepping in infinite dimension for a class of parabolic distributed parameter systems". In: Math. Control Signals Systems 16.1 (2003), pp. 44-75. ISSN: 0932-4194.
[8] Haïm Brezis. Analyse fonctionnelle: théorie et applications. Nouvelle présentation, [Nachdr.] Mathématiques appliquées pour le master. Paris: Dunod, 2010. ISBN: 978-2-10-049336-4.
[9] Brezis, Haïm. Functional Analysis, Sobolev Spaces and Partial Differential Equations. en. Springer International Publishing. URL: https://link.springer.com/deleted (visited on 06/18/2021).
[10] Martin Burger et al. "Nonlinear Cross-Diffusion with Size Exclusion". In: SIAM Journal on Mathematical Analysis 42.6 (Jan. 2010), pp. 2842-2871. ISSN: 0036-1410. DOI: $10.1137 / 100783674$.
[11] Christopher I. Byrnes and Alberto Isidori. "New results and examples in nonlinear feedback stabilization". In: Systems Control Lett. 12.5 (1989), pp. 437-442. ISSN: 0167-6911. DOI: 10.1016/0167-6911(89)90080-7. URL: https://doi.org/10.1016/0167-6911(89)90080-7.
[12] Li Chen and Ansgar Jüngel. "Analysis of a Parabolic Cross-Diffusion Population Model without SelfDiffusion". In: Journal of Differential Equations 224.1 (May 2006), pp. 39-59. ISSN: 00220396. Doi: 10.1016/j.jde.2005.08.002
[13] Xiuqing Chen and Ansgar Jüngel. "When Do Cross-Diffusion Systems Have an Entropy Structure?" In: arXiv:1908.06873 [math] (Aug. 2019). arXiv: 1908.06873 [math].
[14] Jean-Michel Coron and Brigitte d'Andréa-Novel. "Stabilization of a rotating body beam without damping". In: IEEE Trans. Automat. Control 43.5 (1998), pp. 608-618. ISSN: 0018-9286. DOI: $10.1109 / 9$. 668828 URL: https://doi.org/10.1109/9.668828
[15] Jean-Michel Coron, Ludovick Gagnon, and Morgan Morancey. "Rapid stabilization of a linearized bilinear 1-D Schrödinger equation". In: J. Math. Pures Appl. (9) 115 (2018), pp. 24-73. ISSN: 0021-7824. DOI: $10.1016 / \mathrm{j}$. matpur.2017.10.006. URL: https://doi.org/10.1016/j.matpur.2017.10.006.
[16] Jean-Michel Coron and Qi Lü. "Fredholm transform and local rapid stabilization for a KuramotoSivashinsky equation". In: J. Differential Equations 259.8 (2015), pp. 3683-3729. ISSN: 0022-0396. DoI: 10.1016/j.jde.2015.05.001. URL: https://doi.org/10.1016/j.jde.2015.05.001.
[17] Jean-Michel Coron and Hoai-Minh Nguyen. "Null Controllability and Finite Time Stabilization for the Heat Equations with Variable Coefficients in Space in One Dimension via Backstepping Approach". In: Archive for Rational Mechanics and Analysis 225.3 (Sept. 2017), pp. 993-1023. ISSN: 0003-9527, 1432-0673. DOI: $10.1007 / \mathrm{s} 00205-017-1119-\mathrm{y}$.
[18] Jean-Michel Coron et al. "Boundary stabilization in finite time of one-dimensional linear hyperbolic balance laws with coefficients depending on time and space". In: J. Differential Equations 271 (2021), pp. 1109-1170. ISSN: 0022-0396. DOI: $10.1016 / \mathrm{j} \cdot \mathrm{jde} .2020 .09 .037$, URL: https://doi.org/10. 1016/j.jde.2020.09.037.
[19] Jean-Michel Coron et al. "Stabilization of the linearized water tank system". In: arXiv preprint arXiv:2103.08293 (2021).
[20] Nicolás Espitia et al. "Boundary time-varying feedbacks for fixed-time stabilization of constantparameter reaction-diffusion systems". In: Automatica 103 (2019), pp. 398-407.
[21] Lawrence Evans. Partial Differential Equations. Second. Vol. 19. Graduate Studies in Mathematics. Providence, Rhode Island: American Mathematical Society, Mar. 2010. ISBN: 978-0-8218-4974-3 978-1-4704-1144-2. DOI: $10.1090 / \mathrm{gsm} / 019$.
[22] Ludovick Gagnon, Pierre Lissy, and Swann Marx. "A Fredholm transformation for the rapid stabilization of a degenerate parabolic equation". In: preprint (2020).
[23] Ludovick Gagnon et al. "Fredholm transformation on Laplacian and rapid stabilization for the heat equations". In: preprint (2021).
[24] Long Hu et al. "Boundary exponential stabilization of 1-dimensional inhomogeneous quasi-linear hyperbolic systems". In: SIAM J. Control Optim. 57.2 (2019), pp. 963-998. ISSN: 0363-0129. DOI: 10. 1137/15M1012712. URL: https://doi.org/10.1137/15M1012712.
[25] Long Hu et al. "Control of homodirectional and general heterodirectional linear coupled hyperbolic PDEs". In: IEEE Trans. Automat. Control 61.11 (2016), pp. 3301-3314. ISSN: 0018-9286. Doi: 10. 1109/TAC.2015.2512847. URL: http://dx.doi.org/10.1109/TAC.2015.2512847.
[26] Mojtaba Izadi, Javad Abdollahi, and Stevan S. Dubljevic. "PDE Backstepping Control of OneDimensional Heat Equation with Time-Varying Domain". In: Automatica 54 (Apr. 2015), pp. 4148. ISSN: 00051098. DOI: 10.1016/j.automatica.2015.01.024.
[27] Mojtaba Izadi and Stevan Dubljevic. "Backstepping output-feedback control of moving boundary parabolic PDEs". In: European Journal of Control 21 (2015), pp. 27-35.
[28] Ansgar Jüngel. Entropy Methods for Diffusive Partial Differential Equations. SpringerBriefs in Mathematics. Cham: Springer International Publishing, 2016. ISBN: 978-3-319-34218-4 978-3-319-34219-1. DOI: 10.1007/978-3-319-34219-1.
[29] Ansgar Jüngel. "The Boundedness-by-Entropy Principle for Cross-Diffusion Systems". In: Nonlinearity 28.6 (June 2015), pp. 1963-2001. ISSN: 0951-7715, 1361-6544. DOI: $10.1088 / 0951-7715 / 28 / 6 / 1963$. arXiv: 1403.5419 .
[30] Ansgar Jüngel and Ines Viktoria Stelzer. "Entropy structure of a cross-diffusion tumor-growth model". In: Mathematical Models and Methods in Applied Sciences 22.07 (July 2012), p. 1250009. ISSN: 02182025, 1793-6314. DOI: 10.1142/S0218202512500091.
[31] Ansgar Jüngel and Ines Viktoria Stelzer. "Existence Analysis of Maxwell-Stefan Systems for Multicomponent Mixtures". In: SIAM Journal on Mathematical Analysis 45.4 (Jan. 2013), pp. 2421-2440. ISSN: 0036-1410, 1095-7154. DOI: 10.1137/120898164.
[32] Simon Kerschbaum and Joachim Deutscher. "Backstepping control of coupled linear parabolic PDEs with space and time dependent coefficients". In: IEEE Transactions on Automatic Control 65.7 (2019), pp. 3060-3067.
[33] Daniel E Koditschek. "Adaptive techniques for mechanical systems". In: Proc. 5th. Yale University Conference (1987), pp. 259-265.
[34] Miroslav Krstic and Andrey Smyshlyaev. "Backstepping boundary control for first-order hyperbolic PDEs and application to systems with actuator and sensor delays". In: Systems Control Lett. 57.9 (2008), pp. 750-758. ISSN: 0167-6911. DOI: $10.1016 / \mathrm{j}$. sysconle.2008.02.005. URL: https://doi. org/10.1016/j.sysconle.2008.02.005.
[35] Miroslav Krstic and Andrey Smyshlyaev. Boundary Control of PDEs: A Course on Backstepping Designs. Vol. 16. Advances in Design and Control. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2008, pp. x+192. ISBN: 978-0-89871-650-4. DOI: 10.1137/1.9780898718607. URL: http://dx.doi.org/10.1137/1.9780898718607.
[36] Weijiu Liu. "Boundary feedback stabilization of an unstable heat equation". In: SIAM journal on control and optimization 42.3 (2003), pp. 1033-1043.
[37] Jeremy Quastel. "Diffusion of Color in the Simple Exclusion Process". In: Communications on Pure and Applied Mathematics 45.6 (1992), pp. 623-679. ISSN: 1097-0312. Doi: 10.1002/cpa.3160450602.
[38] Andrey Smyshlyaev and Miroslav Krstic. "Closed-form boundary state feedbacks for a class of 1-D partial integro-differential equations". In: IEEE Trans. Automat. Control 49.12 (2004), pp. 2185-2202. ISSN: 0018-9286. DOI: $10.1109 /$ TAC. 2004.838495, URL: http://dx. doi.org/10.1109/TAC. 2004. 838495
[39] Andrey Smyshlyaev and Miroslav Krstic. "On control design for PDEs with space-dependent diffusivity or time-dependent reactivity". In: Automatica 41.9 (2005), pp. 1601-1608.
[40] John Tsinias. "Sufficient Lyapunov-like conditions for stabilization". In: Math. Control Signals Systems 2.4 (1989), pp. 343-357. ISSN: 0932-4194. DOI: $10.1007 /$ BF02551276. URL: https ://doi. org/10. 1007/BF02551276.
[41] Rafael Vazquez et al. "Local exponential $H^{2}$ stabilization of a $2 \times 2$ quasilinear hyperbolic system using backstepping". In: 50th IEEE Conference on Decision and Control and European Control Conference, Orlando (2011), pp. 1329-1334.
[42] Nicola Zamponi and Ansgar Jüngel. "Analysis of Degenerate Cross-Diffusion Population Models with Volume Filling". In: Annales de l'Institut Henri Poincaré C, Analyse non linéaire 34.1 (Jan. 2017), pp. 1-29. ISSN: 0294-1449. DOI: $10.1016 / \mathrm{j}$. anihpc.2015.08.003.
[43] Christophe Zhang. "Finite-time internal stabilization of a linear 1-D transport equation". In: Systems Control Lett. 133 (2019), pp. 104529, 8. ISSN: 0167-6911. DOI: 10.1016/j. sysconle. 2019. 104529. URL: https://doi.org/10.1016/j.sysconle.2019.104529.
[44] Christophe Zhang. "Internal rapid stabilization of a 1-D linear transport equation with a scalar feedback". In: Preprint (Oct. 2018). working paper or preprint. URL: https://hal.archives-ouvertes. fr/hal-01905098.

