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Abstract
We study the boundary stabilization of one-dimensional cross-diffusion systems in a moving domain.

We show first exponential stabilization and then finite-time stabilization in arbitrary small time of the
linearized system around uniform equilibria, provided the system has an entropic structure with a sym-
metric mobility matrix. One example of such systems are the equations describing a Physical Vapor
Deposition (PVD) process. This stabilization is achieved with respect to both the volumic fractions and
the thickness of the domain. The feedback control is derived using the backstepping technique, adapted to
the context of a time-dependent domain. In particular, the norm of the backward backstepping transform
is carefully estimated with respect to time.

Keywords— Cross-diffusion systems, Parabolic PDEs, Feedback stabilization, Boundary control, Exponential sta-
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1 Introduction
Cross-diffusion systems naturally arise in diffusion models of multi-species mixtures in a wide variety of applications:
tumor growth, population dynamics, materials science etc, see for example Chapter 4 of [28] for an introduction to
these systems. Let n ≥ 1 so that the number of species in the system of interest is n+1, d ∈ N∗ the spatial dimension
and Ω ⊂ Rd the bounded spatial domain occupied by the mixture. Such a cross-diffusion system then models the
evolution of ui(t, x) for all 0 ≤ i ≤ n, where ui(t, x) denotes the local concentration or volumic fraction of the ith

species in the mixture at a time t > 0 and point x ∈ Ω. Setting ũ := (u0, · · · , un)T , a typical cross-diffusion system
reads as follows (together with appropriate initial and boundary conditions):

∂tũ− divx
(
Ã (ũ)∇xũ

)
= 0 for (t, x) ∈ R∗+ × Ω, (1.1)

for some matrix-valued application Ã : Rn+1 → R(n+1)×(n+1). Significant advances in the understanding of the
mathematical structure of these systems have been achieved in the last ten years. Indeed, it has been understood
in the seminal works [10, 30, 31, 29] that many of these systems have an entropic structure, which enables to obtain
appropriate estimates in order to prove the existence of weak solutions to systems of the form (1.1).
These systems arise in particular in materials science, in order to model atomic diffusion within solids. Indeed,
hydrodynamic limits of some stochastic lattice hopping models [37] read as cross-diffusion systems of the form (1.1).
Our work here is mainly based on the study initiated in [5], where the authors considered a one-dimensional cross-
diffusion system defined in a moving boundary domain in order to model a Physical Vapor Deposition process (PVD)
used for the fabrication of thin film layers in the photovoltaic industry. The process can be described as follows: a
wafer is introduced in a hot chamber where chemical elements are injected under gaseous form. As the latter deposit
on the substrate, a heterogeneous solid layer grows upon it. Because of the high temperature conditions, diffusion
occurs in the bulk until the wafer is taken out and the system is freezed.
In this model, the solid layer is composed of n + 1 different chemical species and occupies a domain of the form
(0, e(t)) ⊂ R+, where e(t) > 0 denotes the thickness of the film. For all 0 ≤ i ≤ n, let φi ∈ L1

loc(R∗+) be a non-
negative function so that φi(t) represents the flux of atoms of species i absorbed at the surface of the film layer at
time t. The evolution of the thickness of the film is determined by the fluxes (φi)0≤i≤n and reads as:
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e(t) = e0 +

∫ t

0

n∑
i=0

φi(s)ds, (1.2)

where e0 > 0 denotes the initial thickness of the film. The local volumic fractions of the different species
u0(t, x), . . . , un(t, x) are naturally expected to satisfy the following constraints:

∀ 0 ≤ i ≤ n, ui(t, x) ≥ 0 and
n∑
j=0

uj(t, x) = 1. (1.3)

These constraints (1.3) allows one to equivalently express u0 as 1−
∑n
i=1 ui. As a consequence, the whole system can

be equivalently rewritten using the unknown vector u := (u1, . . . , un)T . More precisely, denoting by ϕ the vector-
valued function (φ1, . . . , φn)T , the cross-diffusion system in the solid layer together with the flux boundary conditions
form the system: 

∂tu− ∂x(A(u)∂xu) = 0, for (t, x) ∈
⋃
t∈R∗+

{t} × (0, e(t)),

(A(u)∂xu)(t, 0) = 0, for t ∈ R∗+,
(A(u)∂xu)(t, e(t)) + e′(t)u(t, e(t)) = ϕ(t), for t ∈ R∗+,

u(0, x) = u0(x), x ∈ (0, e0),

(1.4)

for some matrix-valued application A : Rn → Rn×n which is called the diffusion matrix of the system, and some
initial condition u0 ∈ L∞((0, e0),D) where the set D is defined below in (2.1).

The main motivation of the authors of [5] for the study of such a system was ultimately to be able to control the
gaseous fluxes (φ0, . . . , φn) injected during the PVD process in order to reach target composition profiles. The global
existence of weak solutions to system (1.4) was shown by adapting the boundedness-by-entropy method [29]. The
authors also proved existence of solutions to an optimization problem related to the control of the fluxes and long-
time asymptotics of the volumic fraction profiles in the case of constant external fluxes (i.e. when the system is
in open-loop). However, it is not clear whether the corresponding asymptotic profiles are exponentially stable in
open-loop, and the question of whether one could use a better flux control ϕ to improve their stability remains open.
The main difficulty lies in the expansion of the domain with time and the coupling between u(t) and e(t). When
the domain is fixed, results concerning the exponential convergence to equilibrium of solutions to (1.1) were already
proven for a large class of diffusion matrices A (see [12, 30, 42, 1]).

This work is concerned with the stabilization of the linearized version of (1.4) around uniform equilibrium states
(precisely defined in Sections 2.2, 2.3, 3.1), under appropriate assumptions on the cross-diffusion matrix A. These
assumptions build on the usual entropic structure conditions stated in [29, 5] to address the nonlinear problem,
together with an additional symmetry assumption on the mobility matrix of the system at the state considered. In
particular, the PVD model in [5] satisfies these conditions around any such state. In this paper, we show that we
can obtain finite-time stabilization of the linearized system, with a feedback control derived using the backstepping
technique inspired from [17].

First introduced in [11, 33, 40] for finite dimensional systems, the backstepping approach was later used and adapted
for PDE in [14, 6, 7, 38, 35]. It consists in transforming the original system, hard to stabilize, into a simpler target
system, using an isomorphism. The main difficulty is then to show the existence of such an isomorphism. The usual
backstepping approach for PDE, presented in [35], searches for isomorphisms under the form of a Volterra transform
of the second kind (see (4.3)), which are conveniently always invertible, among other advantages. Some attempt to
introduce a generalized backstepping approach which does not necessarly rely on Volterra transforms have also been
introduced in [16, 15, 22, 44, 43, 19, 23]. The Volterra approach has been used in many areas and for many systems
in the last decades including parabolic equations (see for instance [4, 17, 20]), hyperbolic system (see for instance
[34, 41, 2, 3, 25, 24, 18]), etc. However, no result exists on diffusion system of the form (1.4) where the domain
extends with time (in a way that is not compensated in the dynamics). The reason is that this situation brings new
difficulties, in particular the backstepping transform has to depend on time and one has to make sure that this does
not jeopardize the exponential stability (resp. the finite time stability). Indeed, when applying the transformation
backward to obtain the exponential stability of the original system, the cost of the estimate depends on the norm of
the backstepping transform and of the norm of its inverse which depends itself on time (see (4.15)). If this norm goes
to infinity exponentially fast, it could be that the original system is not exponentially stable, let alone finite-time
stable, even though the target system is. One can still note [26, 27] where the authors also consider a backstepping
approach applied to a parabolic equation in a time-dependent domain. However, their situation is different thanks
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to their dynamics, and in both cases they do not consider the norm of the inverse of the backstepping transform.
Concerning time-dependent coefficients of parabolic equations one can also note the work by Smyshlyaev and Krstic
[39] which considers a heat equation with a time-dependent reactivity and the work by Kerschbaum and Deutscher
[32] where the authors consider the exponential stability of a system of parabolic equations with a diagonal diffusion
and a time-dependent reactivity. In both cases the difficulty lies in the existence of a time-dependent kernel for the
transform and is dealt by converting the kernel equations into an integral equation, using fixed point and successive
approximations. We do not use such a method here as we aim for a more generic method that could be applied to
more complicated systems and steady-states, and that can allow estimates such as (4.18) that are so crucial to reach
finite time stabilization.

The outline of the paper is the following: we first recall the main mathematical properties of the moving boundary
cross-diffusion system introduced in [5] in Section 2 and present the linearized version of this system we focus on in
this work. Our main theoretical results are gathered in Section 3. The description of the backstepping transformation
we consider here is given in Section 4. Proofs of our results are gathered in Section 5. Additional details and some
technical calculations are added in the Appendices.

2 Preliminaries
The aim of this section is to recall the main mathematical properties of the system studied in [5] and to introduce
the linearized version of this system we focus on in this work. In Section 2.1, we recall the assumptions needed on
the diffusion matrix A for the associated cross-diffusion system to have an entropic structure and state the additional
assumptions required by the stabilization analysis presented in this work. Mathematical properties of system (1.2)-
(1.4) are discussed in Section 2.2. Finally, the linearized version of system (1.2)-(1.4) which we will focus on in this
article is introduced in Section 2.3.

Notation: Let us first introduce some useful notation. For any continuous non-decreasing positive function ẽ : R+ →
R∗+ and any T > 0, we define the sets Uẽ := ∪t∈R∗+{t} × (0, ẽ(t)) and UTẽ := ∪t∈(0,T ){t} × (0, ẽ(t)), the time-space
moving domains we consider in this paper. For any 0 < T ≤ +∞, any 1 ≤ p, q ≤ ∞, any k ∈ Z, we denote by[
Lp((0, T ),W k,q)

]
ẽ
the set of measurable functions f from UTẽ to R such that respectively: if p <∞(∫ T

0

‖f(t)‖p
Wk,q(0,ẽ(t))

dt

)1/p

<∞,

and if p =∞,
sup

0≤t≤T
‖f(t)‖Wk,q(0,ẽ(t)) <∞.

These quantities define norms, naturally denoted by ‖ · ‖[Lp((0,T ),Wk,q)]
ẽ

, which in turn induce a Banach structure.
We naturally use this notation for functions defined on more general time intervals (t1, t2) for 0 ≤ t1 ≤ t2 ≤ T . The
sets

[
Lploc((0, T ),W k,q)

]
ẽ
are defined in a similar way. The space

[
C0((0, T ), Lp)

]
ẽ
is defined as the set of functions

f : UTẽ → R such that the function (0, T )× (0, 1) 3 (t, x) 7→ f(t, xẽ(t)) belongs to C0((0, T );Lp(0, 1)).

2.1 Entropic structure of the nonlinear system
We detail in this section the assumptions needed on the diffusion matrix A to get existence of a weak solution to
the nonlinear cross-diffusion system (1.2)-(1.4) and introduce some additional notations. These assumptions coincide
with the requirements highlighted in [29, 5] for system (1.2)-(1.4) to have an entropic structure. We refer to [29] for
more details about the entropic structure of cross-diffusion systems and to [13] for a discussion about necessary and
sufficient conditions for a cross-diffusion system to admit such a structure.
Let D ⊂ Rn be defined by

D :=

{
(u1, · · · , un) ∈ (R∗+)n,

n∑
i=1

ui < 1

}
⊂ (0, 1)n. (2.1)

Note that a solution u to (1.2)-(1.4) satisfies the constraints (1.3) if and only if u(t, x) ∈ D, for all t ∈ R∗+ and all
x ∈ (0, e(t)). Note also that, in view of (1.3), the strict inequalities in (2.1) imply that the n + 1 volumic fractions
are positive. The following set of assumptions on the diffusion matrix A allows to guarantee that the corresponding
cross-diffusion system enjoys a favorable entropic structure.

Assumptions:

(H0) A ∈ C0(D,Rn×n);
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(H1) there exists a bounded from below strictly convex function h ∈ C0(D) such that h ∈ C2(D,R) (the entropy
density) and such that its derivative Dh : D → Rn is invertible on Rn;

(H2) there exists α > 0, and for all 1 ≤ i ≤ n, there exists 1 ≥ mi > 0, such that for all z = (z1, · · · , zn)T ∈ Rn and
u = (u1, · · · , un)T ∈ D,

zTD2h(u)A(u)z ≥ α
n∑
i=1

u2mi−2
i z2

i .

A function h such that (H1) and (H2) hold is called an entropy density of the cross-diffusion system. The associated
entropy functional E is then defined by

E :

{
L∞(Ω;D) −→ R

u 7−→ E(u) :=
∫

Ω
h(u(x)) dx,

and for all u ∈ L∞(Ω;D), we identify the differential DE(u) with its euclidean gradient which is equal to the function
Dh(u).

The first equation of system (1.4) can then be formally rewritten under the following form:

∂tu− divx (M(u)∇xDE(u)) = 0, for (t, x) ∈ Ue =
⋃
t∈R∗+

{t} × (0, e(t)),

where M : D → Rn×n is the so-called mobility matrix of the system and is defined for all u ∈ D by

M(u) := A(u)(D2h(u))−1. (2.2)

Note that assumption (H2) ensures that the symmetric part of the mobility matrix M(u) is positive definite.

Remark 1. One particular example of diffusion matrix A is studied in [5] for the PVD model used in photovoltaics
applications. This diffusion matrix is defined as follows: for all u := (ui)1≤i≤n ∈ Rn, A(u) = (Aij(u))1≤i,j≤n ∈ Rn×n
where 

∀1 ≤ i ≤ n, Aii(u) =
∑

1≤j 6=i≤n

(Kij −Ki0)uj +Ki0,

∀1 ≤ i 6= j ≤ n, Aij(u) = −(Kij −Ki0)ui.

(2.3)

where, for all 0 ≤ i 6= j ≤ n, the positive real numbers Kij satisfy Kij = Kji > 0 and represent the cross-diffusion
coefficients of atoms of type i with atoms of type j. Note that A(u) is not a symmetric matrix in general. It is proved
in [5] that the diffusion matrix defined by (2.3) satisfies assumptions (H0)-(H1)-(H2), with mi = 1

2
for all 1 ≤ i ≤ n

and with the function h being defined as the classical Boltzmann entropy density:

h :

 D −→ R

u := (ui)1≤i≤n 7−→ h(u) =
n∑
i=1

ui log ui + (1− ρu) log(1− ρu),
(2.4)

where for all u = (ui)1≤i≤n ∈ Rn, ρu :=
∑n
i=1 ui. Furthermore, the mobility matrix associated to (2.3) and (2.4) is

given for u ∈ D as M(u) = (Mij(u))1≤i,j≤n, where:
∀1 ≤ i ≤ n, Mii(u) =

∑
1≤j 6=i≤n

Kijuiuj +Ki0ui(1− ρu),

∀1 ≤ i 6= j ≤ n, Mij(u) = −Kijuiuj .

Note that M(u) is always a symmetric matrix.

2.2 Main mathematical properties of the nonlinear model
The aim of this section is to recall the main mathematical properties of the nonlinear model (1.2)-(1.4) and highlight
the open questions on the control and stabilization of this system that are of interest here.

It was proved in [5] that there exists at least one weak solution to system (1.2)-(1.4) satisfying the constraints (1.3)
in the following sense:
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Theorem (Theorem 2 of [5]). Assume A satisfies assumptions (H0)-(H1)-(H2) and let h : D → R be the associated
function so that (H1) and (H2) are satisfied. Let us assume that u0 ∈ L∞((0, e0);D) satisfies w0 := (Dh)(u0) ∈
L∞((0, e0);Rn). Let us also assume that (φ0, · · · , φn) ∈ L∞loc(R∗+;Rn+1

+ ). Then, there exists a weak solution u with
initial condition u0 to (1.2)-(1.4) such that for almost all (t, x) ∈ Ue, u(t, x) ∈ D, and

u ∈
[
L2

loc(R∗+;H1)n
]
e

and ∂tu ∈
[
L2

loc(R∗+; (H1)′)n
]
e
.

In the case when the fluxes (φi)0≤i≤n are constant in time, it is legitimate to wonder if the volumic fraction profiles
(ui)0≤i≤n will converge to some constant profiles, and if yes, at which rate. The following result was proved in [5]
under the assumption that the entropy density h of the system is given by (2.4).

Proposition 1 (Proposition 1 of [5]). Let us assume that the assumptions of Theorem 2.2 hold together with the
following ones:

(T1) for all 0 ≤ i ≤ n, there exists φi > 0 so that φi(t) = φi, for all t ∈ R+;

(T2) the entropy density h can be chosen so that for all u ∈ D, h(u) is defined by (2.4).

For all 0 ≤ i ≤ n, let us define ui := φi∑n
j=0 φj

so that u := (ui)1≤i≤n ∈ D. Then, there exists a constant C > 0 such

that for almost all t ≥ 0,

∀1 ≤ i ≤ n, 1

e(t)
‖ui(t, ·)− ui‖L1(0,e(t)) ≤

C√
t+ 1

,

and
1

e(t)

∥∥(1− ρu(t,·)
)
− u0

∥∥
L1(0,e(t))

≤ C√
t+ 1

,

where e(t) is the thickness at time t of the layer, given by

e(t) = e0 +

∫ t

0

n∑
i=0

φi(s) ds = e0 + t

n∑
i=0

φi,

for some value of the initial thickness of the layer e0 > 0.

Let us make a few comments about this result.

• In this specific case, the thickness of the boundary layer e(t) grows linearly with constant speed, i.e.

e(t) = e0 + tv,

with

v :=

n∑
i=0

φi.

• Proposition 1 does not state that the quantity ‖ui(t, ·) − ui‖L1(0,e(t)) goes to 0 as t goes to infinity, it only
enables to guarantee the existence of a constant C > 0 such that

∀t > 0, ‖ui(t, ·)− ui‖L1(0,e(t)) ≤ C
√
t.

Proposition 1 still states that the rescaled volumic fraction profiles converge to constants in the long-time limit.
More precisely, denoting by v(t, y) := u(t, e(t)y) for all t > 0 and y ∈ (0, 1) and by vi the ith component of v
for 1 ≤ i ≤ n, it holds that

∀1 ≤ i ≤ n, ‖vi(t, ·)− ui‖L1(0,1) =
1

e(t)
‖ui(t, ·)− ui‖L1(0,e(t)) ≤

C√
t+ 1

. (2.5)

• In the case of constant fluxes (φi)0≤i≤n, i.e. when the thickness of the film at all time t > 0 is equal to e(t), and
when the initial condition u0 is equal to u, it can be easily checked that the function u defined by u(t, x) = u for
all t > 0 and x ∈ (0, e(t)) is a solution to system (1.2)-(1.4). Therefore we use the denomination "target state
of (1.4)" to refer to a couple (u,R+ 3 t 7→ e(t)) in the following and will sometimes refer to the set (φi)0≤i≤n
as the "reference fluxes".
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The preceding remarks provided the main source of motivation for this work about the stabilization of system (1.2)-
(1.4). Assuming that the initial condition u0 at time t = 0 is chosen as a small perturbation of u, of the form
u0 = u+ δu0, and that the initial thickness of the film e0 at time t = 0 is a small perturbation of the initial thickness
e0, i.e. e0 = e0 + δe0, does there exist a set of feedback fluxes (φi)0≤i≤n such that for a time t large enough, the
volumic fraction profiles u(t) and thickness of the system e(t) converge to u and e(t) in a stronger norm than the
average L1 norm used in (2.5) ? In other words, can the system be stabilized around the target state (u, e) and at
which rate ? Can exponential stability or finite-time stability be achieved, i.e. can the system be stabilized at a rate
much better than the one provided by the strategy which would consist in keeping the fluxes φi constant and equal
to φi as considered in Proposition 1 ?

This work can be seen as an important first step in this direction. Indeed we provide answers on the stabilization of
a linearized version of the system (1.2)-(1.4). From this result, we expect to be able to obtain the local stabilization
of the original nonlinear system in a future work.

2.3 Linearized system and control variables
The aim of this section is to introduce the linearized system which is the main focus of this paper, together with an
appropriate change of control variables that enables to decouple the control analysis of the volumic fractions and the
thickness of the domain.

Recall that we consider small perturbations (δu0, δe0) at t = 0 around the initial condition u and initial thickness
e0. Assuming that the imposed fluxes on the system are of the form φi(t) = φi + δφi(t) for all 0 ≤ i ≤ n and
t > 0, we wish to investigate the linearized dynamic of (δu(t), δe(t)) which can be seen as first-order corrections of
(u(t)− u, e(t)− e(t)).

Then, the first order correction of the thickness reads, for all t ≥ 0:

δe(t) =

∫ t

0

n∑
i=0

δφi(s)ds+ δe0, and δe′(t) =

n∑
i=0

δφi(t). (2.6)

In addition, the first-order corrections of the system (1.4) around the target state (u, e) yields the following system,
the solution of which is δu, for given δu0, δϕ := (δφ1, · · · , δφn)T and δφ0:

∂tδu−A(u)∂2
xxδu = 0, for (t, x) ∈ Ue,

A(u)∂xδu(t, e(t)) + vδu(t, e(t)) = δψ(t), for t ∈ R∗+,
A(u)∂xδu(t, 0) = 0, for t ∈ R∗+,

δu(0, x) = δu0(x), for x ∈ (0, e0).

(2.7)

where for any t ≥ 0,
δψ(t) := δϕ(t)− δe′(t)u ∈ Rn. (2.8)

Remark that the solution δu to system (2.7) only depends on the n independent control variables denoted by δψ =
(δψi)1≤i≤n. Therefore, since we originally had n + 1 control variables (δφi)i∈{0,..,n}, it remains an extra degree of
freedom. This degree of freedom ought to be designed exclusively for the stabilization of the thickness δe. We make
this explicit by defining a new control variable as for any t ≥ 0:

δθ(t) :=

n∑
i=0

δφi(t), (2.9)

such that for any t ≥ 0:

δe(t) =

∫ t

0

δθ(s)ds+ δe0 (2.10)

Now we claim that the change of control variables (δφ0, . . . , δφn)→ (δθ, δψ1, . . . , δψn), defined according to (2.8) and
(2.9) is invertible. Indeed, it can be checked that for any t > 0,

δϕ(t) = δψ(t) + δθ(t)u,

and

δφ0(t) = δθ(t)−
n∑
i=1

(δψi(t) + δθ(t)ui) .

This new choice of control variables (δθ, δψ) is more convenient for our analysis since we can now completely decouple
the control analysis of the thickness and of the volumic fractions respectively, as will be made clear in Section 5.

6



3 Stabilization of the linearized system: main results
The aim of this section is to present the main results of this work, which focuses on the stabilization of the linearized
system (2.6)-(2.7). In Section 3.1, we introduce the precise notions of weak solutions and stability considered here.
In Section 3.2 are stated our main theoretical results and we decompose the problem into n scalar problems. Finally
in Section 4, we detail our backstepping strategy to stabilize the scalar problem.

3.1 Main definitions
We first need to precise the notion of solution to system (2.7) we will consider here. In the following, we are interested
in the stabilization in the spatial L2 norm, so defining an appropriate notion of weak solution in L2 for L2 initial data
is needed for our analysis to hold. In our case, anticipating slightly on the next section, the fluxes will be defined as
a closed-loop feedback of the form

δψ(t) = Ψ(t, δu(t)), (3.1)

where the application Ψ is decomposed into a non-local integral part and a local multiplication operator at x = e(t).
More precisely, the application Ψ will be of the following form: for almost all t ≥ 0 and all z ∈ H1(0, e(t))n,

Ψ(t, z) := Hnl(t)z +Hl(t)z, (3.2)

where the family of operators (Hnl(t))t≥0 and (Hl(t))t≥0 will be required to satisfy the following properties:

Properties of operators:

(P1) for almost all t ≥ 0, Hnl(t) is a continuous linear application from L2(0, e(t))n to Rn;
(P2) for all T > 0, and all z ∈

[
L2((0, T ), (L2))n

]
e
, the application (0, T ) 3 t 7→ Hnl(t)z(t) belongs to L2(0, T )n.

Moreover, there exists a constant C(T ) > 0 such that

‖Hnl(·)z(·)‖[L2((0,T ),(L2))n]
e

≤ C(T )‖z‖[L2((0,T ),(L2))n]
e

;

(P3) for almost all t ≥ 0, the operator Hl(t) : H1(0, e(t))n → Rn is defined as follows:

∀z ∈ H1(0, e(t))n, Hl(t)z := Kl(t)z(e(t))

where Kl ∈ L∞loc
(
R∗+;Rn×n

)
is a locally bounded matrix-valued application.

Using the particular form of fluxes highlighted above, a weak solution can be defined by testing (2.7) against regular
test functions that satisfy dual boundary conditions (see Definition 1 below and Appendix A for details). We obtain
the following definition:

Definition 1 (Weak solution in L2). Let δu0 ∈ L2(0, e0). Let (Hnl(t))t≥0 and (Hl(t))t≥0 be two families of operators
satisfying (P1)-(P2)-(P3). A function δu ∈

[
C0(R+, L

2)n
]
e
such that ∂tδu ∈

[
L2(R+; (H1)′)

]
e
is said to be a L2-weak

solution to (2.7) with fluxes δψ defined by (3.1)-(3.2) if for any T > 0, it satisfies:

∫ T

0

∫ e(t)

0

δu(t, x) ·
[
∂tv(t, x) +A(u)T ∂2

xxv(t, x)
]
dxdt

+

∫ e0

0

δu0(x) · v(0, x)dx+

∫ T

0

(Hnl(t)δu(t)) · v(t, e(t))dt = 0,

for any test function v that satisfies:

• v ∈
[(
L2
(
(0, T );H2

))n]
e
∩
[
C0([0, T ], L2)n

]
e
,

• ∂tv ∈
[(
L2
(
(0, T );L2

))n]
e
,

• v(T, ·) = 0,

• A(u)T ∂xv(t, 0) = 0, for almost all t ∈ (0, T ),

• Kl(t)
T v(t, e(t))−A(u)T ∂xv(t, e(t)) = 0, for almost all t ∈ (0, T ).

Remark 2. One may wonder why the assumption on the time derivative is needed. In fact, we will use this assumption
to ensure uniqueness in this class of solutions (see the proof of Corollary 1 based on the backstepping transformation).
Nevertheless, it is likely that any L2 solution to (2.7) satisfies this assumption. This would amount to prove a regularity
result for (2.7) (or equivalently a uniqueness result in the class of L2 solutions) that we do not provide in this work.
(see however Lemma 10 in Appendix B about the homogeneous problem)
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Similarly, the control of the thickness δθ will also be defined as a closed-loop feedback of the form

δθ(t) = Θ(t, δe(t))

where the application Θ will be chosen so that Θ ∈ L1
loc

(
R∗+; C0(R)

)
.

Let us now give precise definitions for the different notions of stabilization we consider in the present work. We start
with the notion of exponential stabilization:

Definition 2 (Exponential stabilization in L2). Let µ > 0. A target state (u, e) of (1.4) is said to be µ-exponentially
stabilizable in L2 if there exist constants Cū,µ, Cē,µ > 0 such that:

a) There exist families of operators (Hnl(t))t≥0 and (Hl(t))t≥0 satisfying properties (P1)-(P2)-(P3), such that, for
any perturbation δu0 ∈ L2(0, e0), the linearized system (2.7) with the fluxes defined by (3.1)-(3.2) has a unique
L2 weak solution δu in the sense of Definition 1 and this solution satisfies:

‖δu(t)‖L2(0,e(t)) ≤ Cū,µe
−µt‖δu0‖L2(0,e0), for all t ≥ 0.

b) There exists a function Θ ∈ L1
loc

(
R∗+; C0(R)

)
such that, for any perturbation δe0 ∈ R, δe is well-defined by

(2.10) with δθ defined by (3.1) and satisfies:

|δe(t)| ≤ Cē,µe−µt|δe0|, for all t ≥ 0.

Let us also give a definition of finite time stabilization:

Definition 3 (Finite time stabilization in L2). Let T > 0. A target state (u, e) of (1.4) is said to be stabilizable in
finite time T in L2 if:

a) There exist families of operators (Hnl(t))t≥0 and (Hl(t))t≥0 satisfying properties (P1)-(P2)-(P3), such that, for
any perturbation δu0 ∈ L2(0, e0), the linearized system (2.7) with the fluxes defined by (3.1)-(3.2) has a unique
L2 weak solution δu in the sense of Definition 1 and this solution satisfies:

i) (stability) For any ε > 0, there exists νu > 0 such that if ‖δu0‖L2(0,e0) ≤ νu then for all t ≥ 0:

‖δu(t)‖L2(0,e(t)) ≤ ε.

ii) (convergence)
‖δu(t)‖L2(0,e(t)) → 0 as t→ T−.

b) There exists a function Θ ∈ L1
loc

(
(0, T ); C0(R)

)
such that, for any perturbation δe0 ∈ R, δe is well-defined by

(2.10) with δθ defined by (3.1) and satisfies:

i) (stability) For any ε > 0, there exists νe > 0 such that if |δe0| ≤ νe then for all t ≥ 0:

|δe(t)| ≤ ε.

ii) (convergence)
δe(t)→ 0 as t→ T−.

3.2 Main results
Let us summarize our assumptions here. Let (u, e) be a target state of (1.4) (in the sense of the discussion in
Section 2.2) such that:

Assumptions:

(A1) u ∈ D (which implies that for all 1 ≤ i ≤ n, ui > 0 and 1− ρu = 1−
∑n
i=1 ui > 0);

(A2) The diffusion matrix application A satisfies assumptions (H0)-(H1)-(H2). Besides, the mobility matrix appli-
cation M defined by (2.2) is such that M(u) is symmetric.

Let us emphasize here that, in particular, the diffusion matrix A defined by (2.3) in Remark 1 satisfies assumption
(A2). The additional requirement thatM(u) is symmetric enables to guarantee that the matrix A(u) is diagonalizable
with positive eigenvalues (see Lemma 1 below).

Lemma 1. Assume that u satisfies (A1) and that the diffusion matrix A satisfies (A2). Then it holds that A(u) is
diagonalizable with positive eigenvalues.
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Proof. From (2.2), it holds that A(u) = M(u)H(u) with H(u) := D2h(u). The matrices M(u) and H(u) are both
symmetric positive definite, which implies that H(u)1/2 is well-defined and

A(u) = M(u)H(u) = H(u)−1/2H(u)1/2M(u)H(u)1/2H(u)1/2.

Therefore A(u) is similar to the symmetric real matrix H(u)1/2M(u)H(u)1/2 that is clearly positive definite. Hence
the result.

The result of Lemma 1 enables us to decompose system (2.7) into n scalar problems as follows. One can write
A(u) = Q−1(u)Σ(u)Q(u), where the coefficients of the diagonal matrix Σ(u) are the positive eigenvalues (σ1, . . . , σn)
of A(u). As a consequence, denoting by z := Q(u)δu, by zi the ith component of z for 1 ≤ i ≤ n and by z0 := Q(u)δu0,
system (2.7) boils down to the following set of n uncoupled scalar equations: for all 1 ≤ i ≤ n,

∂tzi − σi∂2
xxzi = 0, for (t, x) ∈ Ue,

σi∂xzi(t, e(t)) + vzi(t, e(t)) = δψi(t), for t ∈ R∗+,
σi(∂xzi)(t, 0) = 0, for t ∈ R∗+,

zi(0, x) = z0
i (x), for x ∈ (0, e0),

(3.3)

where we have introduced the following change of coordinates of the feedback: for all t ≥ 0, δψi(t) := (Q(u)δψ(t))i.
We are now in position to state our main results.

Theorem 1. Let µ > 0. Let (u, e) be a target state and assume that assumptions (A1)-(A2) are satisfied. Then,
(u, e) is µ-exponentially stabilizable in L2 in the sense of Definition 2. More precisely, let us introduce the following
functions and operators:

• for any t ≥ 0 and w ∈ R, Θ(t, w) = −µw;
• for any t ≥ 0, 1 ≤ i ≤ n, z ∈ H1(0, e(t)) and λ > 0,

Hi
l,λ(t)z := σik

σi
λ (e(t), e(t))z(e(t)),

Hi
nl,λ(t)z :=

∫ e(t)

0

[σi∂xk
σi
λ (e(t), y) + vkσiλ (e(t), y)] z(y)dy,

where kσiλ is the unique solution to (4.12) given below with σ = σi. We also define for all t ≥ 0, λ > 0 and
z := (zi)1≤i≤n ∈ H1(0, e(t))n,

Hl,λ(t)z := Q(u)−1
(
Hi
l,λ(t)zi

)
1≤i≤n

,

Hnl,λ(t)z := Q(u)−1
(
Hi
nl,λ(t)zi

)
1≤i≤n

.

Then, there exists λ > 0 large enough such that (Θ, (Hl,λ(t))t≥0, (Hnl,λ(t))t≥0) satisfy the conditions of Defini-
tion 2.

Elaborating on this result we can even obtain finite time stabilization.

Theorem 2. Let (u, e) be a target state and assume that assumptions (A1)-(A2) are satisfied. Then, it is stabilizable
in any finite time T > 0 in L2 in the sense of Definition 3.

In Appendix D we show why the common approach which consists in directly using a basic quadratic Lyapunov
function would fail to show the exponential stability in this case. This motivates our use of the backstepping
approach, described in Section 4.

4 Backstepping approach
The proof of Theorem 1 and Theorem 2 relies on the use of a backstepping transformation, in conjunction with the
fact that system (2.7) can be decomposed into n scalar uncoupled problems using (3.3). Thus, we will need to collect
intermediate results on the resulting scalar equations, which is the object of the present section.
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From now on, let τ1 ≥ 0 and let us denote by Ue,τ1 :=
⋃
t∈(τ1,+∞){t} × (0, e(τ1)). Note that Ue,0 = Ue. Let us now

fix σ, λ > 0 and consider the following auxiliary scalar problem:
∂tζ

σ
λ − σ∂2

xxζ
σ
λ = 0, for (t, x) ∈ Ue,τ1 ,

σ∂xζ
σ
λ (t, e(t)) + vζσλ (t, e(t)) = δψσλ(t), for t ∈ (τ1,+∞),

σ∂xζ
σ
λ (t, 0) = 0, for t ∈ (τ1,+∞),

ζσλ (τ1, x) = ζσ,τ1(x), for x ∈ (0, e(τ1)),

(4.1)

for some ζσ,τ1λ ∈ L2(0, e(τ1)) and where δψσλ will be defined later in (4.8). In particular, the solution ζσλ to (4.1) with
τ1 = 0, σ = σi, δψσλ = δψi and ζσ,τ1λ = z0

i can be identified with zi the solution to (3.3).

4.1 Backstepping transformation
In a nutshell, the general idea of backstepping is to map the original problem (4.1) to a target problem for which
exponential or finite-time stability can be proven more easily, and to get the stability result using the reverse trans-
formation. The backstepping approach usually consists in using a "spatially-causal" kernel transformation T σλ , that
reads, for any (t, x) ∈ Ue,τ1 :

gσλ(t, x) := (T σλ ζσλ ) (t, x), (4.2)

where for all t ≥ 0, all ξ ∈ L2(0, e(t)),
(T σλ ζσλ )(t, x) = (T σλ,tζσλ (t))(x),

and T σλ,t is a Volterra transform of the second kind from L2(0, e(t)) to itself

∀x ∈ (0, e(t)), (T σλ,tξ)(x) := ξ(x)−
∫ x

0

kσλ(t;x, y)ξ(y)dy, (4.3)

where kσλ is the solution to the kernel problem (4.12) which will be introduced below and is a real-valued function
defined in the triangular domain Dt:

Dt :=
{

(x, y) ∈ (R+)2 , 0 < y ≤ x < e(t)
}
.

One of the expected difficulty is that the domain of the problem depends on time and therefore T and the kernel
kσλ a priori depend on the time t. However, an interesting feature of our problem, that we comment about below in
Section 4.4, is that the kernel kσλ actually does not depend on the time t in the sense that it can be chosen as the
restriction to Dt of a time-independent function kernel kσ,∞λ defined in a domain

D∞ :=
{

(x, y) ∈ (R+)2 , 0 < y ≤ x
}
,

namely kσλ(t) = kσ,∞λ |Dt for any t ≥ 0. Naturally, it holds that for all 0 ≤ t ≤ t′, Dt ⊂ Dt′ ⊂ D∞. To alleviate the
notations, in the following we will use a slight abuse of notation and denote kσ,∞λ by kσλ .

Consequently we have:

∀(t, x) ∈ Ue, (T σλ w)(t, x) :=
(
T σλ,tw(t)

)
(x) = w(t, x)−

∫ x

0

kσλ(x, y)w(t, y)dy,

for any w ∈
[
C0([0,+∞), L2(0, 1))

]
e
.

The main advantage of the transformation T σλ,t is that, thanks to the triangular structure, it is always invertible
provided that kσλ |Dt ∈ L2(Dt) for all 0 ≤ t ≤ T (see Lemma 2 below). The inverse transformation has then the same
form and writes as follows (see Lemma 2): for any w ∈

[
C0([0,+∞), L2(0, 1))

]
e
, let us denote by

∀(t, x) ∈ Ue, (T σ,inv
λ w)(t, x) := (T σ,inv

λ,t w(t))(x) = w(t, x) +

∫ x

0

lσλ(x, y)w(t, y)dy.

where for all t ≥ 0 and all ξ ∈ L2(0, e(t)),

∀x ∈ (0, e(t)),
(
T σ,inv
λ,t ξ

)
(x) = ξ(x) +

∫ x

0

lσλ(x, y)ξ(y)dy,

with lσλ solution to the inverse kernel problem (4.13) below. Similarly to kσλ , l
σ
λ is expected to depend on t but can

be chosen as the restriction to Dt of a fixed kernel lσ,∞λ defined in D∞. In the following we use again the same slight
abuse of notation and denote lσ,∞λ by lσλ.

10



We will then see that the following identity holds: for any t ≥ τ1 and x ∈ (0, e(t))

ζσλ (t, x) = (T σ,inv
λ gσλ)(t, x) =

(
T σ,inv
λ,t gσλ(t)

)
(x), (4.4)

Formally, the strategy to identify the set of equations satisfied by kσλ and lσλ is to differentiate (4.2) in time in space
and to write that ζσλ and gσλ must satisfy respectively the initial problem (4.1) and the target problem (4.5) in order
to obtain a set of necessary conditions on the kernels kσλ and lσλ (see (4.12)-(4.13) below).

4.2 Target problem
We consider the following target problem:

∂tg
σ
λ − σ∂2

xxg
σ
λ + λgσλ = 0, for (t, x) ∈ Ue,τ1 ,

σ∂xg
σ
λ(t, e(t)) + vgσλ(t, e(t)) = 0, for t ∈ (τ1,+∞),

σ∂xg
σ
λ(t, 0) = 0, for t ∈ (τ1,+∞),

gσλ(τ1, x) = gσ,τ1λ (x), for x ∈ (0, e(τ1)),

(4.5)

that is similar to the original problem (4.1) but with homogeneous boundary conditions, an additional damping term
λgσλ and an initial condition gσ,τ1λ ∈ L2(0, e(τ1)).

We introduce here a notion of weak L2 solution to (4.5). To this aim, we introduce the set Dtarg of test functions
v : Ue,τ1 → R satisfying:

(i) v ∈
[(
L2
(
(τ1, T );H2

))]
e
∩
[
C0([τ1, T ], L2)

]
e
,

(ii) ∂tv ∈
[(
L2
(
(τ1, T );L2

))]
e
,

(iii) v(T, ·) = 0,

(iv) σ∂xv(t, 0) = 0, for almost all t ∈ (τ1, T ),

(v) σ∂xv(t, e(t)) = 0, for almost all t ∈ (τ1, T ).

Definition 4. Let gσ,τ1λ ∈ L2(0, e(τ1)). A function gσλ ∈
[
C0([τ1,+∞), L2)

]
e
such that ∂tgσλ ∈

[
L2((τ1,+∞); (H1)′)

]
e

is said to be a L2-weak solution of (4.5) if for any T > τ1, it satisfies:

atarg(gσλ , v) :=

∫ T

τ1

∫ e(t)

0

gσλ(t, x)
[
∂tv(t, x) + σ∂2

xxv(t, x)− λv(t, x)
]
dxdt+

∫ e(τ1)

0

gσ,τ1λ (x)v(τ1, x)dx = 0, (4.6)

for any test function v ∈ Dtarg.

Problem (4.5) is actually exponentially stable with decay rate λ, that can be chosen arbitrarily large here (see
Appendix B):

Proposition 2 (Well-posedness and exponential stability of the target equation). Let τ1 ≥ 0, σ, λ > 0 and gσ,τ1λ ∈
L2(0, e(τ1)). Then, there exists a unique weak L2 solution gσλ ∈ C0([τ1,+∞), L2(0, e(t))) to (4.5) in the sense of
Definition 4 and it holds that, for any t ≥ τ1:

‖gσλ(t)‖L2(0,e(t)) ≤ e
−λ(t−τ1)‖gσ,τ1λ ‖L2(0,e(τ1)). (4.7)

4.3 Expression of the feedback and weak-L2 solution to (4.1)
Let us first explain here how we can derive an expression for the feedback control δψσλ . Assume for now kσλ and ζσλ
are smooth and differentiate (4.2) with respect to x at x = e(t). One finds:

∂xg
σ
λ(t, e(t)) = ∂xζ

σ
λ (t, e(t))− kσλ(e(t), e(t))ζσλ (t, e(t))−

∫ e(t)

0

∂xk
σ
λ(e(t), y)ζσλ (t, y)dy.

Then, combining with (4.2) and considering the second equation of (4.5), namely σ∂xgσλ(t, e(t))+vgσλ(t, e(t)) = 0 and
the boundary condition at x = e(t) in (4.1), one must impose the following expression of the feedback, which depends
on the kernel kσλ : for all t ≥ τ1,

δψσλ(t) := σkσλ(e(t), e(t))ζσλ (t, e(t)) +

∫ e(t)

0

[σ∂xkλ(e(t), y) + vkλ(e(t), y)] ζσλ (t, y)dy. (4.8)
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Let us already remark that this feedback is of the form

δψσλ(t) = Hσ
l,λ(t)ζσλ (t) +Hσ

nl,λ(t)ζσλ (t), (4.9)

where for any t ≥ 0 and ξ ∈ H1(0, e(t)), the operators are given by

Hσ
nl,λ(t)ξ =

∫ e(t)

0

[σ∂xk
σ
λ(e(t), y) + vkσλ(e(t), y)] ξ(y)dy,

Hσ
l,λ(t)ξ = σkσλ(e(t), e(t))ξ(e(t)).

(4.10)

Assuming now that the feedback is of the form (4.9), we can give a rigorous definition of weak-L2 solutions to problem
(4.1) provided that the family of operators (Hσ

nl,λ(t))t≥0 and (Hσ
l,λ(t))t≥0 satisfy properties (P1’)-(P2’)-(P3’) below,

which are scalar versions of properties (P1)-(P2)-(P3).

Scalar properties of operators:

(P1’) for almost all t ≥ 0, Hσ
nl,λ(t) is a continuous linear application from L2(0, e(t)) to R;

(P2’) for all T > 0, and all z ∈
[
L2((0, T ), L2)

]
e
, the application (0, T ) 3 t 7→ Hσ

nl,λ(t)z(t) belongs to L2(0, T ).
Moreover, there exists a constant C = C(T, σ, λ) > 0 such that∥∥Hσ

nl,λ(·)z(·)
∥∥
[L2((0,T ),L2)]

e

≤ C‖z‖[L2((0,T ),L2)]
e

;

(P3’) for almost all t ≥ 0, the operator Hσ
l,λ(t) : H1(0, e(t))→ R is defined as follows:

∀z ∈ H1(0, e(t)), Hσ
l,λ(t)z := Kσ

l,λ(t)z(e(t))

where Kσ
l,λ ∈ L∞loc (R∗+).

We are then in a position to give the definition of weak-L2 solutions to (4.1), by analogy with Definition 1. To this
aim, we introduce the set Dini of test functions w : Ue,τ1 → R satisfying:

(i) w ∈
[(
L2
(
(τ1, T );H2

))]
e
∩
[
C0([τ1, T ], L2)

]
e
,

(ii) ∂tw ∈
[(
L2
(
(τ1, T );L2

))]
e
,

(iii) w(T, ·) = 0,

(iv) σ∂xw(t, 0) = 0, for almost all t ∈ (τ1, T ),

(v) Kl(t)w(t, e(t))− σ∂xw(t, e(t)) = 0, for almost all t ∈ (τ1, T ).

Definition 5 (Weak solution in L2 to (4.1)). Let ζσ,τ1λ ∈ L2(0, e(τ1)). Let (Hσ
nl,λ(t))t≥0 and (Hσ

l,λ(t))t≥0 be
two families of operators satisfying (P1’)-(P2’)-(P3’). A function ζσλ ∈

[
C0([τ1,+∞), L2)

]
e
such that ∂tζσλ ∈[

L2((τ1,+∞); (H1)′)
]
e
is said to be a L2-weak solution to (4.1) with fluxes δψσλ defined by (4.9) if for any T > τ1, it

satisfies:

aini(ζσλ , w) :=

∫ T

τ1

∫ e(t)

0

ζσλ (t, x)
[
∂tw(t, x) + σ∂2

xxw(t, x)
]
dxdt

+

∫ e(τ1)

0

ζσ,τ1λ (x)w(τ1, x)dx+

∫ T

τ1

(Hnl(t)ζ
σ
λ (t))w(t, e(t))dt = 0,

(4.11)

for any test function w ∈ Dini.

4.4 Kernel definition and properties
Now that we have an a priori expression for the feedback (4.8), it remains to formally derive the full problems satisfied
by the kernels kσλ and lσλ. Details about the derivation of the kernel equations are given in Appendix C, while it is
rigorously justified below in Lemmas 3 and 4 that these kernels indeed meet our expectations. We end up with the
following problems: 

∂2
xxk

σ
λ(x, y)− ∂2

yyk
σ
λ(x, y) =

λ

σ
kσλ(x, y) (x, y) ∈ D∞,

∂yk
σ
λ(x, 0) = 0 x ∈ (0,+∞),

kσλ(x, x) = − λ

2σ
x x ∈ (0,+∞),

(4.12)
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
∂2
xxl

σ
λ(x, y)− ∂2

yyl
σ
λ(x, y) = −λ

σ
lσλ(x, y) (x, y) ∈ D∞,

∂yl
σ
λ(x, 0) = 0 x ∈ (0,∞),

lσλ(x, x) = − λ

2σ
x x ∈ (0,∞),

(4.13)

with the notation d
dx
f(x, x) := ∂xf(x, x) + ∂yf(x, x). It appears that the two problems are related through

kσλ = −lσ−λ. (4.14)

Let us make two additional remarks about these equations:

• First, the derivation is done assuming that the kernels depend on t. In order to explicit the time dependence,
one needs to rescale the kernel, which leads to a dynamic boundary problems set in a fixed domain (see (C.5)).
Searching for solutions with separate variables as in (C.6), one finds the stationary equations (4.12)-(4.13) set
in the domain Dt.

• Second, one remarks that any solution of the previous problems in DT is in fact a solution of the same problem
set in Dt for any 0 ≤ t < T , thanks to the structure of the boundary conditions. Therefore it suffices to look
for a solution in D∞, hence (4.12)-(4.13).

Thanks to the structure of the backstepping transformation, we can connect the stability of the two problems: let
gσλ be the solution to (4.5) in the sense of Proposition 2. Then, assuming that (4.13) has a solution, the function ζσλ
defined by (4.4) can be shown to be a solution to (4.1) (see Lemma 4 below) and it holds that for all t ≥ τ1,

‖ζσλ (t)‖L2(0,e(t)) ≤
(
1 + ‖lσλ‖L2(Dt)

)
‖gσλ(t)‖L2(0,e(t)) ≤

(
1 + ‖lσλ‖L2(Dt)

)
e−λ(t−τ1)‖gσ,τ1λ ‖L2(0,e(τ1)),

≤
(
1 + ‖lσλ‖L2(Dt)

) (
1 + ‖kσλ‖L2(Dτ1 )

)
e−λ(t−τ1)‖ζσ,τ1‖L2(0,e(τ1)).

(4.15)

Hence, to get the desired stability, the remaining key point of the analysis is the control of ‖lσλ‖L2(Dt) with respect
to time. For this, we study the existence of solutions to problem (4.13) and their properties. Well-posedness and
estimates for (4.12) and (4.13) are achieved in the following proposition, which is proven in Section 5.1.

Proposition 3. Let σ > 0. For any λ ≥ 0, there exists a unique weak solution kσλ (resp. lσλ) (in the sense of
Definition 6) to the kernel problem (4.12) (resp. (4.13)). Moreover, there exist λσ > 0 and constants C, c > 0
independent of σ such that, for any λ ≥ λσ, t ≥ 0 and x ∈ (0, e(t)):∫ x

0

(
|kσλ(x, y)|2 + |∇kσλ(x, y)|2

)
dy ≤ Cece(t)

√
λ/σ, (4.16)

∫ x

0

(
|lσλ(x, y)|2 + |∇lσλ(x, y)|2

)
dy ≤ C

(
λ

σ

)4

ece(t). (4.17)

Remark 3. An immediate consequence of (4.16)-(4.17) is that for any t ≥ 0, kσλ |Dt ∈ H1(Dt), lσλ|Dt ∈ H1(Dt) and

‖kσλ‖2H1(Dt)
≤ Cec̃e(t)

√
λ/σ, (4.18)

‖lσλ‖2H1(Dt)
≤ C

(
λ

σ

)2

ec̃e(t).

4.5 Main auxiliary results
Next we check that the kernels defined as solutions to (4.12)-(4.13) indeed map (4.1) to (4.5) through the transfor-
mation T σλ and the other way around. In fact, we need to check that the formal computations performed for the
derivation of the kernel problems can be adapted to the case when we have to consider weak L2 solutions in the sense
of Definitions 1 and 4.
We start by stating in Lemma 2 that for all λ, σ > 0 and t ≥ 0, the transformation T σλ,t : L2(0, e(t)) → L2(0, e(t))
associated to the unique kernel solution to (4.12) is one-to-one, and that it can be inverted from L2(0, e(t)) to its
image, with inverse given by T σ,inv

λ,t . The proof of Lemma 2 in the case of Dirichlet boundary conditions is provided
in [17] (Lemma 4). We omit the proof here which is very similar. We also refer to [36] for the invertibility of the
transformation with Neumann boundary conditions (Lemma 3.3).

Lemma 2. Let λ, σ > 0 and t ≥ 0. Then, T σ,inv
λ,t ◦ T σλ,t = T σλ,t ◦ T σ,inv

λ,t = IdL2(0,e(t)).
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Then in Lemma 3, we check that this transformation indeed transforms (4.1) into (4.5) when the boundary term δψσλ
in (4.1) is defined in (4.9)-(4.10).

Lemma 3. Let σ > 0, let λ ≥ λσ where λσ is defined in Proposition 3, τ1 ≥ 0 and ζσ,τ1λ ∈ L2(0, e(τ1)). Let kσλ be the
unique weak solution to (4.12) in the sense of Definition 6. Assume that ζσλ is a weak-L2 solution to (4.1) in the sense
of Definition 5 where Hσ

l,λ and Hσ
nl,λ are defined by (4.10) and δψλ by (4.9). For all t ≥ τ1, define gσλ(t) := T σλ,tζσλ (t)

where T σλ,t is defined by (4.3). Then gσλ is the unique weak L2 solution to (4.5) in the sense of Definition 4 with
gσ,τ1λ = T σλ,τ1ζ

σ,τ1
λ .

The objective of Lemma 4 is to state the following point: let gσλ be the solution to the target problem, then ζσλ :=
T σ,inv
λ gσλ is a solution to the original problem.

Lemma 4. Let σ > 0, let λ ≥ λσ where λσ is defined in Proposition 3, τ1 ≥ 0 and gσ,τ1λ ∈ L2(0, e(τ1)). Let lσλ be the
unique weak solution to (4.13). Let gσλ be the unique weak-L2 solution to (4.5) in the sense of Proposition 2.
For all t ≥ τ1, define ζσλ (t) := T σ,inv

λ,t gσλ(t) where T σ,inv
λ,t is defined in (4.1). Then, ζλ is a weak-L2 solution to (4.1)

with ζσ,τ1λ = T σ,inv
λ,τ1

gσ,τ1λ , δψσλ defined by (4.9) and (Hσ
l,λ(t))t≥0, (H

σ
nl,λ(t))t≥0 defined by (4.10).

The proofs of Lemmas 3 and 4 are postponed to Section 5.2. Lemma 4 together with Propositions 2 and 3 yield
the existence of at least one weak-L2 solution to (4.1) for any ζσ,τ1λ ∈ L2(0, e(τ1)) provided that λ ≥ λσ, and this
solution satisfies the stability estimate (4.19). Lemmas 2 and 4 yield uniqueness of this solution. As a consequence,
the feedback control (4.8) stabilizes (4.1) exponentially with an arbitrary decay provided λ is chosen large enough.
The object of Corollary 1 is to summarize these points.

Corollary 1. Let σ > 0, τ1 ≥ 0, λ ≥ λσ where λσ is defined in Proposition 3 and ζσ,τ1λ ∈ L2(0, e(τ1)). Then, there
exists a unique weak-L2 solution to problem (4.1) in the sense of Definition 5 with δψσλ defined by (4.9) and operators
(Hσ

nl,λ(t))t≥τ1 and (Hσ
l,λ(t))t≥τ1 defined by (4.10). Moreover, there exist constants C, c > 0 independent of λ, σ and

t such that this solution satisfies, for any t ≥ τ1:

‖ζσλ (t)‖L2(0,e(t)) ≤ C

(
1 +

(
λ

σ

)2
)
ece(τ1)

√
λ/σ+ce(t)−λ(t−τ1)‖ζσ,τ1λ ‖L2(0,e(τ1)). (4.19)

Proof. Existence and estimate : Let kσλ and lσλ be the kernels defined in Proposition 3. Since kσλ |Dτ1 ∈ L
2(Dτ1), one

can define gσ,τ1λ := T σλ,τ1ζ
σ,τ1
λ ∈ L2((0, e(τ1))). Then by Proposition 2, there exists a unique weak-L2 solution gσλ to

(4.5) with initial condition gσ,τ1λ , and this solution satisfies (4.7). Since, for any t ≥ τ1, lσλ|Dt ∈ L2(Dt), one can
define ζσλ (t) := T σ,inv

λ,t gσλ(t) and by Lemma 4, it defines a solution to (4.1) associated to operators (Hσ
nl,λ(t))t≥τ1 and

(Hσ
l,λ(t))t≥τ1 . Moreover, estimate (4.19) follows from the definition of T σ,inv

λ together with the estimates (4.7) and
(4.17):

‖ζσλ (t)‖L2(0,e(t)) ≤
(
1 + ‖lσλ(t)‖L2(Dt)

) (
1 + ‖kσλ(τ1)‖L2(Dτ1 )

)
e−λ(t−τ1)‖ζσ,τ1‖L2(0,e(τ1))

≤

(
1 + C

(
λ

σ

)2

ece(t)
)(

1 + Cece(τ1)
√
λ/σ
)
e−λ(t−τ1)‖ζσ,τ1λ ‖L2(0,e(τ1)),

≤ C̃

(
1 +

(
λ

σ

)2
)
ece(τ1)

√
λ/σ+ce(t)−λ(t−τ1)‖ζσ,τ1λ ‖L2(0,e(τ1))

Uniqueness : take two weak-L2 solutions to (4.1) ζ1 and ζ2. Then by Lemma 3, it holds:

T σλ (ζ1 − ζ2) = 0,

but Lemma 2 yields:
ζ1 = ζ2.

5 Proofs

5.1 Proof of Proposition 3
We begin by proving a few preliminary lemmas. In the following, the variable x should be interpreted as the time
variable of a wave equation.

14



Lemma 5. Let α ∈ R, L > 0 and f ∈ L2((0, L)2). Then, there exists a unique solution K ∈ C0([0, L], H1(0, L)) such
that ∂xK ∈ C0([0, L], L2(0, L)) and ∂xxK ∈ L2((0, L), (H1(0, L))′) solution to the equation

∂xxK(x, y)− ∂yyK(x, y) = αK(x, y) + f(x, y), for (x, y) ∈ (0, L)2,
∂yK(x, 0) = ∂yK(x, L) = 0, for x ∈ (0, L),
K(0, y) = ∂xK(0, y) = 0, for y ∈ (0, L),

(5.1)

in the sense that, for all v ∈ H1(0, L), for almost all x ∈ (0, L),

〈∂xxK(x, ·), v〉H1(0,L)′,H1(0,L) +

∫ L

0

∂yK(x, y)∂yv(y) dy = α

∫ L

0

K(x, y)v(y) dy +

∫ L

0

f(x, y)v(y) dy.

Moreover, there exists a constant C > 0 independent of α and L such that for almost any x ∈ (0, L),∫ L

0

(
|K(x, y)|2 + |∇K(x, y)|2

)
dy ≤ (1 + L2)eCmax([α]

1/2
+ ,1)L‖f‖2L2((0,L)2), (5.2)

where [α]+ := max(α, 0) denotes the positive part of α.

Proof. The existence and uniqueness of a solution K to problem (5.1) in the sense of (5) such that K ∈
C0([0, L], H1(0, L)), ∂xK ∈ C0([0, L], L2(0, L)) and ∂xxK ∈ L2((0, L), (H1(0, L))′) is a direct consequence of [9][The-
orem 10.14,p.345]. Let us now prove estimate (5.2).

Step 1 (smooth f): Let us first assume that f satisfies the additional regularity constraint ∂xf ∈ L2((0, L)2).
Then differentiating the equation with respect to x as in the proof of [21][Theorem 5,p.389], it can be checked that
∂xxK ∈ L∞((0, L), L2(0, L)), ∂xK ∈ L∞((0, L), H1(0, L)) and K ∈ L∞((0, L), H2(0, L)). In particular, for almost all
x ∈ (0, L), ∂xxK(x, ·) ∈ L2(0, L), ∂xK(x, ·) ∈ H1(0, L) and K(x, ·) ∈ H2(0, L).
Taking v = ∂xK(x, ·) as a test function in (5) yields that for almost all x ∈ (0, L),

〈∂xxK(x, ·), ∂xK(x, ·)〉H1(0,L)′,H1(0,L) +

∫ L

0

∂yK(x, y)∂xyK(x, y) dy = α

∫ L

0

K(x, y)∂xK(x, y) dy

+

∫ L

0

f(x, y)∂xK(x, y) dy.

This yields, using the Aubin-Lions theorem, that

1

2

d

dx

(∫ L

0

(
|∂xK(x, y)|2 + |∂yK(x, y)|2

)
dy

)
=
α

2

d

dx

(∫ L

0

|K(x, y)|2 dy
)

+

∫ L

0

f(x, y)∂xK(x, y) dy.

Now, using the fact that ∂yK(0, y) = 0 (since K(0, y) = 0 for almost all y ∈ (0, L)) and the fact that
f(x, y)∂xK(x, y) ≤ 1

2
(f(x, y)2 + ∂xK(x, y)2) and integrating (5.1) between 0 and x, we obtain that for almost all

x ∈ (0, L):∫ L

0

[
|∂xK(x, y)|2 + |∂yK(x, y)|2

]
dy ≤ α

∫ L

0

|K(x, y)|2dy+

∫ x

0

∫ L

0

[
|∂xK(s, y)|2 + |∂yK(s, y)|2

]
dy ds+‖f‖2L2((0,L)2).

Case 1: If α ≤ 0, an immediate Gronwall argument yields that for almost all x ∈ (0, L):∫ L

0

[
|∂xK(x, y)|2 + |∂yK(x, y)|2

]
dy ≤ ex‖f‖2L2((0,L)2) ≤ e

L‖f‖2L2((0,L)2). (5.3)

Case 2: If α > 0, let us define for all x̂ ∈ (0, α1/2L),

K̂(x̂, y) = K(α−1/2x̂, y).

We then have for all x̂ ∈ (0, α1/2L), using the fact that ∂x̂K̂(x̂, y) = α−1/2∂xK(α−1/2x̂, y),∫ L

0

[∣∣∣∂x̂K̂(x̂, y)
∣∣∣2 + α−1

∣∣∣∂yK̂(x̂, y)
∣∣∣2] dy ≤ ∫ L

0

∣∣∣K̂(x̂, y)
∣∣∣2 dy+

α−1/2

∫ x̂

0

∫ L

0

[∣∣∣∂x̂K̂(ŝ, y)
∣∣∣2 + α−1

∣∣∣∂yK̂(ŝ, y)
∣∣∣2] dy dŝ

+α−1‖f‖2L2((0,L)2).

(5.4)
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Let us define for almost all x̂ ∈ (0, α1/2L)

V1(x̂) =

∫ L

0

[∣∣∣∂x̂K̂(x̂, y)
∣∣∣2 + α−1

∣∣∣∂yK̂(x̂, y)
∣∣∣2] dy and V2(x̂) =

∫ L

0

∣∣∣K̂(x̂, y)
∣∣∣2 dy.

The previous estimate can be equivalently rewritten as: for almost all x̂ ∈ (0, α1/2L)

V1(x̂) ≤ V2(x̂) + α−1/2

∫ x̂

0

V1(s) ds+ α−1‖f‖2L2 .

Notice also that

V ′2 (x̂) = 2

∫ L

0

∂x̂K̂(x̂, y)K̂(x̂, y)dy ≤ 2V1(x̂)1/2V2(x̂)1/2 ≤ V1(x̂) + V2(x̂),

so that

V1(x̂) + V ′2 (x̂) ≤ 3V2(x̂) + 2α−1/2

∫ x̂

0

V1(s)ds+ 2α−1‖f‖2L2 .

We are now in the position to use a Gronwall-type argument. Set g(x̂) :=
∫ x̂

0
V1(s) ds+V2(x̂). The previous estimate

then reads as: for almost any x̂ ∈ (0, α1/2L)

g′(x̂) ≤ Cαg(x̂) +Dα‖f‖2L2 .

with

Cα := max(3, 2α−1/2),

Dα := 2α−1.

Therefore,
g(x̂) ≤ Dα‖f‖2L2 x̂e

Cαx̂.

Now rewrite (5.4) in terms of V1, V2: for almost any x̂ ∈ (0, α1/2L)

V1(x̂) =

∫ L

0

[∣∣∣∂x̂K̂(x̂, y)
∣∣∣2 + α−1 |∂yK(x̂, y)|2

]
dy ≤ V2(x̂) + α−1/2

∫ x̂

0

V1(s) ds+ α−1‖f‖2L2 .

Thus,

α−1

∫ L

0

[
|∂xK(x̂, y)|2 + |∂yK(x̂, y)|2

]
dy = V1(x̂)

≤ max(1, α−1/2)g(x̂) + α−1‖f‖2L2

≤ α−1‖f‖2L2

(
1 + 2 max(1, α−1/2)x̂eCαx̂

)
≤ α−1‖f‖2L2

(
1 + 2 max(α1/2, 1)Lemax(3α1/2,2)L

)
≤ α−1‖f‖2L2

((
1 + 2 max(α1/2, 1)L

)
emax(3α1/2,2)L

)
≤ α−1‖f‖2L2e

3 max(3α1/2,2)L.

We thus finally obtain that for almost all x ∈ (0, L)∫ L

0

[
|∂xK(x, y)|2 + |∂yK(x, y)|2

]
dy ≤ ‖f‖2L2e

max(6α1/2,4)L. (5.5)

Therefore, combining (5.3) and (5.5) we have proven so far that, for α ∈ R,∫ L

0

[
|∂xK(x, y)|2 + |∂yK(x, y)|2

]
dy ≤ eCmax([α]

1/2
+ ,1)L‖f‖2L2((0,L)2). (5.6)

Thanks to the null initial conditions (x = 0) it holds for almost any (x, y) ∈ (0, L)2

K(x, y) =

∫ x

0

∂xK(z, y)dz ≤
√
L

√∫ L

0

|∂xK(z, y)|2dz
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Integrate over y ∈ (0, L) the square of this inequality: for almost any x ∈ (0, L)∫ L

0

|K(x, y)|2dy ≤ L
∫ L

0

∫ L

0

|∂xK(z, y)|2dydz ≤ L2eCmax([α]
1/2
+ ,1)L‖f‖2L2((0,L)2),

where we used (5.6) for the last inequality. Hence the result when f is a smooth function.

Step 2 (regularization): Let us now turn to the case when f ∈ L2((0, L)2). Then, there exists a sequence (fn)n∈N
of functions in C∞c ((0, L)2) such that ‖fn − f‖L2((0,L)2)

n→∞−−−−→ 0. Let us denote by Kn the unique solution of (5.1)
with f = fn for all n ∈ N. By standard results on the wave equation (see [21][Theorem 5,p.410]), there exists a
constant C > 0 independent of n such that for all n ∈ N

‖Kn −K‖L∞((0,L),H1(0,L)) + ‖∂xKn − ∂xK‖L∞((0,L),L2(0,L)) ≤ C‖fn − f‖L2((0,L)).

Thus, passing to the limit n→ +∞ in the inequality∫ L

0

(
|Kn(x, y)|2 + |∇Kn(x, y)|2

)
dy ≤ (1 + L2)eCmax([α]

1/2
+ ,1)L‖fn‖2L2((0,L)2),

which holds for almost all x ∈ (0, L) yields the desired result.

Lemma 6. In the framework of Lemma 5, assume in addition that in (5.1),

Supp f ⊂ DL :=
{

(x, y) ∈ (0, L)2, 0 < y ≤ x < L
}
.

Then it holds that
K(x, y) = 0 a.e in (0, L)2 \ DL. (5.7)

Proof. Consider the restriction of the H1 energy: for almost any x ∈ (0, L),

E(x) :=
1

2

∫ L

x

(
K2(x, y) + (∂xK)2(x, y) + (∂yK)2(x, y)

)
dy.

Assume first that f is smooth in the sense that ∂xf ∈ L2((0, L)2).
Then, the function E is absolutely continuous and it holds that

E′(x) =

∫ L

x

[∂xK(x, y)K(x, y) + ∂xxK(x, y)∂xK(x, y) + ∂xyK∂yK(x, y)] dy

− 1

2

(
K2(x, x) + (∂xK)2(x, x) + (∂yK)2(x, x)

)
.

Integrating by parts the last term yields∫ L

x

(∂xyK(x, y)∂yK(x, y))dy = −
∫ L

x

∂xK(x, y)∂yyK(x, y) dy − ∂xK(x, x)∂yK(x, x).

Using the fact that K is a solution of (5.1), and that Supp f ⊂ DL = {0 < y ≤ x < L}, we obtain:

E′(x) = (α+ 1)

∫ L

x

∂xK(x, y)K(x, y)dy − 1

2
K2(x, x)− 1

2

(
(∂xK)2(x, x) + (∂yK)2(x, x) + 2∂xK(x, x)∂yK(x, x)

)
≤ (α+ 1)

∫ L

x

∂xK(x, y)K(x, y)dy

= −(α+ 1)

∫ L

x

∂xK(x, y)

∫ L

y

∂yK(x, s) ds dy + (α+ 1)K(x, L)

∫ L

x

∂xK(x, y)dy.

The Cauchy-Schwarz inequality enables to bound the first term by 2|α + 1|(L − x)E(x) and the second term by
|α+ 1||K(x, L)|

√
L− x(2E(x))1/2. Then, we use the one-dimensional Sobolev inequality on y → K(x, y) to deal with

K(x, L):

|K(x, L)| ≤
√

2 max

(√
L− x, 1√

L− x

)(∫ L

x

K(x, y)2 + (∂yK)2(x, y)dy

)1/2

≤ 2 max

(√
L− x, 1√

L− x

)
E(x)1/2.
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Finally, we obtain that there exists C > 0 such that for almost all x ∈ (0, L),

E′(x) ≤ C|α+ 1|max(1, L− x)E(x),

and since E(0) = 0 a Gronwall argument yields that E(x) = 0 for all x ∈ [0, L]. Hence (5.7) holds.
Lastly, reasoning as in Step 2 of the proof of Lemma 5 by a density argument, we can easily check that the result
holds true for arbitrary f ∈ L2((0, L)2).

We are now in position to prove Proposition 3.

Proof of Proposition 3. First remark that, according to the relation (4.14) between the two kernels, it suffices to
obtain existence, uniqueness and estimates for the solution kα to the following problem with a parameter α ∈ R:

∂2
xxk

α(x, y)− ∂2
yyk

α(x, y) = αkα(x, y) (x, y) ∈ D∞,
∂yk

α(x, 0) = 0 x ∈ (0,∞),

kα(x, x) = −α
2
x x ∈ (0,∞),

(5.8)

where we notice that kα is a solution to (4.12) with α = λ
σ
.

We introduce here the notion of weak solution we consider for problem (5.8):

Definition 6. A function kα : D∞ → R is said to be a weak solution to (5.8) if and only if the two following
conditions are satisfied:

(i) the function k
α

: (0,+∞)2 → R defined such that

k
α

(x, y) :=

{
kα(x, y) if (x, y) ∈ D∞ := {0 < y ≤ x <∞},
−α

2
x otherwise

is such that, for any L > 0, the function k
α
L := k

α|[0,L]2 is such that k
α
L ∈ C0([0, L], H1(0, L)), ∂xk

α
L ∈

C0([0, L], L2(0, L)) and ∂xxk
α
L ∈ C0([0, L], H1(0, L)′);

(ii) for all L > 0 and for all v, w ∈ H1(0, L),

−
∫ L

0

(∫ x

0

∂xk
α(x, y)v(y) dy

)
∂xw(x) dx+ w(L)

∫ L

0

∂xk
α(L, y)v(y) dy

+

∫ L

0

∫ x

0

∂yk
α(x, y)∂yv(y) dyw(x) dx

= α

∫ L

0

(∫ x

0

kα(x, y)v(y) dy

)
w(x) dx

+
α

2

∫ L

0

v(x)w(x) dx.

Let us begin to prove that there exists a unique weak solution kα to (5.8) in the sense of Definition 6, for any α ∈ R.
Let L > 0.

Existence: Denote by Kα(x, y) := kα(x, y) + α
2
x for all (x, y) ∈ DL. Then, it holds that Kα is solution to

∂2
xxK

α(x, y)− ∂2
yyK

α(x, y) = αKα(x, y)− α2

2
x (x, y) ∈ DL,

∂yK
α(x, 0) = 0 x ∈ (0, L),

Kα(x, x) = 0 x ∈ (0, L),

and it is equivalent to solve one problem or the other. Now using Lemmas 5 and 6, we obtain that the restriction
of the unique weak solution K = K̃α to (5.1) with f(x, y) = fα(x, y) = −α

2

2
x1DL(x, y) to DL is a solution Kα to

(5.1). Besides, from Lemma 6, it holds that K = 0 in (0, L)2 \DL. In particular, it holds that K satisfies the weak
formulation: for almost all x ∈ (0, L) and all v ∈ H1(0, L),

〈∂xxK(x, ·), v〉H1(0,L)′,H1(0,L) +

∫ x

0

∂yK(x, y)∂yv(y) dy

= α

∫ x

0

(
K(x, y)− α

2
x
)
v(y) dy.
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As a consequence, for all w ∈ H1(0, L), it holds that∫ L

0

〈∂xxK(x, ·), v〉H1(0,L)′,H1(0,L)w(x) dx+

∫ L

0

∫ x

0

∂yK(x, y)∂yv(y) dyw(x) dx

= α

∫ L

0

(∫ x

0

(
K(x, y)− α

2
x
)
v(y) dy

)
w(x) dx.

Using the fact that∫ L

0

〈∂xxK(x, ·), v〉H1(0,L)′,H1(0,L)w(x) dx = −
∫ L

0

(∫ L

0

∂xK(x, y), v(y) dy

)
∂xw(x) dx

+ w(L)

∫ L

0

∂xK(L, y)v(y) dy

− w(0)

∫ L

0

∂xK(0, y)v(y) dy,

together with the fact that
∂xK(0, y) = 0

we obtain that ∫ L

0

〈∂xxK(x, ·), v〉H1(0,L)′,H1(0,L)w(x) dx = −
∫ L

0

(∫ L

0

∂xK(x, y)v(y) dy

)
∂xw(x) dx

+ w(L)

∫ L

0

∂xK(L, y)v(y) dy,

= −
∫ L

0

(∫ x

0

∂xK(x, y)v(y) dy

)
∂xw(x) dx

+ w(L)

∫ L

0

∂xK(L, y)v(y) dy.

Finally, since kα = K − α
2
x on DL, we finally obtain that kα is solution to the following weak formulation: for all

v, w ∈ H1(0, L),

−
∫ L

0

(∫ x

0

∂xk
α(x, y)v(y) dy

)
∂xw(x) dx+ w(L)

∫ L

0

∂xk
α(L, y)v(y) dy

+

∫ L

0

∫ x

0

∂yk
α(x, y)∂yv(y) dyw(x) dx

= α

∫ L

0

(∫ x

0

kα(x, y)v(y) dy

)
w(x) dx

− α

2

∫ L

0

(∫ x

0

v(y) dy

)
∂xw(x) dx+

α

2
w(L)

∫ L

0

v(y) dy

= α

∫ L

0

(∫ x

0

kα(x, y)v(y) dy

)
w(x) dx

+
α

2

∫ L

0

v(x)w(x) dx.

We thus obtain the existence of a weak solution to (5.8) in the sense of Definition 6.

Uniqueness: Let us now prove uniqueness of the solution for this problem. Assume there exist two solutions kα1 and
kα2 and denote by k̂ := kα1 − kα2 their difference. Then k̂ satisfies the homogeneous equation associated to (5.8). Since
k̂ has null trace on the diagonal x = y, it can be extended by 0 to the square (0, L)2. But then one can check that it
satisfies the assumptions of Lemma 5 without source term. Hence k̂ = 0. Uniqueness is proved.
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Estimates: Furthermore, Lemma 5 yields the following estimate for almost all x ∈ (0, L)∫ L

0

(
|K̃α(x, y)|2 + |∇K̃α(x, y)|2

)
dy ≤ (1 + L2)eCmax([α]

1/2
+ ,1)L‖fα‖2L2((0,L)2).

This yields that for almost all x ∈ (0, L),∫ x

0

(
|Kα(x, y)|2 + |∇Kα(x, y)|2

)
dy ≤ (1 + L2)eCmax([α]

1/2
+ ,1)L‖fα‖2L2((0,L)2),

Since ‖fα‖2L2((0,L)2) ≤ (αL)4, and Kα(x, y) = kα(x, y)− α
2
x, we obtain that∫ x

0

(
|kα(x, y)|2 + |∇kα(x, y)|2

)
dy ≤ 2

∫ x

0

(
|Kα(x, y)|2 + |∇Kα(x, y)|2

)
dy + 2

[
α2

12
x3 + x

α2

4

]
,

≤ C0

(
α2(L3 + L) + α4L4(1 + L2)eCmax([α]

1/2
+ ,1)L

)
,

where C0 > 0 is a constant independent of α and L.

We are now in a position to conclude the proof of Proposition 3. For any λ, σ > 0, we define kσλ a weak solution
to (4.12) as follows: for all t ≥ 0, kσλ |Dt is defined as kα with L = e(t) and α = λ

σ
. One can easily check from

the previous results that kσλ is thus well-defined and unique and is a weak solution to (4.12). lσλ is defined from kσλ
according to (4.14). To get the desired estimates, it is now sufficient to apply the previously obtained estimates with
L = e(t) and α = λ

σ
> 0 for kσλ and α = −λ

σ
< 0 for lσλ. To this aim, we consider λ ≥ λσ := σ. Taking into account

the fact that e(t) ≥ e0 for all t ≥ 0 then yields the existence of constants c, C > 0 independent of t, λ and σ such that∫ x

0

(
|kσλ(x, y)|2 + |∇kσλ(x, y)|2

)
dy ≤ Cece(t)

√
λ/σ,

and ∫ x

0

(
|lσλ(x, y)|2 + |∇lσλ(x, y)|2

)
dy ≤ C

(
λ

σ

)4

ece(t).

Hence, (4.16) and (4.17) hold.

5.2 Proofs of Lemmas 3 and 4
We begin with the following lemma from which we will easily deduce Lemmas 3 and 4.

Lemma 7. Let σ, λ, τ1 and some initial conditions ζσ,τ1λ , gσ,τ1λ be defined as in Lemmas 3 and 4. Assume that some
functions ζ, g ∈

[
L2(0, T ;H1)

]
e
such that ∂tζ, ∂tg ∈

[
L2(0, T ; (H1)′)

]
e
are related to each other by the relation: for

any t ≥ τ1, g(t) = T σλ,tζ(t) (or, equivalently from Lemma 2, ζ(t) = T σ,inv
λ,t g(t)). Then the following assertions hold:

i) The linear operator G :
[
L2((0, T ), L2)

]
e
→
[
L2((0, T ), L2)

]
e
defined for any f ∈

[
L2((0, T ), L2)

]
e
by

Gf(t, y) = f(t, y)−
∫ e(t)

y

kσλ(x, y)f(t, x) dx, for a.a. t ∈ (0, T ), x ∈ (0, e(t)), (5.9)

is invertible from Dtarg to Dini.

ii) For any test function v ∈ Dtarg, it holds

atarg(g, v) = aini(ζ,Gv),

where aini and atarg are given respectively by (4.11) and (4.6).

iii) As a consequence of i) and ii), for any test function w ∈ Dini, it holds

atarg(g,G−1w) = aini(ζ, w).

Proof. Let λ, σ > 0. To simplify, we denote in the sequel k := kσλ .
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i) Let v ∈ Dtarg and differentiate (5.9). It holds for almost any t ≥ 0, y ∈ (0, e(T )),

∂y(Gv)(t, y) = ∂yv(t, x) + k(y, y)v(t, y)−
∫ e(t)

y

∂yk(x, y)v(t, x)dx

The previous equality holds in
[
L2(0, T ;L2)

]
e
since

v ∈
[
L2(0, T ;H2)

]
e
⊂
[
L2(0, T ;L∞)

]
e
,

and the function (0, e(t)) 3 y 7→ k(y, y) belongs to H1(0, e(t)). Besides, the quantity ‖∂yk(x, ·)‖L2(0,x) is
bounded uniformly in x for x ∈ (0, e(t)). Differentiate once again:

∂2
xx(Gv)(t, x) =∂2

xxv(t, x) +

(
d

dx
k(x, x)

)
v(t, x) + k(x, x)∂xv(t, x) + ∂yk(x, x)v(t, x)

− 〈∂2
yyk(x), v(t)〉(H1(x,e(t)))′,H1(x,e(t)).

All the terms on the right-hand-side belong to
[
L2(0, T ;L2)

]
e
. Therefore Gv ∈

[
L2(0, T ;H2)

]
e
. It is then clear

that
Gv ∈ Dini,

since in particular

σ∂x(Gv)(t, e(t)) = 0 + σk(e(t), e(t))v(t, e(t))− 0 = Kl(t)(Gv)(t, e(t)).

Therefore the range of G is a subset of Dini. Besides, G is invertible in L2 from classical results on Volterra
operators (see Lemma 2). Finally, just as in Lemma 2, it can be easily checked following the same lines that
the inverse has a similar form, and that it is defined from Dini with values in Dtarg.

ii) Let v ∈ Dtarg. It holds, denoting by φ(t, x) :=
∫ x

0
k(x, y)ζ(t, y) dy,

atarg(g, v) =

∫ T

τ1

〈
∂tv(t) + σ∂2

xxv(t)− λv(t), g(t)
〉
H1(0,e(t))′,H1(0,e(t)

dt+

∫ e(τ1)

0

g(τ1, x)v(τ1, x)dx

=

∫ T

τ1

〈
∂tv(t) + σ∂2

xxv(t)− λv(t), ζ(t)
〉
H1(0,e(t))′,H1(0,e(t))

dt

−
∫ T

τ1

〈
∂tv(t) + σ∂2

xxv(t)− λv(t), φ(t)
〉
H1(0,e(t))′,H1(0,e(t))

dt

+

∫ e(τ1)

0

ζ(τ1, x)v(τ1, x)dx

−
∫ e(τ1)

0

(∫ x

0

k(x, y)ζ(τ1, y)dy

)
v(τ1, x)dx

(5.10)

Let us now look at the term in (5.10) involving the function φ and perform some integration by parts. Begin
with the time derivative: it holds,∫ T

τ1

〈∂tv(t), φ(t)〉H1(0,e(t))′,H1(0,e(t)) dt

= −
∫ T

τ1

〈∂tφ(t), v(t)〉H1(0,e(t))′,H1(0,e(t)) dt+

∫ e(τ1)

0

v(τ1, x)φ(τ1, x) dx

− v
∫ T

τ1

φ(t, e(t))v(t, e(t))

= −
∫ T

τ1

∫ e(t)

0

〈∂tζ(t), k(x, ·)〉H1(0,x)′,H1(0,x)v(t, x)dxdt

−
∫ e(τ1)

0

(∫ x

0

k(x, y)ζ(τ1, y)dy

)
v(τ1, x)dx

− v
∫ T

τ1

φ(t, e(t))v(t, e(t)).
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Now the space derivative:∫ T

τ1

〈
σ∂2

xxv(t), φ(t)
〉
H1(0,e(t))′,H1(0,e(t))

dt

= −
∫ T

τ1

∫ e(t)

0

(
k(x, x)ζ(t, x) +

∫ x

0

∂xk(x, y)ζ(t, y)dy

)
σ∂xv(t, x)dxdt

= σ

∫ T

τ1

∫ e(t)

0

[
d

dx
k(x, x)ζ(t, x) + k(x, x)∂xζ(t, x)

]
v(t, x)dxdt

−
∫ T

τ1

v(t, e(t)) [σk(e(t), e(t))ζ(t, e(t))] dt

− σ
∫ T

τ1

∫ e(t)

0

(∫ x

0

∂xk(x, y)ζ(t, y)dy

)
∂xv(t, x)dxdt.

Using the weak formulation of k, we obtain that for all t ≥ τ1

− σ
∫ e(t)

0

(∫ x

0

∂xk(x, y)ζ(t, y)dy

)
∂xv(t, x)dxdt

= −v(t, e(t))

∫ e(t)

0

σ∂xk(e(t), y)ζ(t, y) dy

− σ
∫ e(t)

0

v(t, x)

(∫ x

0

∂yk(x, y)∂yζ(t, y) dy

)
dx

+ λ

∫ e(t)

0

∫ x

0

k(x, y)ζ(t, y) dyv(t, x) dx

− λ

2

∫ e(t)

0

ζ(t, x) v(t, x) dx.

Remember that:

Hnl(t)ζ(t) =

∫ e(t)

0

[σ∂xk(e(t), y) + vk(e(t), y)] ζ(t, y)dy,

and now insert the two previous calculations into (5.10). It holds that:

atarg(g, v) =

∫ T

τ1

〈
∂tv(t) + σ∂2

xxv(t)− λv(t), ζ(t)
〉
H1(0,e(t))′,H1(0,e(t))

+

∫ T

τ1

Hnl(t)ζ(t)v(t, e(t))dt

+

∫ T

τ1

∫ e(t)

0
〈∂tζ(t), k(x, ·)〉(H1(0,x))′,H1(0,x)v(t, x)dxdt

− σ
∫ T

τ1

∫ e(t)

0

[
d

dx
k(x, x)ζ(t, x) + k(x, x)∂xζ(t, x)

]
v(t, x)dxdt

+ σ

∫ T

τ1

∫ e(t)

0

(∫ x

0
∂yk(x, y)∂yζ(t, y) dy

)
v(t, x) dx dt

+
λ

2

∫ T

τ1

∫ e(t)

0
ζ(t, x)v(t, x) dx

+

∫ T

τ1

v(t, e(t))Kl(t)ζ(t, e(t))dt+

∫ e(τ1)

0
ζ(τ1, x)v(τ1, x)dx.

Note that we have

λ

2

∫ e(t)

0

ζ(t, x)v(t, x) dx = −σ
∫ e(t)

0

d

dx
k(x, x)ζ(t, x)v(t, x) dx.

22



Hence, we obtain that

atarg(g, v) =

∫ T

τ1

〈
∂tv(t) + σ∂2xxv(t), ζ(t)

〉
H1(0,e(t))′,H1(0,e(t))

+

∫ T

τ1

Hnl(t)ζ(t)v(t, e(t))dt

+

∫ T

τ1

∫ e(t)

0

〈∂tζ(t), k(x, ·)〉(H1(0,x))′,H1(0,x)v(t, x)dxdt

− σ
∫ T

τ1

∫ e(t)

0

k(x, x)∂xζ(t, x)v(t, x)dxdt

+ σ

∫ T

τ1

∫ e(t)

0

(∫ x

0

∂yk(x, y)∂yζ(t, y) dy

)
v(t, x) dx dt

+

∫ T

τ1

v(t, e(t))Kl(t)ζ(t, e(t))dt+

∫ e(τ1)

0

ζ(τ1, x)v(τ1, x)dx.

Let us now denote by w := Gv and by ψ(t, y) :=
∫ e(t)
y

k(x, y)v(t, x) dx. It then holds that

aini(ζ, w) :=

∫ T

τ1

〈
∂tw(t) + σ∂2xxw(t), ζ(t)

〉
H1(0,e(t))′,H1(0,e(t))

dt+

∫ T

τ1

Hnl(t)ζ(t)w(t, e(t))dt

+

∫ e(τ1)

0

ζ(τ1, x)w(τ1, x)dx,

=

∫ T

τ1

〈
∂tv(t) + σ∂2xxv(t), ζ(t)

〉
H1(0,e(t))′,H1(0,e(t))

dt+

∫ T

τ1

Hnl(t)ζ(t)v(t, e(t))dt

+

∫ e(τ1)

0

ζ(τ1, x)v(τ1, x)dx

−
∫ T

τ1

〈
∂tψ(t) + σ∂2xxψ(t), ζ(t)

〉
H1(0,e(t))′,H1(0,e(t))

dt−
∫ e(τ1)

0

ζ(τ1, x)ψ(τ1, x)dx

Doing similar computations as above, we obtain that∫ T

τ1

〈∂tψ(t), ζ(t)〉H1(0,e(t))′,H1(0,e(t)) = −
∫ T

τ1

〈∂tζ(t), ψ(t)〉H1(0,e(t))′,H1(0,e(t))

−
∫ e(τ1)

0

ζ(τ1, y)ψ(τ1, y) dy − v
∫ T

τ1

ζ(t, e(t))ψ(t, e(t)) dt

= −
∫ T

τ1

∫ e(t)

0

〈∂tζ(t), k(x, ·)〉(H1(0,x))′,H1(0,x)v(t, x)dxdt

−
∫ e(τ1)

0

ζ(τ1, y)ψ(τ1, y) dy − v
∫ T

τ1

ζ(t, e(t))ψ(t, e(t)) dt

= −
∫ T

τ1

∫ e(t)

0

〈∂tζ(t), k(x, ·)〉(H1(0,x))′,H1(0,x)v(t, x)dxdt

−
∫ e(τ1)

0

ζ(τ1, y)ψ(τ1, y) dy.
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Moreover, since ∂yψ(t, y) = k(y, y)v(t, y)−
∫ e(t)
y

∂yk(x, y)v(t, x) dx, we have∫ T

τ1

〈σ∂xxψ(t), ζ(t)〉H1(0,e(t))′,H1(0,e(t))

= −σ
∫ T

τ1

∫ e(t)

0

∂yζ(t, y)∂yψ(t, y) dy + σ

∫ T

τ1

ζ(t, e(t))k(e(t), e(t))v(t, e(t)),

= −σ
∫ T

τ1

∫ e(t)

0

∂yζ(t, y)k(y, y)v(t, y) dy + σ

∫ T

τ1

∫ e(t)

0

∂yζ(t, y)

(∫ e(t)

y

∂yk(x, y)v(t, x) dx

)
dy

+ σ

∫ T

τ1

ζ(t, e(t))k(e(t), e(t))v(t, e(t)),

= −σ
∫ T

τ1

∫ e(t)

0

∂yζ(t, y)k(y, y)v(t, y) dy + σ

∫ T

τ1

∫ e(t)

0

v(t, x)

(∫ x

0

∂yζ(t, y)∂yk(x, y) dy

)
dx

+

∫ T

τ1

Kl(t)ζ(t)v(t, e(t)).

As a consequence, we obtain that
atarg(g, v) = aini(ζ, w).

Hence the desired result.
iii) The proof of (iii) is a direct consequence of (i) and (ii).

Now we provide the proofs of Lemmas 3 and 4.

Proof of Lemma 3 and 4. Let ζσλ be a weak-L2 solution to (4.1) in the sense of Definition 5. Define now, for all
t ≥ τ1, x ∈ (0, e(t)),

gσλ(t, x) := T σλ,tζσλ (t, x) = ζσλ (t, x)−
∫ x

0

kσλ(x, y)ζσλ (t, y) dy.

Continuity and initial data: ζσλ ∈
[
C0([τ1, T ]);L2)

]
e
by assumption and the Cauchy-Schwarz inequality provides the

following estimate, for any τ1 ≤ s, t ≤ T ,∥∥∥∥∫ x

0

kσλ(x, y) (ζσλ (t, y)− ζσλ (s, y)) dy

∥∥∥∥
L2(0,e(T ))

≤ ‖kσλ‖L2(DT )‖‖ζ
σ
λ (t)− ζσλ (s)‖L2((0,e(T ))),

which goes to 0 by assumption as t goes to s. Therefore gσλ ∈
[
C0([τ1, T ]), L2)

]
e
as well. The initial data gσ,τ1λ =

T σλ,τ1ζ
σ,τ1
λ follows from continuity and the initial data of ζσλ .

Time derivative : We want to differentiate this formula with respect to time. It gives formally for almost any
t ∈ (τ1, T ), x ∈ (0, e(t))

∂tg
σ
λ(t, x) = ∂tζ

σ
λ (t, x)−

∫ x

0

kσλ(x, y)∂tζ
σ
λ (t, y)dy.

By assumption, ∂tζσλ ∈
[
L2((τ1, T ); (H1)′

]
e
and from Proposition 3 it holds that for almost all x ∈ (0, e(T )), kσλ(x; ·) ∈

H1(0, x), uniformly in x. Therefore the integral terms are well-defined as duality products:

∂tg
σ
λ(t, x) = ∂tζ

σ
λ (t, x)− 〈∂tζσλ (t), kσλ(x)〉(H1(0,x))′,H1(0,x),

where the second term can be estimated as:

〈∂tζσλ (t), kσλ(x)〉(H1(0,x))′,H1(0,x) ≤ ‖∂tζ
σ
λ (t)‖(H1(0,x))′‖k

σ
λ(x)‖H1(0,x) ≤ ‖∂tζ

σ
λ (t)‖(H1(0,e(t)))′ sup

0≤x≤e(T )

‖kσλ(x)‖H1(0,x),

where the last term is independent of x and belongs to L2(τ1, T ) by assumption. Hence ∂tgσλ ∈
[
L2((τ1, T ); (H1)′)

]
e
.

Therefore gσλ and ζσλ satisfy the assumptions of Lemma 7. It follows that for any v ∈ Dtarg, atarg(gσλ , v) = 0, so that
gσλ satisfies indeed Definition 4.

The proof of Lemma 4 follows the exact same lines.
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5.3 Proof of Theorem 1
Fix µ > 0 and (u, e). We need to check all the conditions of Definitions 1-2.

Let us first deal with the thickness and remember from (2.6)-(2.9) that δe′(t) = δθ(t). The exponential stabilization
of δe can then be achieved with no effort. It suffices to define Θ(t, w) = −µw for all t ≥ 0 and w ∈ R to get (2) with
Cē,µ = 1.

Let us now focus on the exponential stabilization of δu with the control variables δψ in (2.7). Remember the
decomposition (3.3) and choose λ > 0 such that λ ≥ max1≤i≤n λσi where λσi is defined as in Corollary 1.
Then it follows by Proposition 3 that there exists a unique solution kσiλ (respectively lσiλ ) to the kernel problem (4.12)
(respectively to the inverse kernel problem (4.13)) satisfying estimates (4.18) and (3) with σ = σi. Then, for all
1 ≤ i ≤ n, t ≥ 0 and z ∈ H1(0, e(t)), let us define

Hσi
l,λ(t)z := σik

σi
λ (e(t), e(t))z(e(t)),

Hσi
nl,λ(t)z =

∫ e(t)

0

[σi∂xk
σi
λ (e(t), y) + vkσiλ (e(t), y)] z(y)dy, (5.11)

Defining now
δψσi,λ(t) := Hσi

l,λ(t)ζσiλ (t) +Hσi
nl,λ(t)ζσiλ (t),

it follows from Corollary 1 that there exists a unique weak-L2 solution ζσiλ to (4.1) in the sense of Definition 5) with
τ1 = 0 and ζσi,0λ = z0

i . To simplify notations, we will denote by zλi the solution ζσiλ . Note that zλi is then also solution
to problem (3.3) with δψi given by

δψi(t) = δψσi,λ(t) := Hσi
l,λ(t)zi(t) +Hσi

nl,λ(t)zi(t).

From Corollary 1, there exist constants C, c > 0 independent of λ, 1 ≤ i ≤ n and t such that for any 1 ≤ i ≤ n, and
t ≥ 0,

‖zλi (t)‖L2(0,e(t)) ≤ Ce
ce0
√
λ/σi+ce(t)−λt‖z0

i ‖L2(0,e0).

It follows that there exists a λµ > 0 large enough and a constant Cµ > 0 that depends on (max1≤i≤n σi, λµ, e0) such
that for any t ≥ 0,

‖zλµ(t)‖L2(0,e(t))n ≤ Cµe
−µt‖z0‖L2(0,e0)n ,

where zλµ := (z
λµ
i )1≤i≤n and z0 := (z0

i )1≤i≤n. It remains to check that the operators (Hl,λµ(t))t≥0 and (Hnl,λµ(t))t≥0

defined such that for any t ≥ 0 and z := (zi)1≤i≤n ∈ H1(0, e(t))n,

Hl,λµ(t)z := Q(u)−1
(
Hσi
l,λµ

(t)zi
)

1≤i≤n
,

Hnl,λµ(t)z := Q(u)−1
(
Hσi
nl,λµ

(t)zi
)

1≤i≤n
,

satisfy assumptions (P1)-(P2)-(P3). To prove this, it is sufficient to show that for all 1 ≤ i ≤ n, the families of
operators (Hσi

l,λµ
(t))t≥0 and (Hσi

nl,λµ
(t))t≥0 satisfy the scalar assumptions (P1’)-(P2’)-(P3’).

Let 1 ≤ i ≤ n. It follows from Proposition 3 that for all t ≥ 0, the functions (0, e(t)) 3 y → ∂xk
σi
λµ

(t, e(t), y)

and (0, e(t)) 3 y → kσiλµ(t, e(t), y) are well-defined almost everywhere and belong to L2((0, e(t)). As a consequence,
Hσi
nl,λµ

(t) defined by (5.11) is well-defined and satisfies (P1’). Now in order to check (P2’), for any T > 0, it holds by
the Cauchy-Schwarz inequality that for all z ∈ [L2((0, T ), L2]e,

‖Hσi
nl,λµ

(·)z(·)‖2L2(0,T ) ≤
∫ T

0

(∫ e(t)

0

[
σ∂xk

σi
λµ

(e(t), y) + V kσiλµ(e(t), y)
]2
dy

)
‖z(t)‖2L2(0,e(t))dt.

But according to the uniform estimate (4.16) in Proposition 3, it holds that for any 0 ≤ t ≤ T ,∫ e(t)

0

[
σi∂xk

σi
λµ

(e(t), y) + vkσiλµ(e(t), y)
]2
≤ C(σi, v)ece(T )

√
λµ/σi ,

hence (P2’).
Finally, the family (Hσi

l,λµ
(t))t≥0 satisfies (P3’), provided that R∗+ 3 t → kσiλµ(t, e(t), e(t)) belongs to L∞loc (R∗+;R). It

is in fact again a consequence of Proposition 3 and the one-dimensional Sobolev inequality. Indeed, for t ≥ 0, we
then write for all (y, ỹ) ∈ [0, e(t)]2,
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kσiλµ(e(t), y) =

∫ y

ỹ

∂yk
σi
λµ

(e(t), y′) dy′ + kσiλµ(e(t), ỹ).

Integration with respect to ỹ ∈ [0, e(t)] leads to:

|kσiλµ(e(t), y)| ≤ 1

e(t)

∫ e(t)

0

∫ y

ỹ

|∂ykσiλµ(e(t), y′)| dy′ dỹ +
1

e(t)

∫ e(t)

0

|kσiλ∗(e(t), ỹ)|dỹ

≤ C

(√
e(t) +

1√
e(t))

)
ece(t)

√
λµ/σi ,

where we have used again estimate (4.16) as well as Cauchy-Schwarz inequality. Hence (P3’) and the proof of
Theorem 1.

5.4 Proof of Theorem 2
Let us fix T > 0. Let us first explain how the function Θ can be chosen so as to ensure condition b) of Definition 3.
The main idea is to go from the autonomous feedback Θ(w) = −µw to piecewise constant in time. Let (t′m)m∈N be
an increasing sequence of real numbers such that t′0 = 0 and t′m −→

m→∞
T−. Let (µm)m∈N be a non decreasing sequence

of positive numbers which will be made precise below and define, for all t ≥ 0 and w ∈ R,

Θ(t, w) = −µmw if t ∈ [t′m, t
′
m+1).

Then, it holds that for all m ∈ N and for all t ∈ [t′m, t
′
m+1),

|δe(t)| ≤ e−µm(t−t′m)|δe(t′m)| ≤ e−
∑m−1
k=0

µk(t′k+1−t
′
k)|δe(0)|

It is then clear that condition b-i) is always satisfied with this choice. Moreover, if the series
∑
k∈N

µk(t′k+1−t′k) diverges,

then δe(t) −→
t→T−

0. For instance, this is the case when defining t′m = T − 1
m

and µm = m for all m ≥ 1. Hence b-ii).

Let us now turn to the proof of condition a) of Definition 3. Let us introduce again an increasing sequence (tm)m∈N
of real numbers such that t0 = 0 and tm −→

m→∞
T−. Let us introduce a sequence of positive numbers (λm)m∈N such

that λm ≥ max
1≤i≤n

λσi for all m ∈ N, where λσi is defined in Proposition 3 for σ = σi. Then, for all 1 ≤ i ≤ n, we

define the families of operators (Hi
nl(t))t≥0 and (Hi

l (t))t≥0 as follows:

Hi
nl(t) = Hσi

nl,λm
(t) and Hi

nl(t) = Hσi
l,λm

(t) if t ∈ [tm, tm+1).

We also define for all t ≥ 0 and z := (zi)1≤i≤n ∈ H1(0, e(t))n,

Hl(t)z := Q(u)−1
(
Hi
l (t)zi

)
1≤i≤n

,

Hnl(t)z := Q(u)−1
(
Hi
nl(t)zi

)
1≤i≤n

.

We wish to identify some sufficient conditions on the sequence (λm)m∈N and (tm)m∈N in order to guarantee condition
a) of Definition 3.

To this aim, we first prove the following lemma.

Lemma 8. Let (λm)m∈N be a nondecreasing sequence of positive coefficients and let (tm)m∈N be an increasing sequence
of times such that t0 = 0 and tm −→

m→∞
T−. Let us define, for m ≥ 0, sm :=

∑m
k=0 λk(tk+1 − tk). Then, there exists a

constant γ > 0 such that, if
∀m ∈ N, (tm+1 − tm)

√
λm ≥ γ, (5.12)

then, there exists positive constants C > 0 and α > 0 such that for any m ∈ N and any t ∈ [tm, tm+1),

‖z(t)‖L2(0,e(t))n ≤ Ce
−sm+αm‖z0‖L2(0,e0)n ,

where z := (zi)1≤i≤n with zi the unique weak solution of (3.3) and δψi defined by:

∀t ≥ 0, δψi(t) = Hi
l (t)zi(t) +Hi

nl(t)zi(t).
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Besides, if we assume in addition that:
lim

m→+∞

sm
m

= +∞, (5.13)

then it holds:
lim
t→T−

‖z(t)‖L2(0,e(t))n = 0,

Proof of Lemma 8. From Proposition 3, it holds that for all 1 ≤ i ≤ n, for any m ∈ N, for any t ∈ [tm, tm+1),

‖kσiλm(t)‖L2(Dt) ≤ Ce
ce(t)
√
λm/σi ,

‖lσiλm(t)‖L2(Dt) ≤ C
(
λm
σi

)2

ece(t).

Fix m ∈ N and tm ≤ t < tm+1. Denoting by gi(t) := T σiλm,tzi(t), it holds that

‖gi(t)‖2L2(0,e(t)) ≤
(
1 + ‖kσiλm(t)‖2L2(Dt)

)
‖zi(t)‖2L2(0,e(t))

≤ Cece(t)
√
λm/σi‖zi(t)‖2L2 .

Moreover, using the fact that zi(t) = T inv,σi
λm,t

gi(t), we obtain that

‖zi(t)‖2L2(0,e(t)) ≤
C

σ4
i

λ4
me

ce(t)‖gi(t)‖2L2(0,e(t)).

Besides, from Proposition 2, for any tm ≤ τ1 ≤ τ2 < tm+1, we have

‖gi(τ2)‖2L2(0,e(τ2)) ≤ e
−2λm(τ2−τ1)‖gi(τ1)‖2L2(0,e(τ1)).

Since zi and gi are in C([0, T ], L2), we can combine these inequalities as τ2 → t−m+1 and τ1 → t+m. We thus obtain,
with C > 0 and c > 0 being arbitrary constants independent of t,i and m which may change along the computations,
and using the fact that ln(x) ≤

√
x for all x > 0,

‖zi(tm+1)‖2L2(0,e(tm+1)) ≤
C

σ4
i

λ4
me

ce(tm+1)‖gi(tm+1)‖2L2(0,e(tm+1))

≤ Cece(T )+4 ln(λm/σi)‖gi(tm+1)‖2L2(0,e(tm+1))

≤ Ce4 log(λm/σi)−2λm(tm+1−tm)‖gi(tm)‖2L2(0,e(tm))

≤ Ce4 log(λm/σi)+ce(tm)
√
λm/σi−2λm(tm+1−tm)‖zi(tm)‖2L2(0,e(tm)),

≤ Cec
√
λm/σi−2λm(tm+1−tm)‖zi(tm)‖2L2(0,e(tm)).

Denoting by γ := max1≤i≤n
c√
σi
, then, if (5.12) holds, we obtain that for all m ∈ N,

‖z(tm+1)‖2L2(0,e(tm+1) ≤ Ce
−λm(tm+1−tm)‖z(tm)‖2L2(0,e(tm)) ≤ Ce

−sm+αm‖z0‖2L2(0,e0),

with α := ln(C). This estimate together with (5.13) yields (8) and the proof of the desired result.

We are now in position to terminate the proof of Theorem 2. Indeed, for any γ > 0, there always exist sequences
(tm)m∈N and (λm)m∈N that satisfy (5.12) and (5.13). Indeed, let us define, as in [17], tm = T − 1

m2 and λm =
γ2(m+ 1)8. Then, it holds that for all m ≥ 1

(tm+1 − tm)
√
λm = γ

(2m+ 1)(m+ 1)2

m2
≥ γ.

Besides, (tm+1 − tm)λm = γ2 (2m+1)(m+1)6

m2 so that
sm
m
−→

m→+∞
+∞.

Choosing such sequences, and defining the families of operators (Hnl(t))t≥0 and (Hl(t))t≥0 with (5.4) and (5.4) then
yields the desired result.
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Appendices
A Weak formulation of the controlled linearized system in L2

We start from the strong formulation (2.7) with a feedback of the form (3.1)-(3.2). We test against a regular test
function v that satisfies for all x ∈ (0, T ), v(T, x) = 0 and integrate with respect to time and space. Considering the
moving boundary, the integration of the time derivative gives:∫ T

0

∫ e(t)

0

(∂tu · v)(t, x)dxdt = −
∫ T

0

∫ e(t)

0

(∂tv · u)(t, x)dxdt−
∫ T

0

e(t)′(u · v)(t, e(t))dt−
∫ e0

0

u0(x) · v(0, x)dx.

Recall that e(t)′ = v > 0. Now we consider the space derivatives and perform two integration by parts:∫ T

0

∫ e(t)

0

A(u)∂2
xxu · vdxdt =

∫ T

0

A(u)∂xu(t, e(t)) · v(t, e(t))dt−
∫ T

0

∫ e(t)

0

A(u)∂xu · ∂xvdxdt

=

∫ T

0

A(u)∂xu(t, e(t)) · v(t, e(t))dt+

∫ T

0

∫ e(t)

0

A(u)u · ∂2
xxvdxdt

−
∫ T

0

A(u)u(t, e(t) · ∂xv(t, e(t))dt+

∫ T

0

A(u)u(t, 0) · ∂xv(t, 0)dt.

Now we write the equality of these two quantities with the appropriate factorizations:

0 =

∫ T

0

∫ e(t)

0

u ·
[
∂tv +A(u)T ∂xxv

]
dxdt+

∫ e0

0

u0(x) · v(0, x)dx−
∫ T

0

A(u)u(t, e(t)) · ∂xv(t, e(t))dt

+

∫ T

0

A(u)u(t, 0) · ∂xv(t, 0)dt+

∫ T

0

v(t, e(t)) · [A(u)∂xu(t, e(t)) + vu(t, e(t))] dt.

In the last integral we recognize the boundary condition at x = e(t), that is nothing else than δψ(t) = Hnl(t)u(t) +
Kl(t)u(t, e(t)). Now all the terms that do not make sense for u ∈

[
C0([0,+∞), L2(0, 1))n

]
e
must vanish if this is to

be true against any test function. It entails conditions on the test functions, the so-called dual boundary conditions.
The first condition at x = 0 is:

∀t ∈ (0, T ), A(u)T ∂xv(t, 0) = 0.

Now we examine the condition at x = e(t) where the local part of the feedback intervenes:

∀t ∈ (0, T ), K(t)T v(t, e(t))−A(u)T ∂xv(t, e(t)) = 0.

The remaining terms make sense for u ∈
[
C0([0,+∞), L2)n

]
e
provided:

v ∈
[
L2 ((0, T );H2)n]

e
∩
[
C0([0, T ], L2)n

]
e
, ∂tv ∈

[
L2 ((0, T );L2)n]

e
.

Putting together all the conditions we obtain Definition 1.

B Analysis of the target problem
For the sake of the analysis, we consider the rescaled version of (4.5) given by the change of variables x→ x/ē(t) so
that the space variable is now defined in a fixed domain:

∂tw −
σ

e(t)2
∂2
xxw −

v

e(t)
x∂xw + λw = 0, for (t, x) ∈ R∗+ × (0, 1),

σ

e(t)
∂xw(t, 1) + vw(t, 1) = 0, for t ∈ R∗+,

σ

e(t)
∂xw(t, 0) = 0, for t ∈ R∗+,

w(0, x) = w0(x) := g0(xe0), for x ∈ (0, 1),

(B.1)

28



and the associated notion of weak L2 solution:

Definition 7. A function w ∈ C0([0,+∞), L2(0, 1)) is said to be a L2-weak solution of (B.1) if for any T > 0, it
satisfies:

∫ T

0

∫ 1

0

w(t, x)

[
∂tṽ(t, x) +

σ

e(t)2
∂2
xxṽ(t, x)− v

e(t)
x∂xṽ(t, x)−

(
λ+

v

e(t)

)
ṽ(t, x)

]
dxdt+

∫ 1

0

w(0, x)ṽ(0, x)dx = 0,

for any test function ṽ that satisfies:

• ṽ ∈
(
L2
(
(0, T );H2(0, 1)

))
∩ C0([0, T ], L2(0, 1)),

• ∂tṽ ∈
(
L2
(
(0, T );L2

))
,

• ṽ(T, ·) = 0,

• σ∂xṽ(t, 0) = 0, ∀t ∈ (0, T ),

• σ∂xṽ(t, e(t)) = 0, ∀t ∈ (0, T ).

Note that the two definitions 4 and 7 are equivalent: from the latter to the former, take a test function of the
form e(t)v(t, e(t)x) where v satisfies the assumptions in 4. The other way around, take a test function of the form

1
e(t)

ṽ(t, x
e(t)

) where ṽ satisfies the previous assumptions.
The problem is uniformly parabolic: for any 0 ≤ t ≤ T

σ

e(t)2
≥ σ

e(T )2
> 0,

so that we expect the classical parabolic estimates and well-posedness in C0([0, T ], Hk(0, 1)) for any k ∈ N as soon as
w0 ∈ Hk(0, 1). In fact we have the following a priori estimates

Lemma 9. Assume w0 ∈ L2((0, 1)). Any smooth solution w to (B.1) must satisfy the energy estimate:

1

2
‖w‖2L∞(0,T ;L2) +

σ

e(T )2
‖∂xw‖2L2(0,T ;L2(0,1))

+
v

2e(T )

∫ T

0

w(t, 1)2 +

(
v

2e(T )
+ λ

)
‖w‖2L2(0,T ;L2(0,1)) ≤ ‖w

0‖2L2(0,1).

(B.2)

Furthermore, it must satisfy the stability estimate: for any 0 ≤ t ≤ T

‖w(t)‖L2(0,1) ≤ e
−λt‖w0‖L2(0,1) (B.3)

Proof. Multiply the equation by w and integrate by parts in space at time t. It comes in particular:

1

2

d

dt
‖w(t)‖2L2(0,1) ≤ −λ‖w(t)‖2L2(0,1),

from which we conclude to (B.3) with the Gronwall lemma. Keeping all the terms and integrating in time in [0, T ],
one finds (B.2).

From these estimates we define a notion of energy solution for the problem.

Definition 8. A function w ∈ C0([0, T ], L2(0, 1)) ∩ L2((0, T );H1(0, 1)) such that ∂tw ∈ L2((0, T ); (H1(0, 1))′) is an
energy solution to (B.1) if, for almost any time 0 ≤ t ≤ T and any function ṽ ∈ H1(0, 1), it satisfies

〈∂tw(t), ṽ(t)〉(H1)′,H1 + a(t;w, ṽ) = 0,

where the bilinear form a is given by:

a(t;w, ṽ) =

∫ 1

0

(
σ

e(t)2
∂xw∂xṽ −

v

e(t)
w (ṽ + x∂xṽ) + λwṽ

)
dx.

By construction of the weak formulation, such solutions still satisfy the previous estimates. In particular and by
linearity, such a solution is unique, if it exists. The existence follows from the Galerkin method (see [8][Theorem 10.9,
p.341] for a general result). This is summarized in the following proposition
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Proposition 4. Let w0 ∈ L2(0, 1). There exists a unique energy solution to (B.1). This solution satisfies (B.2) and
(B.3).

Proposition 4 gives existence to a weak L2 solution since the energy solution is a particular one, and this solution
satisfies in particular (B.3). But one cannot directly conclude that any weak L2 satisfies (B.3) and deduce uniqueness
from the estimate. Indeed, such an estimate cannot be deduced directly from the weak formulation in (4). Instead,
we will first prove uniqueness from the weak formulation, then deduce that the only weak L2 solution satisfies indeed
the estimate.

Lemma 10. There is at most one weak L2 solution in the sense of Definition 7.

Proof. Consider two such solutions w1, w2 ∈ C0([0, T ];L2(0, 1)). Then the difference satisfies, for any test function ṽ
that satisfies the assumptions of Definition 7:∫ T

0

∫ 1

0

(w1 − w2)

(
∂tṽ +

σ

e(t)2
ṽ − v

e(t)
x∂xṽ −

(
λ+

v

e(t)

)
ṽ

)
dxdt = 0

Now fix S ∈ L2((0, T );L2(0, 1)) and consider the inhomogeneous dual problem with source term S:

∂tṽ +
σ

e(t)2
∂2
xxṽ −

v

e(t)
x∂xṽ −

(
λ+

v

e(t)

)
ṽ = S, for (t, x) ∈ [0, T ]× (0, 1),

∂xṽ(t, 1) = 0, for t ∈ [0, T ],

∂xṽ(t, 0) = 0, for t ∈ [0, T ],

ṽ(T, x) = 0, for x ∈ (0, 1).

Up to time reversal t→ T − t, this is a classical parabolic problem with smooth coefficients. Therefore, there exists
a (unique) solution ṽ ∈

(
L2
(
(0, T );H2(0, 1)

))
∩ C0([0, T ], L2(0, 1)) and such that ∂tṽ ∈

(
L2
(
(0, T );L2(0, 1)

))
(the

regularity is limited by S ∈ L2). Consequently, ṽ can be taken as a test function against (w1 − w2) and it holds:∫ T

0

∫ 1

0

(w1 − w2)Sdxdt = 0.

Since this is true for any S ∈ L2((0, T );L2(0, 1)), w1 = w2 and uniqueness is proved.

Proposition 2 follows from Proposition 4 and 10.

C Formal derivation of the backstepping kernel problems
We continue the derivation started in Section 4.3 and now differentiate (4.2) at x = 0. It gives:

∂xg(t, 0) = −k(t, 0, 0)ζ(t, 0),

which suggests, since ζ(t, 0) is undetermined, that the kernel k should be supplied with the condition

k(t, 0, 0) = 0,

for the boundary condition at x = 0 in (4.5) to be satisfied.
Next we want derive the equation satisfied by k in D. At this stage, it is unclear how the kernel depends on time.
We make it explicit by applying a rescaling in the space variable into a fixed domain. More precisely, we consider the
rescaled versions of problems (4.1) and (4.5). The latter one was defined in (B.1) while the former is given by:

∂tz −
1

e(t)2
σ∂2

xxz −
v

e(t)
x∂xz = 0, for (t, x) ∈ R∗+ × (0, 1),

σ

e(t)
∂xz(t, 1) + vz(t, 1) = δψ(t), for t ∈ R∗+,

σ

e(t)
∂xz(t, 0) = 0, for t ∈ R∗+,

z(0, x) = ζ0(xe(t)), for x ∈ (0, 1).

(C.1)
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We consider the backstepping transformation associated to these rescaled problems: for any t ≥ 0, x ∈ (0, 1):

w(t, x) := z(t, x)−
∫ x

0

k̃(t, x, y)z(t, y)dy, (C.2)

where z is a solution to (C.1), w a solution to (B.1) and k̃ an unknown function defind in D1 := {0 < y ≤ x < 1}.
Assume everything is smooth and compute derivatives:

∂xw(t, x) = ∂xz(t, x)− k̃(t, x, x)z(t, x)−
∫ x

0

∂xk̃(t, x, y)z(t, y)dy, (C.3)

∂2
xxw(t, x) = ∂2

xxz(t, x)− ∂x
(
k̃(t, x, x)z(t, x)

)
− ∂xk̃(t, x, x)z(t, x)−

∫ x

0

∂2
xxk̃(t, x, y)z(t, y)dy.

and:

∂tw(t, x) = ∂tz −
∫ x

0

k̃(t, x, y)∂tz(t, y)dy −
∫ x

0

∂tk̃(t, x, y)z(t, y)dy

=
σ

e(t)2
∂2
xxz +

v

e(t)
x∂xz −

∫ x

0

k̃(t, x, y)

(
σ

e(t)2
∂2
yyz +

v

e(t)
y∂yz

)
dy −

∫ x

0

∂tk̃(t, x, y)z(t, y)dy

Now use integration by parts for the integral terms in the middle. It holds:∫ x

0

k̃(t, x, y)y∂xz(t, y)dy = k̃(t, x, x)xz(t, x)−
∫ x

0

∂y(yk̃(t, x, y))z(t, y)dy,

and, using ∂xz(0) = 0:

−
∫ x

0

k̃(t, x, y)∂2
yyz = −k̃(t, x, x)∂xz(t, x) +

∫ x

0

∂yk̃(t, x, y)∂xzdy

= −k̃(t, x, x)∂xz(t, x) +
(
∂yk̃(t, x, x)z(t, x)− ∂yk̃(t, x, 0)z(t, 0)

)
−
∫ x

0

∂2
yyk̃(t, x, y)z(t, y)dy,

so that it holds:

∂tg(t, x) =
σ

e(t)2

(
∂2
xxz − k̃(t, x, x)∂xz(t, x) +

(
∂yk̃(t, x, x)z(t, x)− ∂yk̃(t, x, 0)z(t, 0)

)
−
∫ x

0

∂2
yyk̃(t, x, y)z(t, y)dy

)
+

v

e(t)

(
x∂xz +

∫ x

0

(y∂yk̃(t, x, y))z(t, y)dy − k̃(t, x, x)xz(x)

)
−
∫ x

0

∂tk̃(t, x, y)z(t, y)dy

(C.4)

Now we insert (C.3),(C.4) into the equation satisfied by g:

∂tg −
σ

e(t)2
∂2
xxg −

v

e(t)
x∂xg + λg = 0.

After cancellations, it remains, for any x ∈ (0, 1):

0 =
σ

e(t)2

(
2
d

dx
k̃(t, x, x) + λ

)
z(x)− ∂yk̃(t, x, 0)z(0)

−
∫ x

0

z

(
∂tk̃ −

σ

e(t)2
(∂2
xxk̃ − ∂2

yyk̃)− v

e(t)
(x∂xk̃ + ∂y(yk̃)) + λk̃

)
dy,

which leads to the following problem for t > 0

∂tk̃ −
σ

e(t)2

(
∂2
yyk̃(t, x, y)− ∂2

xxk̃(t, x, y)
)
− v

e(t)

(
x∂xk̃ + y∂yk̃ + k̃

)
+ λk̃ = 0 (x, y) ∈ {0 < y ≤ x < 1},

σ

e(t)2
∂yk̃(t, x, 0) = 0 x ∈ (0, 1),

2σ

e(t)2

d

dx
k̃(t, x, x) = −λ x ∈ (0, 1).

(C.5)
Now we look for a solution with separate variables under the form (k does not depend explicitly on time):

k̃(t, x, y) = e(t)k(xe(t), ye(t)). (C.6)

Inserting (C.6) into (C.5), the terms in e(t) cancel each other and coming back to the original domain D we obtain
(4.12). Moreover, inserting (C.6) into (C.2), it is clear with a change of variables that the k defined from (C.6) enables
to recover the original kernel in (4.2) we were looking for.
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D Failure of the direct Lyapunov approach
We show why the common approach of directly using a basic quadratic Lyapunov function would fail to show
the exponential stability. In order to have a proper basic quadratic Lyapunov function we work on the rescaled
system (C.1). A basic quadratic Lyapunov function for the L2 norm has the form, for some positive function
f ∈ C2((0, 1)) ∩ C1([0, 1]),

V (z(t, ·)) =

∫ 1

0

f(x)z(t, x)2dx.

Let us take V as a Lyapunov function candidate. By differentiating along C2 solutions of (C.1), we have

d

dt
V (z(t, ·)) =

∫ 1

0

2fz

[
σ

e(t)2
∂2
xxz +

v

e(t)
x∂xz

]
dx,

Using integration by parts, it holds

d

dt
V (z(t, ·)) =

([
2f

σ

e(t)2
z∂xz

]1

0

+

[
fx

v

e(t)
z2

]1

0

)
− σ

e(t)2

∫ 1

0

[
2f(x)(∂xz)

2 + 2f ′(x)z∂xz
]
dx

− v

e(t)

∫ 1

0

z2 (f + xf ′
)
dx,

which gives, using again an integration by parts for the second term in the first integral and the boundary conditions
of (C.1)

d

dt
V (z(t, ·)) =

([
2f

σ

e(t)2
z∂xz

]1

0

+

[
fx

v

e(t)
z2

]1

0

−
[
z2f ′

σ

e(t)2

]1

0

)

− σ

e(t)2

∫ 1

0

[
2f(x)(∂xz)

2 − f ′′(x)z2] dx− v

e(t)

∫ 1

0

z2 (f + xf ′
)
dx.

=

(
2

e(t)
f(1)δψ(t)z(t, 1)− v

e(t)
z2(t, 1)) +

σ

e(t)2

(
z(t, 0)2f ′(0)− z(t, 1)2f ′(1)

))
− σ

e(t)2

∫ 1

0

[
2f(x)(∂xz)

2 − f ′′(x)z2] dx− v

e(t)

∫ 1

0

z2 (f + xf ′
)
dx.

To have a Lyapunov function ensuring an exponential stability estimate, there has to exists γ > 0 such that the
right-hand side is lower or equal than −γV for any t ∈ [0, T ] and any solution of (C.1). From that point one would
typically require in the Lyapunov approach that for all t ∈ [0,+∞) and Z ∈ C2([0, 1]),(

2

e(t)
f(1)δψ(t)Z(1)− v

e(t)
Z2(1)) +

σ

e(t)2

(
Z(0)2f ′(0)− Z(1)2f ′(1)

))
−
∫ 1

0

[
2f(x)

σ

e(t)2
(∂xZ)2 +

(
v

e(t)
(f + xf ′)− f ′′(x)

σ

e(t)2
− γf(x)

)
Z2

]
dx ≤ 0,

In particular this would be true for any Z ∈ C2([0, 1]) with compact support which implies that∫ 1

0

[
2f(x)

σ

e(t)2
(∂xZ)2 +

(
v

e(t)
(f + xf ′)− f ′′(x)

σ

e(t)2
− γf(x)

)
Z2

]
dx ≥ 0.

Since this has to be true for any time and any Z ∈ C2
c ([0, 1]), and since e(t)→ +∞ when t→ +∞, this implies that

for any x ∈ (0, 1),

xf ′(x)− γf(x) ≥ 0,

but as f ∈ C1([0, 1]; (0,+∞)) this is impossible: indeed, denoting M = sup[0,1](f
′) ∈ R and m = inf [0,1](f) > 0 this

would imply in particular that
xM ≥ γm > 0, ∀x ∈ (0, 1),

which would lead to a contradiction.
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